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Foreword

It is my great honor and pleasure to write the foreword for this state-of-the-art book Power Electronics for
Renewable Energy Systems, Transportation, and Industrial Applications. Power electronics and drives
control is an extremely complex field with multiple disciplines throughout the field of electrical engi-
neering. It is virtually impossible to write a book covering the entire area by one individual specialist,
particularly witnessing the recent developments in neighboring fields such as control theory, signal
processing, and applications in renewable energy systems, as well as electric and plug-in hybrid vehicles,
all of which strongly influence new solutions in power electronic systems. For this reason, the book has
been written by the key specialists in these areas.

This book comprising 24 chapters is divided into three parts: (1) Impact of Power Electronics for
Emerging Technologies (Chapters 1–5), (2) Power Electronics for Distributed Power Generation Systems
(Chapters 6–11), and (3) Power Electronics for Transportations and Industrial Applications (Chapters
12–24). The first chapter is written by the world-renowned power electronics expert Professor Bimal
K. Bose, and is followed by a review of power electronics in high-voltage direct current (HVDC) and
flexible AC transmission systems (FACTS), a chapter on smart grid concepts and technologies, and then
a chapter on recent advances in power semiconductor technology. Chapter 5 is the last in Part 1 and this
presents a new class of AC-link universal power converters. The second part of the book begins with
two chapters (Chapters 6 and 7) that provide an overview of renewable technology, both of which are
co-authored by the world-known specialist Professor Frede Blaabjerg; these chapters deal with power
electronics for wind turbines and photovoltaic (PV) energy. The next four chapters (Chapters 8–11)
cover controllability analysis, distributed power generation, variable speed doubly fed induction machine
(DFIM), and AC–DC–AC converters in renewable energy systems. The third and largest part of the book
begins with two chapters (Chapters 12 and 13) on transportation, including one on modern power elec-
tronic solutions for aircrafts and the other on electric and plug-in hybrid vehicles. These two chapters
are followed by a discussion and a presentation of multilevel converters (Chapter 14), multiphase matrix
converters (Chapter 15), high-power factor rectifiers (Chapter 16), active power filters (Chapter 17),
hardware-in-the-loop power electronic systems (Chapter 18), predictive control of converter-fed electric
machines (Chapter 19), current source converters for drives (Chapter 20), reduction of common-mode
(CM) voltage and bearing currents in pulse-width modulation (PWM)-fed drives, high-power indus-
trial drives, modulation and control of single-phase grid-connected converters (Chapter 23), and, finally,
impedance Z-source inverters (ZSI) and quasi-Z-source inverters (qZSI) (Chapter 24).

The work has typical attributes of a contemporary book and discusses several aspects of the authors’
current research in an innovative and original way. Easy description and good illustrations make the
book attractive for researches, engineering professionals, graduate students of electrical engineering,
and power systems faculties.



xx Foreword

Finally, I would like to applaud the initiative taken by editors in this timely book to cover a wide
area of power electronic applications in renewable energy systems, smart grids, distributed generation,
transportation, and other industrial areas. This work perfectly fills the current gap and contributes to a
better understanding and further applications of power electronic systems.

Marian P. Kazmierkowski, IEEE Fellow
Institute of Control and Industrial Electronics

Warsaw University of Technology, Poland



Preface

It is our pleasure to present this book on up-to-date power electronics technologies and advancements in
their use in renewable energy, transportation systems, and various industrial applications.

We have written this book in response to the current lack of relevant research available to researchers,
professionals, and students. It is our hope that we successfully convey our passion for this field in a
manner that is easy to follow textually and visually. We have chosen to write this as a joint initiative
because of the expertise needed in an all-encompassing research on power electronic systems.

In this book we cover a wide range of power electronic components, renewable energy systems, smart
grids, distributed generations, transportation systems, and other industrial areas. This work fills a gap
in engineering literature and contributes to a better understanding and further application of power elec-
tronic systems. Power electronic components and applications are among the fastest growing engineering
areas today and are key in responding to our current environmental constraints and energy demands.
This book integrates material in order to answer current problems and offer solutions for the growing
commercial and domestic power demands.

The book discusses several aspects of current research, and the participation of the world’s top scientists
solidifies the book’s credibility, including IEEE life fellows Prof. Bimal K. Bose and Prof. Joachim
Holtz. Other scientists who participated in the writing of this book include Professors Frede Blaabjerg,
Leopoldo G. Franquelo, Carlo Cecati, Hamid A. Toliyat, Bin Wu, Fang Zheng Peng, Ralf M. Kennel,
and Jose Rodriguez.

The book is divided into three main parts: (1) The Impact of Power Electronics for Emerging Technolo-
gies (Chapters 1–5), (2) Power Electronics for Distributed Power Generation Systems (Chapters 6–11),
and (3) Power Electronics for Transportations and Industrial Applications (Chapters 12–24).

Chapter 1 offers a brief but comprehensive review of the world’s energy resources and climate change
problems because of fossil fuel burning, along with possible solutions or mitigation methods. The author
concludes with a discussion of the impact of power electronics that have on energy conservation, renew-
able energy systems, bulk storage of energy, and electric/hybrid vehicles in the present century.

Chapter 2 focuses on the contribution of power electronics to achieve efficient energy transmission and
distribution, enable a high penetration of renewables in the power system, and develop more electrical
transportation systems. This chapter also addresses flexible AC transmission system (FACTS) devices;
high-voltage direct current (HVDC) transmission systems; power electronics converters for wind, pho-
tovoltaic (PV), and ocean sources; power conversion for electric vehicles; and energy storage systems.

Chapter 3 gives an overview of the main technologies, features, and problems of distributed generation
and smart grids. This chapter gives a short but comprehensive overview of these emerging topics.

Chapter 4 presents recent advances in power semiconductors technology, focusing specifically on wide
bandgap transistors. The authors offer a short introduction to state-of-the-art silicon power devices and
the characteristics of the various SiC power switches. Design considerations of gate- and base-drive
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circuits for various SiC power switches, along with experimental results of their switching performance,
are presented in details alongside a discussion of their applications.

In Chapter 5, the authors categorize AC-link universal power converters within a new class of power
converters, and demonstrate how they can interface multiple loads and sources while remaining a
single-stage converter.

Chapter 6 expands on technological developments and market trends in wind power application. The
authors review a variety of wind turbine concepts, as well as power converter solutions, and offer an
explanation of control methods, grid demands, and emerging reliability challenges.

Chapter 7 presents a comprehensive overview of grid-connected PV systems, including power curves,
grid-connected configurations, different converter topologies (both single and three phases), control
schemes, maximum power point tracking (MPPT), and anti-islanding detection methods. The chapter
focuses on the mainstream solutions available in the PV industry, in order to establish the current state of
the art in PV converter technology. In addition, the authors offer a discussion of recently introduced con-
cepts on multilevel converter-based PV systems for large-scale PV plants, along with trends, challenges,
and possible future scenarios of PV converter technology.

In Chapter 8, the authors demonstrate that the components of renewable energy systems, including
interfacing filters, are first selected to ensure steady optimum performance operation, after which con-
trollers are designed and implemented to ensure stability, high dynamic performance, and robustness to
disturbance and parameter variations. The controllability analysis of an interior permanent magnet (IPM)
wind turbine generator connected to the grid through a filter interface is analyzed, and the stability of
the nonlinear system and the study of the zero dynamics provide insights into potential constraints on
controller structure and dynamics.

Chapter 9 points out that the role of the power converter’s control is fundamental and involves a number
of issues: power flow control, synchronization with the main grid, reactive power capability, voltage
regulation at the point of common coupling and power quality constraints. In addressing these matters,
the authors focus on PV and small wind turbine systems, as well as the management of the transition
among grid connection, stand-alone operation, and synchronization.

Chapter 10 describes the main properties and control methods of the doubly fed induction machine,
which are related to both grid-connected and stand-alone operation modes. The chapter presents the prop-
erties of a wind turbine equipped with a doubly fed induction machine, and offers a short description of
wind turbine aerodynamics, wind turbine superior control, and steady-state performance of wind turbine.

Chapter 11 is devoted to various topologies of AC–DC–AC converters and their design. It offers
an in-depth discussion of classical three-phase/three-phase transistor-based AC–DC–AC convert-
ers (two-level and three-level diode-clamped converters (DCCs) and flying capacitors converters
(FCC)) and simplified AC–DC–AC converters (two-level and three-level three-phase/one-phase and
three-phase/three-phase DCC).

Chapter 12 describes how More Electric Aircraft (MEA) technology is continually evolving and being
widely recognized as the future technology for the aerospace industry. This chapter provides a brief
description of the electrical power generation, conversion, and distribution in conventional aircrafts and
in more electric aircrafts, such as Airbus 380 and Boeing 787. The author also discusses more electric
architectures, power distribution strategies, more electric engine concepts, and the effect of high-voltage
operation at high altitudes.

Chapter 13 presents the structure and basic design aspects of electric vehicles (EVs) and plug-in hybrid
electric vehicles (PHEVs), as well as future trends in EV manufacturing. The authors also discuss the
integration of EVs with green, renewable energy sources and introduce the design of such systems.

Chapter 14 is dedicated to explaining multilevel converters/inverters and describing their pros and cons
regarding their most suitable applications. The chapter presents how multilevel inverters are applied to
static var generation (SVG), static synchronous compensator (STATCOM), and FACTS devices. The
authors further explore magnetic-less multilevel DC–DC converters and analyze the multilevel convert-
ers’ fault tolerance and reliability.
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Chapter 15 elaborates on the theoretical and analytical aspects of multi-phase matrix converters,
encompassing existing and emerging topologies and control. The authors also discuss various control
algorithms for efficient operation.

Chapter 16 presents a detailed analysis of three boost-type preregulators commonly used for power
factor correction in single-phase rectifiers: the single-switch basic boost, the two-switch asymmetric
half-bridge boost, and the interleaved dual-boost topology. The authors also illustrate the mathematical
modeling approach, applying it to the first two topologies. In so doing, the authors are able to demonstrate
the effectiveness of these converters associated with their respective control systems.

Chapter 17 looks at how power electronics applications have penetrated multiple areas of modern
life, thereby increasing nonlinear loads in comparison with linear loads. Simultaneously, power
electronics-based loads are sensitive to harmonic distortion, which leads to a discussion of active power
filters that can be employed to cancel or mitigate harmonics and their effects.

In Chapter 18A, the discussion provided proves that the so-called virtual machine (VM) is a
hardware-in-the-loop (HiL) system allowing an inverter to be tested at real power levels without the
need for installing and operating real machines as the VM has the same characteristics as a real induction
motor or even a synchronous motor. Different machines and their respective load conditions can be
emulated by software, meaning that the drive inverter under test can operate in its normal mode.

Chapter 18B also relates to the HiL systems, with a thorough presentation of the modular multilevel
converter (MMC). The authors explain the limitations of standard simulation methods and propose more
suitable control techniques. Issues raised by the converter topology are discussed with regard to the choice
of hardware to achieve real-time simulation, and examples of implementation for real-time application
using OPAL-RT real-time simulator are given for the different techniques previously discussed.

Chapter 19 describes the use of model predictive control (MPC) for speed control in electrical
machines. The authors also show how the MPC is a conceptually different control technique that offers a
high flexibility to control different power electronics topologies and manages several control objectives,
without adding significant complexity to the system.

Chapter 20 presents two approaches used to control electric machines supplied by the current source
inverter. The first approach is based on the current control and the second approach contains the
voltage control with multiscalar model approach. The topologies are analyzed for controlling a supply
squirrel-cage induction motor, doubly fed machine, and permanent magnet synchronous machine.

In Chapter 21, the author shows how the high dv/dt and the common-mode voltage generated by the
inverter pulse-width modulation (PWM) control result in the appearances of bearing currents, shaft volt-
ages, motor terminal overvoltages, the decrease in motor efficiency, and electromagnetic interference.
A common-mode motor equivalent circuit is analyzed, with an emphasis on the bearing currents and
various aspects of currents’ limitation. The author dedicates much of the chapter to analyzing the active
methods on the limitation of common-mode currents based on PWM modifications.

In Chapter 22, the impacts of megawatt variable frequency drives (VFDs) for liquefied natural gas
(LNG) plants are discussed. This chapter presents few examples of actual high-power VFDs that can
realize up to 100 MW systems using four sets of 25 MW neutral-point-clamped (NPC)-based multilevel
voltage source inverters (VSIs). The chapter starts with an overview of LNG plants, outlines conven-
tional gas turbine (GT), drives techno-economic and environmental implications, and introduces various
electric drive technologies used for LNG plants, highlighting their limitations, technological problems,
and their impact on future LNG plants.

Chapter 23 is devoted to the modulation and control of single-phase, active front-end converters. The
first part of the chapter presents a literature review and analysis of PWM techniques with unipolar switch-
ing for three main multilevel converter topologies. The second part of the chapter is devoted to current
control of single-phase voltage source converters.

The final chapter offers a comprehensive and systematic reference for the current and future devel-
opment of the high-performance Z-source inverter (ZSI)/quasi-Z-source inverter (qZSI), and provides
a detailed explanation of the impedance parameter design. It looks at ZSI/qZSI, otherwise known as
an impedance source inverter. This inverter has attracted increasing interest because of a single-stage
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power conversion with a step-up/step-down function, handling the DC voltage variations in a wide range
without overrating the inverter and allowing switches on the same bridge leg to simultaneously turn on.
The authors present the operation principle and control methods of conventional ZSI/qZSI, and offer a
discussion of the advantages of novel extended topologies, such as qZSI with battery and qZSI-based
cascade multilevel systems.

Haitham Abu-Rub
Mariusz Malinowski

Kamal Al-Haddad
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1
Energy, Global Warming
and Impact of Power Electronics
in the Present Century

Bimal K. Bose
Department of Electrical Engineering and Computer Science, The University of Tennessee,
Tennessee, USA

1.1 Introduction
Power electronics concerns the conversion and control of electrical power with the aid of power semi-
conductor devices, which include diodes, thyristors, triacs, gate turn-off thyristors (GTO), power metal
oxide silicon field effect transistors (MOSFET), insulated gate bipolar transistors (IGBT) and integrated
gate-commutated thyristors (IGCT). Their applications include regulated power supplies (DC and AC),
uninterruptible power supply (UPS) systems, electrochemical processes (such as electroplating, electrol-
ysis, anodizing and metal refining), control of heating and lighting, electronic welding, power line static
var compensators (SVC or STATCOM) and flexible AC transmission systems (FACTS), active harmonic
filters (AHFs), high-voltage direct current (HVDC) systems, photovoltaic (PV) and fuel cell (FC) convert-
ers, electronic circuit breakers, high-frequency heating, energy storage and motor drives. The extensive
applications of power electronics in global industrialization have been somewhat unprecedented in his-
tory. We now live in a global society in which the nations in the world are highly interdependent. In the
present trend, it is expected that future wars in the world will be fought on an economic front rather than
military. In future, all the nations in the world will face severe industrial competitiveness for their survival
and prosperity. In such an environment, power electronics and motion control will play a very important
role. In addition, as the price of energy increases and environmental regulations become more stringent,
power electronics applications will spread practically everywhere. The role of power electronics in this
century will be as, if not more, important as computer, communication and information technologies.

It should be mentioned here that power electronics technology has now gained significant maturity after
several decades of the dynamic technology evolution of power semiconductor devices, converters, pulse
width modulation (PWM) techniques, electrical machines, variable-frequency drives, advanced controls
and computer simulation techniques. According to the estimate of the Electric Power Research Institute
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(EPRI) of the United States, roughly 70% of electrical energy in the United States is now processed
through power electronics, which will eventually expand to 100%. In the present century, we expect to
see the significant impact of power electronics not only in global industrialization and general energy
systems, but also in energy conservation, renewable energy systems, bulk energy storage and electric
vehicles (EVs) and hybrid electric vehicles (HEVs). The corresponding impact in solving or mitigating
climate change problems is expected to be significant. This chapter will start with a review of the global
energy perspective, environmental pollution because of the burning of fossil fuels, the corresponding
climate change or global warming problems and the methods for their mitigation. Then, it will review the
impact of power electronics in energy saving, renewable energy systems, the bulk storage of energy and
EVs and HEVs. Finally, the future scenario of power electronics technology evolution will be reviewed
in the conclusion.

1.2 Energy
Let us first discuss the global energy perspective [1–6]. Figure 1.1 shows the global energy generation
and the generation of US energy in the same perspective. About 84% of global energy is generated by
fossil fuels, 3% from nuclear plants and the remaining 13% comes from renewable sources, such as
hydro, wind, solar, biofuels, geothermal, wave and tidal power. US energy generation follows a similar
pattern. About 41% of US energy comes from oil, of which a significant part is imported. The present
availability of shale oil (and natural gas) is decreasing this dependence, and according to the forecast of
the International Energy Agency (IEA), the United States will be energy independent in the future. The
global per capita energy consumption is highest in the United States. With nearly 4.5% of world’s pop-
ulation (313 million out of 7 billion), the United States consumes nearly 28% of global energy and this
reflects a very high standard of living. In comparison, China, now the world’s second largest economy,
with nearly 19% of the world’s population (1.34 billion), consumes nearly half the total energy con-
sumed by the United States. Of course this scenario is changing fast because of the rapid industrialization
of China.

Figure 1.2 shows the idealized energy depletion curves of fossil and nuclear fuels throughout the world,
which are somewhat Gaussian in nature. The world has enormous reserves of coal, and at the present
consumption rate it is expected to last approximately 200 years. From the oil depletion curve, it appears
that we are presently near the peak and is expected to become exhausted in 100 years. The oil price has
been increasing recently because of the rising demand and dwindling supply. The natural gas reserves
are expected to last around 150 years.

The recent availability of large amounts of shale oil and gas is creating an economic boom in some
countries, particularly in the United States, as mentioned previously. Uranium (U-235) has a very low
reserve and is expected to become exhausted in around 50 years.

With adequate conservation, the curves in the figure can be flattened in order to last for a longer period.
Exploration of new fuel sources, particularly offshore resources, can provide new sources of oil and gas.
Renewable energy resources (not included in the figure) will theoretically extend the energy depletion
curve to infinity. It is no wonder that due to their competitive costs, extensive availability and environ-
mentally clean nature, renewable energy sources are now being extensively explored all over the world.
Recent studies show that renewable energy alone (with adequate storage) can supply all the energy needs
of the world.

Figure 1.3 shows electricity generation according to different fuel types for the United States, Japan,
China and India. For example, in the United States, 40% of the total energy is consumed in electrical form,
of which typically 50% comes from coal, 2% from oil, 18% from natural gas, 20% from nuclear plants
and the remaining 10% comes from renewables (mainly hydroelectricity). The electricity generation
from natural gas is more favored (with the corresponding decrease in coal) because of the availability
of cheap and abundant shale gas. Japan produced 31% of its electricity from nuclear resources, but the
recent accident at the Fukushima Daiichi nuclear plant is changing the scenario, with the emphasis now
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Figure 1.1 Global and US energy generation scenarios (2008) [2]

more on renewable resources. It is interesting to note that the world’s two fastest developing economies
(China and India) generate more than 70% of their electricity from coal.

1.3 Environmental Pollution: Global Warming Problem
Unfortunately, fossil fuel burning generates gases (SO2, CO, NOX, HC and CO2) that cause environ-
mental pollution. The most dominant effects of fossil fuel burning are climate change or global warming
problems [3, 4], which is mainly caused by CO2 and other gases – called greenhouse gases (GHG). GHG
trap solar heat from the atmosphere (called the greenhouse effect). The United Nations (UN) Intergov-
ernmental Panel on Climate Change (IPCC) has ascertained that the man-made burning of fossil fuels
causes the global warming problem. It may be mentioned here that nuclear power does not have the
traditional environmental pollution problem, but the safety of nuclear plants with regard to the radiation
hazard is of serious concern. Another problem with nuclear power is that the waste from nuclear plants
remains radioactive for thousands of years, and we do not know how to safely dispose of such waste. It is
possible that in the future this waste will cause considerable damage to our society.
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Scientists have studied carbon (CO2) concentration variations in the atmosphere over a long period
of time by analyzing ice samples from great depths in Antarctic regions. Figure 1.4 shows the CO2

concentration curves in the atmosphere over thousands of years. The causes for the cyclic variation in
CO2 (ice age cycles) in the atmosphere is not well understood. However, one thing we are sure of is
that in the past 1000 years (including the postindustrial revolution), the CO2 concentration has increased
dramatically (see the upper curve in Figure 1.4), and is much greater than the upper limit of normal
cyclic variation. Scientists believe that this peaking is due to the man-made burning of fossil fuels and is
irreversible, and therefore the consequences are serious.

It has been estimated that nearly 80% of atmospheric CO2 is generated by the man-made fossil fuel
burning, of which typically 50% is due to electric power generation. Figure 1.5 shows the per capita CO2

emissions versus population for several selected countries in the world, where the horizontal axis shows
the population and the vertical axis shows the CO2 emission per person (in tons/year). The United States
has the highest per capita emission in the world and Canada is very close. Next comes Australia and the
European nations, as well as Russia and Japan, where the emissions are typically less than 50% of that
of the United States. The total emission of a country, given by the area of the rectangle, is very important
with respect to the global warming problem.

The standard of living in China is much lower than that of the United States; therefore, its per capita
emission is very low. However, because of its large population the total emissions in China are large and,
in fact, have exceeded that of the United States since 2006. Brazil has a good standard of living, but its per
capita emission is low. In Brazil, typically 90% of energy (in electrical form) comes from hydroelectricity.
In addition, it has a large Amazon rain forest that reduces CO2, and 50% of its automobiles run on
renewable sugarcane-based biofuel. Biofuels are said to have a carbon neutralization effect because they
absorb CO2 during the plant’s growth but emit CO2 at burning.

At the present rate of growth of the world’s energy consumption (if no remedial actions are taken), the
estimate of the potential CO2 rise between 2002 and 2030 is provided in Figure 1.6. In 2002, the total
energy consumption in the world was typically 410 quadrillion Btu (1 quadrillion = 1024 units), of which
the share between fossil fuels and alternative energy sources is shown in the figure. The alternative energy
sources consist of nuclear and renewable sources. The corresponding generation of CO2 by fossil fuels
was typically 2.6 billion tons/year. The total energy consumption in the world is expected to grow by 60%
over the next 28 years, and the corresponding CO2 level will rise by 62% (4.2 billion tons/year) because
of an increased share of fossil fuels. Evidently, as a result, the global warming effect will be significant.



6 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

Population (millions)

21

0

3

6

9

12

15

18

700 1400 2100 2800 3500 4200 4900 5600 7 billion0

C
O

2 
 e

m
is

si
on

/p
er

so
n 

(t
on

s)

India

China

USA
Canada

Australia

Russia Japan, UK, Denmark

New zealand, Italy 

Mexico

Brazil
Africa

Switzerland

Austria

France

Figure 1.5 Per capita CO2 emissions versus population of selected countries [2]

W
or

ld
 e

ne
rg

y 
co

ns
um

pt
io

n
(q

ua
dr

ili
on

 B
tu

)

CO2
2.6 billion ton/year

2002 2030

600

300

0

CO2
4.2 billion ton/year

60% rise

654

410
62% rise

Fo
ss

il 
fu

el
s Fo

ss
il 

fu
el

s

Alternative
energy sources

Nuclear
Hydroelectric

Wind solar
Biomass geothermal

Figure 1.6 Potential CO2 rise during 2002–2030 without remedial measures [4]

1.3.1 Global Warming Effects

As mentioned previously, GHG cause the earth’s atmosphere to accumulate solar heat and raise its tem-
perature, which may be by a few degrees in 100 years. Climate scientists are trying to model the climate
system (extremely complex) and predict the atmospheric temperature rise by extensive simulation stud-
ies on supercomputers. Figure 1.7 shows global warming over the past hundred years (1900–2000) and
its future projection for the next hundred years (2000–2100) by various research agencies through-
out the world. The large error in the projection is due to the inaccuracy of the climate model, which
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Figure 1.7 Global warming projections by different research agencies [3]

is extremely complex. However, note that none of the studies argue that there will not be any global
warming.

The most harmful effect of global warming is the melting of the ice in the Arctic, the Antarctic,
Greenland, the Himalayas and a large number of glaciers around the world. In fact, the study indicated
that 500 000 mi2 of ice in the Arctic ocean melted in the year 2006 alone, which is much higher than the
computer simulation studies by climate scientists. This is causing a great deal of confusion to climate
scientists. The melting of ice is raising the levels of the oceans, with possible flooding to low-lying areas.
It is estimated that about 100 million people of the world live within 3 ft of sea level. Again, with the pre-
dicted rise in the sea level, the estimate is that half of Bangladesh will be submerged in 300 years, which
is expected to displace 75 million people. Again, the prediction is that should all the ice in Greenland
and Antarctica melt, the sea level will rise by 200 ft. The Arctic region is expected to be free of ice (in the
summer) by 2070.

The melting of the polar ice caps is destroying the habitats of polar bears and penguins, with the
expected future extinction of these species. Sensitive corals in the sea are dying due to higher water
temperatures and the acidity of dissolved CO2. The higher acidity of seawater will also adversely affect
marine life (which is being studied extensively). Besides the rise in the ocean level, global warming
will cause adverse effects to the world climate that will result in severe droughts in tropical countries.
This will damage agriculture and vegetation; bring about hurricanes, tornados, heavy rains and floods;
and cause the spread of diseases. These effects of global warming have been very evident in the United
States in 2012. According to a UN estimate, if fossil fuel burning is completely stopped today, the ocean
level will rise by nearly 5 ft over the next 1000 years. These climate change effects will result in serious
unrest and instability in the world.

Considering these serious consequences, the UN Kyoto Protocol (an international agreement) was
developed in 1997. According to this treaty, the participating countries are required to have a mandatory
emission reduction within an assigned quota. If a country cannot meet the quota, it can purchase credits
from a country that has a lower than assigned emission quota (called cap-and-trade policy). For example,
the United Kingdom, with a higher than quota emission, can purchase credits from Brazil, which has
an emission below the quota. Again, within a country a quota is assigned to each industry, which can
buy or sell credits from another industry to satisfy the quota. The same principle is also applicable to
individuals or families. There are trading organizations that control the buying and selling of credits,
which are similar to transactions of shares. European countries took the leadership for the implementation
of the Kyoto Treaty, but unfortunately the implementation is not being very successful in recent years.
The United States did not sign up to the mandatory reduction formula of the Kyoto Treaty, although
unofficial attempts are being made to reduce GHG emissions.
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1.3.2 Mitigation of Global Warming Problems

The possible solutions or mitigation methods to global warming problems can be summarized as follows:

• Promote all energy consumption in electrical form. Centralized fossil fuel power stations can effec-
tively use emission control strategies.

• Cut down or eliminate coal-fired power generation. Otherwise, develop clean coal technology with
CO2 capture and underground sequestration, or an integrated gasification combined cycle (IGCC)
process. As mentioned earlier, coal-based electricity generation is decreasing recently with a corre-
sponding increase in natural gas-based generation that is cheaper and cleaner.

• Increase nuclear power. Nuclear power has the usual safety and radioactive waste problems. (The trend
toward increasing nuclear power is reversing after the recent Fukushima Daiichi nuclear power plant
accident in Japan.)

• Since trees absorb CO2, preserve rain forests throughout the world and promote widespread
forestation.

• Control human and animal populations since they exhale GHG. In addition, a larger population means
greater energy consumption. This method is not possible to implement.

• Extensively promote environmentally clean renewable energy systems.
• Replace internal combustion engine (ICE) vehicles by EVs and HEVs.
• Promote mass transportation, particularly electric trains and buses.
• Save energy by the more efficient generation, transmission, distribution and utilization of electricity,

which is the goal of the future smart grid (discussed later).
• Finally, prevent energy wastage. Energy consumption should be economized to simplify life styles.

Almost one-third of the total energy consumption in the world can be saved by this method.

There are, of course, a few beneficial effects of climate change. These are the exploration of offshore
Arctic oil and gas, opening of shipping routes through Arctic Ocean in the summer, recovery of new land
and the economy of space heating in cold climates.

1.4 Impact of Power Electronics on Energy Systems
Now let us discuss why power electronics is so important today with regard to energy systems, particu-
larly from the viewpoint of mitigating global warming problems.

1.4.1 Energy Conservation

The improved efficiency of power electronics-based energy systems has been discussed previously. The
saving of energy gives financial benefit, particularly where the energy cost is high. In addition, lower
energy consumption means reduced generation, which mitigates environmental pollution or global warm-
ing problems. Power electronic control is obviously more efficient because of the switching mode oper-
ation of power semiconductor devices. According to EPRI of the United States, nearly 60–65% of
grid-generated energy in the United States is consumed by motor drives and 75% of these are pumps, fans
and compressor-type drives for industrial applications. For these applications, the conventional method
of flow control is by throttle or damper opening, where a coupled induction motor runs at a constant
speed. This method causes a lot of energy wastage due to the fluid vortex. In such applications, a power
electronics-based variable-frequency motor speed control with fully open throttle can save around 20%
of energy under a light load. In addition, a converter-fed machine’s efficiency can be improved further by
flux programming control at light load. Power electronics-based load-proportional speed control of air
conditioner/heat pump can save energy by up to 20%. For example, the cost of electricity is high in Japan.
For this reason, most Japanese homes use variable-speed air-conditioning to save energy. The extra cost
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of power electronics is recovered within a short period. One popular application of power electronics in
recent years is variable-frequency multi-megawatt drives in diesel–electric ship propulsion, which can
save a considerable amount of fuel compared with that of the traditional diesel–turbine drive. The flexi-
bility of equipment installation in a ship is an additional advantage. It is estimated that about 20% of grid
energy in the United States is consumed in lighting. Power electronics-based compact fluorescent lamps
(CFLs) are typically four times more efficient than incandescent lamps, besides having a 10 times longer
life. Some countries in the world, such as Australia and Cuba, have already banned incandescent lamps.
In the United States, they will be banned in the near future. Currently, solid-state LED lamps are being
increasingly used, they consume 50% less energy than CFLs and have a five times longer life, but are
more expensive. High-efficiency induction and microwave cooking also saves a lot of energy. The smart
or intelligent grid of tomorrow will extensively use state-of-the-art power electronics, computers, and
communication technologies, and will permit optimum resource utilization, economic electricity to cus-
tomers, higher energy efficiency, higher reliability and improved system security. It has been estimated
that the widespread efficiency improvement in power electronics and other methods with existing tech-
nologies can save 20% of the global energy demand. Unfortunately, approximately one-third of global
energy is simply wasted (particularly in the United States) because of energy being very cheap and people
being affluent and have bad consumer habits. Eliminating such wastage by regulation or price increases
can have a significant impact on climate change problems.

1.4.2 Renewable Energy Systems

It was mentioned earlier that renewable energy resources [7–9], such as hydro, wind, solar, biofuels,
geothermal, wave and tidal powers, are environmentally clean (called “green energy”) and abundant
in nature, and are therefore receiving very strong emphasis throughout the world. Scientific American
recently published a paper by two Stanford University professors [10], which predicts that renewable
energies alone (with adequate storage) can supply all the energy needs of the world. Another study by
the UN IPCC reports that 50% of total world energy can be met by renewable resources by 2050. After
the recent nuclear accident in Japan, both Japan and Germany are heavily emphasizing renewable energy.
Wind and solar resources, which are heavily dependent on power electronics for conversion and control,
are particularly important to meet our growing energy needs and mitigate global warming problems.

1.4.2.1 Wind Energy

In wind energy systems, the energy from the wind is converted into electricity through a generator that is
coupled to a variable-speed wind turbine. Many old installations in the world use fixed-speed, cage-type
induction machines. Figure 1.8 shows the torque developed in wind turbine as a function of speed at
different wind velocities. If the wind velocity remains constant and the turbine speed is increased, the
torque increases, reaches a peak value and then decreases. Superimposed on the family of curves is a set
of peak constant power curves that are tangential to the respective torque–speed curves. For a particular
wind velocity, the turbine speed can be varied so that it can deliver the maximum power (maximum
aerodynamic efficiency) by maximum power point tracking (MPPT) control. The torque follows the
traditional square-law characteristics with speed and the output power follows the cube law, as indicated
in the figure. Figure 1.9 shows a typical variable-speed wind power generation system with an induction
generator and two-sided PWM converters. The generator excitation is supplied by the PWM rectifier
in order to maintain the excitation current or flux constant (or programmable, as desired). The vector
control within the speed control loop (not shown) controls the excitation and active currents. The speed
is programmed with the wind velocity by an MPPT control. The variable-frequency variable-voltage
power is then converted to a constant voltage and frequency through a DC-link converter system before
feeding to the grid. The line-side converter is responsible for maintaining the constant DC-link voltage,
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as shown. A simplified control using hysteresis-band current control is shown, although synchronous
current control can also be used. A Scherbius type of drive with a doubly fed induction generator (DFIG)
and slip power control can be used. Alternatively, a permanent magnet synchronous generator (PMSG)
with diode rectifier/boost DC–DC converter/PWM inverter or a two-sided PWM converter system can
be used.

The world has enormous wind energy resources, and currently they are the most economic “green”
energy. Stanford University estimates that only 20% of the available wind energy can meet all the electric-
ity needs of the world. Recent technology advances in variable-speed wind turbines, power electronics,
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and machine drives have made wind energy very competitive, almost equal to that of fossil fuel power.
Wind and PV energy are particularly attractive to the one-third of the world’s population that lives out-
side electric grids. Among the developing countries, for example, China and India have large expansion
programs for wind energy. Currently, in terms of percentage energy consumption, Denmark is the leader
with 25% wind energy, which is expected to rise to 40% by 2030. In terms of installed capacity, China is
now the leader and the United States occupies second place (close to Germany and Spain), with a total
penetration of barely more than 3% (this is because the US energy consumption is the highest in the
world). The United States has the ambitious goal of increasing it to 20% by 2030. One drawback of wind
energy is that its availability is sporadic in nature and may require backup power from fossil or nuclear
power plants. Of course, surplus wind energy at high wind can be stored (storage will be discussed later)
for lean-time utilization. Offshore wind farms generally offer higher energy output than onshore farms,
although their installation and maintenance are more expensive.

1.4.2.2 PV Energy

PV devices (crystalline or amorphous Si, CdTe and copper indium gallium selenide) directly convert
sunlight into electricity. The generated DC is then converted to AC and fed to the grid, or used in isolated
load. In an autonomous system, there is usually a battery backup energy source. Figure 1.10 shows a
typical configuration of a PV system, where a PV string consists of series–parallel combination of cells.
The generated DC voltage is boosted by a DC–DC converter before inversion to AC by a PWM sinusoidal
inverter. The DC–DC converter controls the maximum power output of the string by MPPT control.
The channels are paralleled on the AC side and boosted in voltage by a transformer before connecting to
the AC grid. A multilevel cascaded H-bridge (CHB) transformerless connection has also been proposed.

The PV devices have the advantages that they are static, safe, reliable, environmentally clean (green)
and hardly require any repair and maintenance like wind power systems. However, in the current state
of the technology, PV energy is more expensive than wind energy (see Figure 1.14), but it truly depends
on the installation cost and utilization factor. The cost of power electronics is less compared to that of
the PV cell cost. Although, currently, PV energy is more expensive than that of solar thermal, with the
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present trend of aggressive research the price is falling sharply to be more competitive in the future. PV
energy is expected to experience a significant expansion around the world. The IEEE asserts the ambi-
tious prediction that by 2050 PV will supply 11% of the global electricity demand. With the present trend,
it may not be surprising that PV power may exceed that from the wind in the future. The lifetime of a PV
panel is typically 20 years, and conversion efficiency is typically 16% with the commonly used thin-film
amorphous silicon. PV power has been extensively used in space applications (where cost is not a con-
cern). Currently their applications are expanding to rooftop installations, off-grid remote applications
and grid-connected installations. Japan is very determined with regard to PV research and applications,
because it does not have much indigenous energy resources, and there energy is expensive. The recent
accident at the Fukushima Daiichi nuclear reactors is now putting Japan’s shift of emphasis from nuclear
to PV resources. Recently, China has been manufacturing PV cells very economically. Unfortunately,
like wind, PV power is also statistical in nature and therefore requires backup energy sources or bulk
storage of surplus power. The recent smart grid concept can shift the power demand curve to match the
available power curve, as will be discussed later. Currently there are ambitious plans to explore solar
energy from the African deserts such as the Sahara and the Kalahari through extensive PV installations,
and then tying this to the European grid through HVDC transmission.

1.4.2.3 Wave Energy

Currently wave and tidal energies (often called ocean energy) [11] are receiving an emphasis, although
these resources are considerably small. Wave energy tends to explore energy from the ocean surface
waves that are induced by wind. The technology is yet in an infant stage. The ocean surface goes through
up-and-down oscillatory movements due to waves, and the mechanical energy is converted into electrical
energy by a wave energy converter (WEC). There are more than 1000 patents for WEC. One popular
type is the Pelamis converter, shown in Figure 1.11, which was installed offshore Scotland (2004). In
this scheme, a number of cylindrical sections of the Pelamis converter (anchored at the bottom of the
ocean) are linked by hinged joints, which produce the up-and-down movement in order to pump oil by
piston that drives a hydraulic motor. The motor is connected to a permanent magnet (PM) synchronous
generator. The generated AC of an irregular waveform is rectified to DC, and a number of units are
series-connected to boost the DC voltage. The DC is then inverted to AC for local supply or boosted by
transformer for grid connection.

However, the total available wave power is low and expensive (typically $4–$15/W), but the cost per
kilowatt-hour is generally low. Wave power has the advantage that it is consistent and predictable, unlike
wind and PV, but is vulnerable to bad weather conditions. The first experimental wave farm was installed
in Portugal in 2008, with a capacity of 2.25 MW. The United States does not have wind power except

Figure 1.11 Principle of wave energy by Pelamis wave energy converter [11]
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for a small installation in Hawaii. Recently Oregon State University has been taking a lot of research
initiative in this area.

1.4.2.4 Tidal Energy

Tidal energy [12] is another form of renewable energy that explores energy from tides due to the
earth–moon gravitational attraction and the earth’s rotation. Lunar attraction has a 12-h cycle period,
i.e., every 12-h period the water level reaches a peak level. Tidal energy can be classified into three
different types, that is, tidal stream generator, barrage generator and dynamic tidal power. The world’s
first commercial stream generator (1.2 MW capacity), which was installed in Ireland in 2007, is shown
in Figure 1.12. The scheme uses a submerged axial flow water turbine (like a wind turbine) that rotates
slowly in one direction and generates electricity through the coupled synchronous generator. In a tidal
barrage scheme, the water is stored in a pond by a barrage at high tide. At low tide, the low potential
head of the pond water drives a water turbine-synchronous generator to generate electricity. The world’s
largest tidal barrage power station (254 MW) was installed in South Korea in 2011. The dynamic tidal
power combines generation from up-and-down water flows across the barrage. The construction cost of
the barrage and pond is high, and therefore exploration of this type of energy becomes expensive. The
United States does not have any tidal power plants.

1.4.2.5 Geothermal Energy

For the completeness of renewable energy sources, geothermal energy [13] will be covered. Geother-
mal energy is extracted from the thermal energy stored and generated within the earth. The evidence of
this energy is volcanos, hot springs and so on. In the latter case, rain water seeps into the earth and is
heated by geothermal energy. The stored energy comes from the earth and was created by the sun, and
the generated energy comes from the radioactive decay of minerals within the earth. The geothermal
energy source is limited and originates from the regional geothermal heat belts of the earth. There are
three types of geothermal energy: one is direct use (or district heating system), where the energy flows
naturally on earth’s surface (an example is a hot water spring). Another is geothermal heat pumps for
home heating, where water is injected in a horizontal or vertical coil of pipes to absorb heat. In Iceland,
for example, 93% of homes are heated by geothermal energy. The third is geothermal electricity, where

Figure 1.12 Principle of tidal energy by tidal stream generator (1.2 MW plant in Ireland) [12]
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Figure 1.13 Principle of geothermal electricity by flash steam plant

water injected through a pipe transfers geothermal heat, and the generated steam runs a turbo-generator
like a conventional steam power plant. There are three types of geothermal electricity: (1) dry steam
plant, (2) flash steam plant and (3) binary cycle plant.

Figure 1.13 shows the principle of geothermal electric power generation by a flash steam plant (most
commonly used). In this method, water is injected in a pipe (may be 1 or 2 miles deep) and steam and
hot water under pressure are collected in another pipe. The water is separated from the steam through a
separator and recirculated and steam drives a turbine-generator system to generate electricity, as shown
in the figure. In a dry steam plant, water is fully converted to dry steam, whereas in a binary cycle
plant, hot water exchanges heat to a low boiling point fluid to convert it to steam for driving a turbine.
Geothermal power is economic, reliable and always available unlike wind energy and solar energy. The
cost is typically $3.00/W and $0.10/kWh. The worldwide production of geothermal energy is 10.7 GW
(2010), and the United States is the world leader (3 GW). Interestingly, Iceland generates 100% electrical
energy from renewable sources, of which 70% is by hydroelectric means and 30% is geothermal.

1.4.2.6 Cost Comparison of Renewable Energy Sources

Figure 1.14 shows a cost comparison of different renewable energy sources in a decreasing order of
cost, but excludes wave and tidal energy. Solar PV is the most expensive, and solar thermal is very close
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Figure 1.14 Cost comparison of renewable energy sources

to it. The minimum cost of PV is shown as 18 cents/kWh, whereas the maximum cost is 43 cents/kWh.
The cost depends on various factors, such as the cost of materials, land and labor, the length of day,
weather conditions and so on. Although, currently the cost of solar thermal installation is lower than
that of PV, it is expected that eventually with cost reduction PV usage will be much higher than solar
thermal. The minimum cost of biomass, geothermal and offshore and onshore winds is almost the same,
but hydroelectricity is the cheapest (4 cents/kWh). Offshore wind installation and maintenance costs
are much higher than that of onshore installation, but electricity generation is also higher because of
the strong and consistent winds, which balance the high cost. The cost of power electronics and grid
connection is not included in the figure.

1.4.2.7 FC Energy

An FC is an electrochemical device, in which hydrogen is the gaseous fuel that combines with O2 to
produce electricity and water. FC stacks can be considered equivalent to series-connected low-voltage
batteries. The DC voltage generated by the FC is boosted by a DC–DC converter, and then converted
to AC by an inverter for AC power supply or other applications. The FC has the properties of high
output resistance and sluggish transient response. H2 can be generated from water by electrolysis (reverse
process of FC) or from hydrocarbon fuels (gasoline and methanol) onboard through a reformer. An FC
can be defined as a clean energy source if H2 is generated from a clean energy source. FC is safe and
static, and has a high efficiency (typically 54%). FC varieties are defined by the types of their electrolytes.
These can be classified as proton exchange membrane FC (PEMFC), phosphoric acid FC (PAFC), direct
methanol FC (DMFC) and solid-state FC (SOFC). All are commercially available, but PEMFC is the
most economic with a high power density and low temperature (60–100∘C), and therefore is important
for FC-based electric cars. Although it is bulky and expensive in the present state of the technology,
intensive R&D has recently reduced the cost of FC dramatically. Figure 1.15 shows the principle of an
FC-based EV, and also summarizes the different methods of H2 generation. In an FC vehicle, a PEMFC
generates the DC power, which is boosted by a DC–DC converter (not shown) and then converted into
variable-frequency variable-voltage power to drive the AC motor of the vehicle. Since FC cannot absorb
the vehicle’s regenerative power, a battery or ultracapacitor (UC) is needed at the FC terminal (through
another DC–DC converter (not shown)). The battery/UC also supplies power during acceleration because
of the sluggish FC response. The H2 fuel is supplied from a tank, where it can be stored in the form of
cryogenically cooled liquid or compressed gas. H2 is usually generated from water using electricity from
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Figure 1.15 Fuel cell-based electric vehicle showing H2 generation methods

the grid, or from environmentally clean sources such as wind, PV, or nuclear. The O2 for the FC is
obtained from air through a compressor.

1.4.3 Bulk Energy Storage

As mentioned earlier, renewable energy sources such as wind and PV are statistical in nature, because
of their dependence on weather conditions (and time of the day), and therefore require bulk storage of
surplus energy to match the load demand curve (which is also fluctuating) on the grid. On the other hand,
fossil and nuclear power plants (and also hydroelectricity) can easily adjust their generation to match
fluctuating consumption patterns, and therefore storage may not be essential. However, bulk storage may
be desirable for fossil and nuclear plants, considering extra energy losses due to no load or part-load
operation.

Grid energy storage [14, 15] methods can be briefly summarized as follows:

1.4.3.1 Pumped Storage in Hydro Power Plant

Hydroelectric generators can be used as motor pumps to pump water from a “tail” reservoir to a “head”
reservoir and store it at high level using off-peak economic grid energy. During peak demand, the head
water runs the generators, as usual, to supply the demand. It is possibly the cheapest method of energy
storage, but is applicable with favorable site facilities. Otherwise it may be expensive. The typical cycle
energy efficiency may be 75% and cost may be less than $0.01/kWh. Currently, there is over 90 GW of
pumped storage facility around the world.

Figure 1.16 shows an example of the 400 MW Scherbius drive for a variable-speed hydroelectric gen-
erator and pump storage system (the world’s largest) of the Kansai Power Co. of Japan [16]. Normally a
synchronous machine at constant speed is used as the generator.

In a hydroelectric power system, the water head in the upstream reservoir normally varies widely.
It can be shown that with variable head, if a constant speed machine is replaced by a variable speed
drive (speed increasing with head), an efficiency improvement of as much as 3% can be obtained. In the
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Figure 1.16 400 MW Scherbius drive for variable-speed hydroelectric generator and pump storage system [16]

daytime, the drive runs as a generator feeding power to the 500 kV grid. The DFIG speed varies from
sub-synchronous (330 rpm) to super-synchronous mode (390 rpm) as the water head increases. During
night time, when utility demand is low and surplus grid power is available, the machine runs as a variable
speed motor to pump water from the tail to the head storage. In pumping mode, the range of speed is the
same. Note that the lagging RKVA of the cycloconverter can be canceled by the leading reactive kilovolt
amperes (RKVA) of the machine stator so that the total power factor can be unity. In a modern drive, the
cycloconverter can be replaced by a two-sided PWM converter system.

1.4.3.2 Battery Storage

The battery has been the most common form of energy storage in the grid. In this method, electrical
energy from the grid is converted to DC and stored in a battery in chemical form. Then, the stored energy
is retrieved through the same converter system to feed the grid. Although very convenient, with a high
cycle efficiency (typically 90%), battery storage is possibly the most expensive (typically >$0.1/kWh).
Historically, lead-acid batteries have been used extensively, but recently NiCd, NaS, Li-ion and vanadium
redox flow batteries are finding preference. For example, GE installed a 10-MVA lead-acid battery storage
in the Southern California Edison grid in 1988. The world’s largest battery storage was installed by ABB
at Fairbanks, Alaska, in 2003, which uses a NiCd battery with a capacity of 27 MW for 15 min. Flow
batteries have a fast response and can be more economic in large-scale storage, but the “chemical plant”
is complex with continuously circulating electrolyte by pumps.

Figure 1.17 shows the battery storage system in the Southern California Edison grid [16]. Basically,
it is an 18-step GTO-based phase-shifted square-wave converter system with harmonic neutralization.
The system fabricates an 18-step output voltage wave by using three groups of H-bridges, where the
second and third groups have a 20o and 40∘ phase lead, respectively, with respect to the first group.
The transformer secondary connections with 15 segments fabricate the 18-step voltage wave to neu-
tralize the harmonics (17th, 19th, etc.) and boost the output voltage, and the capacitor bank filters the
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harmonics. The converter system can operate as a SVC, static var generator (SVG), or static synchronous
compensator (STATCOM) (leading or lagging) that can regulate the bus voltage and stabilize the power
system. In modern installations, multilevel converters can be used.

1.4.3.3 Flywheel (FW) Storage

In this form of storage, electrical energy from the grid is converted into mechanical energy through
a converter-fed drive system that charges an FW, and then the energy is retrieved by the same drive
operating in generating mode. The FW can be placed in a vacuum or H2 medium, and active bearing
can be used to reduce the energy loss. Steel or composite material can be used in FW to withstand
the high centrifugal force due to the high speed. FW storage is more economical than battery storage
($0.05/kWh) and has been used before, but mechanical storage has the usual disadvantages. The drive
system in Figure 1.16 has been used to construct an FW storage system.

1.4.3.4 Superconducting Magnet Energy Storage

In the superconducting magnet energy storage (SMES) method, grid energy is rectified to DC that charges
an SMES coil to store energy in magnetic form. Then the energy is retrieved by the reverse process. The
coil is cooled cryogenically so that dissipation resistance tends toward zero, and then the energy can
be stored indefinitely. Either liquid helium (0∘K) or a high-temperature superconductor (HTS) material
in liquid nitrogen (77∘) can be used. The cycle efficiency can be higher than 95%. This type of energy
storage is very expensive.

1.4.3.5 UC Storage

This is an energy storage device like an electrolytic capacitor (EC), but its energy storage density can
be as much as 100 times higher than that of EC. UCs are available with a low-voltage rating (typically
2.5 V), and capacitor values can be very high (up to several thousand farads). The units are connected in
series–parallel for higher voltage and higher capacitance values. However, the watt-hour per kilogram of
UC is low compared to that of a battery. The power density (W/kg) of UC is very high, and a large amount
of power can cycle through it without causing any deterioration. It is a good temporary storage device in
an FC car, as shown in Figure 1.15. UCs are presently very expensive for bulk grid energy storage.

1.4.3.6 Vehicle-to-Grid Storage (V-2-G)

This is a new method for bulk energy storage, assuming that a large number of EV batteries are plugged
into the grid. An EV can sell electricity to the grid during peak demand and then charge a battery during
off-peak hours. V-2-G technology can be used, turning each vehicle with its 20–50 kWh battery pack
into a distributed load-balancing device or emergency power source. However, charge–discharge cycles
can shorten the battery life.

1.4.3.7 H2 Gas Storage

H2 can be used as a bulk energy storage medium, and then used in FC or burnt as fuel in an ICE. This
idea has generated the recent concept of hydrogen economy, i.e. H2 as the future clean energy source.
H2 can be generated from abundantly available renewable energy sources like wind and PV, and stored as
compressed or liquefied gas as a high density fuel. Of course it can also be generated from hydrocarbon
fuels with underground sequestration of undesirable CO2 gas. Bulk H2 production using biomass and its
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underground storage in caverns, salt domes and depleted oil and gas fields are now being investigated.
The overall energy efficiency of H2 storage cycle may be 50% to 60%, which is lower than that of battery
or pumped storage systems.

1.4.3.8 Compressed Air Storage

Compressed air storage is another grid energy storage method, where electricity is used to compress air
through a variable speed drive and store it underground. When the electricity demand is high, compressed
air is heated with a small amount of natural gas and then burnt in a gas turbine to generate electricity.
The scheme has been used in Europe.

1.5 Smart Grid
Currently, in the United States and some European countries there is a tremendous stimulus of R&D activ-
ities in smart or intelligent grid [17]. Unfortunately, our present power grid system is too old, obsolete,
and inefficient and presents inadequate protection for faults. What is a smart grid? A smart grid is basi-
cally an advanced electric power grid of tomorrow, integrating the advanced state-of-the-art technologies
of power electronics, computer and communication. The objectives of a smart grid can be summarized
as follows:

• Optimum resource utilization
• Economic electricity distribution to customers
• Higher energy efficiency
• Higher system reliability
• Higher system security

The basic concept of the smart grid is explained in Figure 1.18. The smart grid will integrate dis-
tributed renewable energy systems, such as wind, PV, etc., along with bulk power generation plants
(hydro, nuclear, and fossil fuel power sources). The future power grid will also integrate bulk energy
storage systems, such as pumped storage, battery, FW, UC, H2, etc., because renewable resources are
fluctuating in nature, and due to the fluctuating nature of consumer demand. One of the most important
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systems

(battery, FW, UC, H2, etc.)

Distributed renewable energy
systems
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Advanced metering and
protection

Supply–demand interactive 
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Figure 1.18 Concept of smart grid
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elements of the smart grid is its supply–demand interactive energy management. Normally, in a grid the
energy generation follows the fluctuating consumer’s demand. This causes surplus generation capacity
in off-peak hours and a shortage of generation at peak demand hours. Using advanced smart metering,
the demand curve can be controlled (demand-side energy management) to match the available genera-
tion capacity. This means that some loads (such as EV battery charging, operation of washer/dryer, dish
washer) can be programmed to operate in off-peak hours, with the incentive of lower tariffs to consumers.
Ideally, if the demand curve matches the available supply curve and there is no fault in the system, no
bulk storage or spare system capacity is needed. This results in optimum resource utilization. In a smart
grid, when demands are established at certain grid points, optimum generation of the resources and the
electricity flow paths can be programmed for the most efficient supply of electricity to the consumers. Of
course, bus voltages and system frequency should always be maintained within tolerance limits. A smart
grid can use power electronics-based HVDC transmission, FACTS, STATCOM, UPS, etc. to achieve the
objectives mentioned above. Smart grids will help us gradually transition to a carbon-free society.

1.6 Electric/Hybrid Electric Vehicles
The shortage of oil and environmental pollution problems are the main reasons for the worldwide R&D
activities in EV/HEV over more than the last three decades. Of course, replacing ICE-based vehicles by
EV/HEV also helps solve the climate change problem.

Figure 1.19 shows a typical EV drive system [18], where a battery (lead-acid 204 V) is the energy
storage device. The DC from the battery is converted to variable-frequency variable-voltage AC by a
PWM inverter to drive an AC motor (induction or synchronous). The particular drive system (GE-ETXII)
using interior permanent magnet (IPM) synchronous machine (NdFeB, 70 hp) and vector control, was
developed by the author while employed at GE. The IPM motor has better efficiency, a reduced size and
higher field-weakening speed control range. In EV, the braking energy is easily regenerated to recharge
the battery, which improves the energy efficiency.

In a HEV, the battery is the energy storage device. This is assisted by a power device which is usually a
gasoline ICE. While range is the main problem in pure EV, there is no such problem in HEV. Figure 1.20
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Figure 1.19 Electric vehicle drive with IPM synchronous motor (GE-ETXII)
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Figure 1.20 Hybrid electric vehicle drive system for Toyota Prius II (2004)

is an example configuration of the HEV drive of the popular Toyota Prius II. The axle drive power
can be supplied either by an IPM synchronous motor (IPMSM) (50 kW, 500 V) or engine (57 kW at
5000 rpm), or both. The motor gets the drive power from a Ni–Mh battery (201.6 V, 1.2 kWh, 21 kW)
through an IGBT inverter, which also gets the braking power from the motor. The battery has a boost
DC–DC converter (not shown) to raise the DC voltage. There is no EV driving mode, but the battery
assists motor acceleration and hill climbing, and (partially) absorbs the braking energy. It is charged by
the engine/generator (non plug-in).

The power electronics and motor drive technology for EV/HEV is somewhat mature, with reasonably
low cost. However, battery technology is not yet mature. The battery is expensive and bulky, with a large
weight and limited cycle life, and charging takes several hours. Although Ni–Mh batteries have been
extensively used, more recently improved Li-ion batteries are becoming available on the market. The
latter has a higher storage density than the former, but is more expensive. It appears that Li-ion battery
is the battery of the future, and currently there is strong emphasis on its research in the United States.
HEVs are expected to disappear from the market as battery technology matures, when economic EVs
with long range become available.

Currently, a number of EVs and HEVs are commercially available on the market. Among the HEVs,
currently the Toyota Prius II is the most popular. Soon, a plug-in (chargeable from outlet) version with
a Li-ion battery will be introduced that will give a pure EV mode of driving. Currently, Tesla Roadstar
in the United States sells an EV (Li-ion battery, 215 kW, 3.5 h charging, 245 mile range) at a very high
price. The battery life is typically 100 000 miles. Some examples of recent introductions to the market
are the Nissan Leaf and Chevy Volt, both of which use a Li-ion battery. Leaf is a pure EV with a 100
mile range, the Volt is an HEV, for which the battery can either be charged by the ICE or from an outlet
(plug-in). In pure EV mode, the range is only 40 miles, but this can extend to 360 miles with ICE charging
of the battery.

1.6.1 Comparison of Battery EV with Fuel Cell EV

The R&D for both battery EV and FC EV are currently progressing simultaneously, and it is worth
making some comparisons between the two types of EV. Figure 1.21 presents this comparison [19] in
terms of the present technology for mass production with identical (300 mile) range, assuming that both
deliver 60 kWh to the drive wheels. The battery EV is assumed to receive charging from wind energy
(although currently it is mostly from coal or nuclear), which is required to supply 79 kWh with a power
line efficiency of 92%, battery charging efficiency of 89%, battery efficiency of 94% and drive train
efficiency of 89%, as shown in the figure. Typically, 6 kWh of regenerated energy is assumed in this
calculation. The total energy efficiency of battery EV is calculated as 68%. The estimated cost of the
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Figure 1.21 Comparison of battery EV with fuel cell-based EV (300 miles range)

vehicle is shown as $20 000 with a battery cost of $0.16/W and $250/kWh. The FC EV is also assumed
to obtain its energy supply from wind turbines. Considering the efficiency figures of the FC EV line, the
total energy efficiency is only 30%, which means that 202 kWh needs to be supplied from wind turbines.
The corresponding cost figures for FC EV are indicated in the figure. Note that the auxiliary storage of
the FC EV has been ignored for simplicity. Therefore, its cost figure is somewhat optimistic. In summary,
the FC EV is 38% less efficient, has 43% more weight and is 50% more expensive compared to that of the
battery EV. Due to these disadvantages, FC EV research has recently been considerably reduced in the
United States.

1.7 Conclusion and Future Prognosis
This chapter gives a brief but comprehensive review of the world’s energy resources and climate change
problems due to fossil fuel burning, along with possible solutions or mitigation methods. Then, it dis-
cusses the impact of power electronics on energy conservation, renewable energy systems, bulk storage
of energy and electric/hybrid vehicles in the present century. Although tidal and geothermal powers
may not use power electronics, these are included for the completeness of the discussion on renewable
energy systems.

Power electronics has now emerged as a major area in electrical engineering and considering the satu-
rating trends of the technology, the present century will find significant emphasis on its applications. It is
now tending to integrate with the “classical” power engineering domain. It appears that the role of power
electronics in the future will be as, if not more, important and versatile as computers and information
technology today. It also appears that computers, information technology, power electronics and power
systems will integrate, creating a complex interdisciplinary technology. This trend is becoming evident
in the emergence of smart grid technology.

What are the future trends of power electronics technology? As the technology is maturing, we will find
an increasing emphasis on application-oriented R&D in converter system modularization, system mod-
eling, system analysis, computer simulation, design and experimental evaluations. This trend is already
evident in recent literature publications. In general, some advances and trends in power electronics
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can be mentioned as follows. In power semiconductor devices, IGBT has now emerged as the domi-
nant device in medium- to high-power applications, whereas power MOSFET is universal in low-power
high-frequency applications. The IGCT is tending to lose competition with IGBT in the high power
area. The traditional silicon-based bipolar junction transistors (BJTs) and GTOs are already obsolete
and thyristors indicate a trend toward obsolescence in the future. Large bandgap devices (such as SiC
and GaN) are expected to bring major evolution in the usage of power electronics, particularly in high
power for large drives and utility system applications. SiC-based Schottky diodes and power MOSFET
half-bridges (with freewheeling diodes) at higher power are already available on the market. In fact,
SiC MOSFETs with voltage ratings up to 6 kV, when available, will make most Si-based power devices
obsolete. High-voltage high-power SiC MOSFET (up to 10 kV), IGBT (up to 25 kV), GTO (up to 40 kV),
junction barrier Schottky (JBS) diode and P-I-N diode (up to 10 kV) are presently in the R&D stage and
their emergence will create a significant impact on high-power applications of power electronics. Cur-
rently, the replacement of high-power bulky 60-Hz transformers by solid-state high-frequency-link power
transformers with SiC devices is being attempted. The emerging GaN-on-Si power devices have all the
advantages of SiC devices, but show significant potential for cost reductions.

Power quality and lagging displacement power factor (DPF) problems are gradually making the
classical phase-controlled power electronics, which reigned for so long, obsolete and promoting PWM
line-side active converters. Of course, active harmonic filters (AHF) and static var compensators tend
to mitigate the problems of classical power electronics with diodes and thyristors. In the author’s
view, harmonic problems will be nonexistent in future power electronic systems and thus AHF will
become obsolete. Among all the classes of converters, the voltage-fed type will become universal,
replacing the present current-fed and cycloconverter classes. The Z-source class of inverters, which are
recently showing a lot of visibility in the literature, is expected to have a doubtful future. Multilevel
voltage-fed converters are showing increasing popularity in high-voltage high-power utility systems
and drive applications. CHB topology has the advantages of modularity and fault-tolerant applications.
Traditional matrix converters (also known as Venturini converters) using AC switches have been on and
off many times since their invention in the 1980s and in the author’s view its future promise appears
to be bleak. The space vector modulation (SVM) technique is becoming increasingly popular over
sinusoidal PWM and currently there is a trend toward SVM algorithm simplification for multilevel
converters. The traditional resonant-link-based soft-switched converters for motor drives and other
high-power applications have evidently lost all their promise, despite their technology evolution for
a prolonged period of time. The future emphasis on converters will be mainly on modularization
and system integration – similar to the trend of (very large-scale integration (VLSI) technology of
microelectronics. Power electronics will evidently play a very important role in the smart grid, as
discussed previously. With the increasing emphasis on distributed renewable energy sources and the
installation of bulk energy storage devices, maintenance of system frequency and bus voltages with
optimum resource utilization, economic electricity supply to consumers, high system energy efficiency,
high system reliability and fault-tolerant operation, extensive system studies will be required.

With regard to electrical machines, although nearly a mature technology, incremental research will
continue on performance optimization, precision parameter estimation, fault diagnosis and fault-tolerant
control. With increasing energy costs, permanent magnet synchronous motors (PMSMs) (with NdFeB
magnet) will find increasing acceptance, although they are more expensive than induction machines.
IPMSM is principally more attractive because of its field-weakening capability for extended speed
operation and efficiency improvement (by flux programming) under light load operation in a constant
torque region. If magnet costs become sufficiently low, PMSMs will dominate over induction motors
in general industrial applications. Axial flux PMSMs are expected to find applications in direct
drives, particularly in wind generation systems and electric vehicles. Again, for very high-power
applications, wound-field synchronous motors (WFSMs) will remain popular. In the author’s view,
switched reluctance motor (SRM) drives do not show any future promise in the majority of industrial
applications and has a trend toward obsolescence. The majority of electrical machines are expected to
have converters in the front end in the present trend of decreasing converter cost and modularization,
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and integrated machine-converter-controller (particularly in lower end of power) remains a definite
trend. Again, slip power recovery drives that use DFIG with slip rings and reduced converter ratings
for partial range speed control range will tend toward obsolescence. Currently, they are popular
in wind generation systems. Among all the drive control techniques, the scalar control techniques
(including direct torque control) will tend to become obsolete and vector control will emerge as the
universal controller. The cost difference in the complex vector drive and simple scalar control is barely
noticeable because only the software is more complex in the former, whereas the control hardware
essentially remains the same. MATLAB/Simulink-based simulation, particularly real-time simulation
with hardware-in-the-loop (HIL), is recently receiving more emphasis. Although the sensorless vector
drive is already commercially available, zero-speed (or zero-frequency) precision speed or position
estimation remains a challenge because of the need for machine saliency, complex signal processing
with externally injected signal and precision machine parameter estimation problem. This estimation
is more complex for induction machines compared to that of PMSM (which has built-in saliency).
However, zero-frequency sensorless PMSM drives have recently been used in commercial drives.
Online fault diagnosis and the fault-tolerant control of converter-machine systems is an important
R&D area, which will have increasing emphasis in the future. With the present trend for digital signal
processor (DSP) and field programmable gate array (FPGA) (or application-specific integrated circuit
(ASIC)), the single chip control of sensorless vector drive with fault-tolerant control is not far away.
As artificial intelligence technology matures, intelligent control and estimation (particularly based on
neural networks) will find increasing acceptance in power electronic systems. With the maturing DSP
and FPGA technologies, the predictive control of power electronic systems based on plant models and
system variables with the well-known developed theory are showing a comeback for enhanced system
performance. Finally, R&D in FCs, PV cells, batteries, passive circuit components, high-temperature
superconductivity (HTS), DSPs and ASIC chips will significantly impact on power electronics evolution
in this century.
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2.1 Introduction
The current energy scenario is becoming increasingly complex, and the need for an intelligent grid is
ever more urgent. This has introduced several challenges to be solved, such as the interconnection of
different sub-grids, the requirement of maintaining power quality above some limits, the improvement
of grid stability, the integration of clean energy generation and the use of efficient high power and energy
storage systems (ESSs).

Currently, the power grid is changing continuously, being adapted to fulfill minimum requirements in
terms of nominal power, stability and reliability [1–3]. The increasing demand for energy by industry
and housing requires the commissioning of new power plants or the purchase of energy from neighboring
regions or countries. This necessitates the implementation of a highly meshed decentralized energy distri-
bution grid, which allows the interconnection of power systems with different natures and from different
regions. Multiple interconnections between different grids are currently required but this leads to some
challenges, such as the stability and reliability of the overall energy generation and distribution system.

In addition, hazardous nuclear waste, the effects of global warming and CO2 emissions from the burn-
ing of fossil fuels are factors against the installation of such power systems, which drives the development
of new sources of energy generation. The main objective of these new systems is to generate electricity
efficiently with a minimum impact on waste. In this sense, renewable energy sources have contributed
in a fundamental way at the expense of introducing a stochastic behavior into the power grid owing to
the inconsistent nature of the energy source. Thus, the integration of new renewable energy sources into
the grid (mainly wind power and photovoltaic (PV) plants during recent decades) has led to the devel-
opment of a highly decentralized distributed energy system with a large number of energy generation
plants. The modern distributed structure of a power grid is shown in Figure 2.1. This structure presents a
highly meshed network, medium-to-high integration of renewable energies and an adequate connection
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Figure 2.1 Modern scenario of the electrical grid

between different sub-grids. In this chapter, the concept of a new distribution grid is presented. This
new structure solves the problems typical of the classical power grid through the extensive use of power
electronic converters.

Power electronic converters offer efficient solutions that can be applied to the new smart distributed
energy grid concept. This chapter reviews briefly the current scenario where power electronic converters
are being applied. The focus moves toward energy transportation and distribution systems, renewable
energy sources, the transportation sector and ESSs, reviewing the different alternatives and topologies
already in existence as industrial products or still as lines of research in academia.

2.2 Energy Transmission and Distribution Systems
Demand for electrical energy has grown in such a way that it is pushing the existing energy transmis-
sion and distribution systems to their limits. In this scenario, new challenges have appeared to electrical
and electronics power system engineers. In order to ensure static and dynamic power system stability,
new technologies have been adopted or are being developed. These new systems include flexible AC
transmission systems (FACTS) devices and high-voltage DC (HVDC) transmission lines.

2.2.1 FACTS

FACTS are defined by the IEEE as “Alternating Current Transmission Systems incorporating power
electronics-based and other static controllers to enhance controllability and power transfer capability” [4].
Over the years, FACTS devices have been used conventionally in transmission and distribution for solving
steady-state control problems in the power system, such as voltage regulation and the optimization of
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Figure 2.2 Reactive power compensation principles: (a) system without compensation, (b) shunt compensation
principle, (c) and series compensation principle

power loading in transmission lines by power flow control over specific transmission routes and the
enhancement of transfer capability of the lines. However, new developments in power semiconductors
and converter topologies have led to the use of FACTS controllers for solving dynamic stability problems
of the power systems, in addition to the static stability and power flow control tasks [5–8].

Figure 2.2 shows the effects of shunt and series reactive power compensation in a basic transmission
line. The system without compensation together with its phasor diagram is represented in Figure 2.2a.
The power system is formed by a voltage source (Vs), the equivalent transmission line modeled with an
impedance (Z=R+ jX) and an inductive load. From this phasor diagram, it is clear that the line current (I)
can be reduced or minimized only if the active current (IP) flows through the transmission line. The main
benefits are a reduction of power losses in the transmission line, an improvement of voltage regulation
at load terminals and an increase in the active power transmission capability through the transmission
line. The reactive power compensation can be performed by using passive components (capacitors or
reactors) or, more recently, by using voltage source converters (VSCs). However, shunt compensation
can be represented by a current source connected at the load terminals, as shown in Figure 2.2b and series
compensation can be described by using a voltage source added between the line and the load, as shown in
Figure 2.2c. The shunt compensation is performed by the FACTS device by supplying the reactive current
(IQ) near the connection point of the load. On the other hand, the series compensation is accomplished by
the FACTS device by modifying the equivalent impedance of a power line and, therefore, by changing
the voltage at the load side [9].
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Regarding the power semiconductor technology used for their implementation, FACTS devices can
be classified as thyristor-based and gate-controlled-based var compensators [9]. The thyristor-based
var compensators use fixed capacitor and reactor banks working together with thyristor switches in
shunt or series circuit arrangements. The switching of the power semiconductor device is controlled
in order to achieve variable reactive power exchange, which includes static var compensators (SVCs)
formed by groups of thyristor-switched capacitors (TSCs), thyristor-controlled reactors (TCRs)
and thyristor-controlled series capacitors (TCSCs). The schematics of these devices are shown in
Figure 2.3 [9]. These FACTS devices can be considered a mature technology because they have been
analyzed and improved in real power system applications since their introduction. For instance, it is
possible to find references to them from as early as 1971 [10].

The gate-controlled-based var compensators use VSCs built with gate-controlled power switches,
such as gate turn-off (GTO) thyristors, insulated-gate bipolar transistors (IGBT), or integrated
gate-commutated thyristors (IGCT). The firing pulses of the power semiconductors are defined in order
to control the amount of reactive power generated or absorbed by the power converter. In this way,
they can provide capacitive or inductive behavior without requiring large banks of AC capacitors or
reactors; therefore, there is no necessity for extra devices. The most common VSC-FACTS are the
static synchronous compensator (STATCOM), the static synchronous series compensator (SSSC), the
dynamic voltage restorer (DVR) and the unified power flow controller (UPFC). Representations of these
devices are shown in Figure 2.4.

The VSC-FACTS devices are technology in development. One of their most significant advantages
compared with thyristor-based compensators is the reduction of size and cost because of the reduc-
tion or elimination of large passive components. In addition, their most interesting characteristic is that
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Figure 2.4 VSC-FACTS devices: (a) STATCOM, (b) SSSC, (c) DVR and (d) UPFC

VSC-FACTS present faster dynamic response compared with their thyristor-based counterparts. Thus,
VSC-FACTS devices can be applied to existing problems in the power system that cannot be solved by
using conventional technology, such as dynamic stability problems, or low-voltage ride-through (LVRT)
capability for wind turbines or PV plants [11, 12]. Much research effort has been expended on establish-
ing a proper power converter topology for each application and on developing high-performance control
algorithms and modulation techniques suitable for these applications [13]. Despite this, several chal-
lenges still require study in order for this technology to achieve maturity. For instance, the connection of
VSCs to high-voltage systems is not straightforward owing to the limited reverse voltage blocking capa-
bility of the current silicon-based switches (GTO, IGBT, or IGCT). In the near future, switches based on
wide-bandgap materials could alleviate this problem. However, when using the available silicon-based
switches, the problem can be solved by using multilevel power converter topologies, which appear to be
the most suitable solution [14–16]. In addition, grid connection of VSC-FACTS is not a trivial issue from
the perspective of control and modulation strategies. Thus, new modulation techniques have appeared
to deal with the problem of DC-link voltage balance for multilevel converters [17–19], and new control
algorithms have been proposed to achieve precise active and reactive power command tracking under
balanced or unbalanced input grid conditions [20–23].
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2.2.2 HVDC

HVDC transmission systems can be considered a mature technology because the first commercial instal-
lation appeared in 1954 [24]. Although AC transmission lines are most commonly used, HVDC systems
offer several advantages over AC electrical energy transmission under certain conditions. From the tech-
nical point of view, the following issues can be identified:

• The amount of power that can be transferred in an HVDC system is constant with distance, whereas
in high-voltage AC (HVAC) lines, the power transmission capability is reduced as the length of the
line increases.

• It is not possible to connect directly two AC systems with different fundamental frequencies.
• When economic costs are considered, there is a critical distance beyond which the investment cost for

building new HVDC transmission lines is less than that for its AC counterpart. Although this length
depends on the rated power of the transmission lines, typical values are 600–800 km for overhead
lines and 25–50 km for undersea installations.

• There are environment aspects of HVDC that are also better compared with AC transmission systems,
such as lower visual impact and space requirements [25].

HVDC installations include several devices. Among them, one of the most important is the power
electronic converter. As for FACTS devices, the power semiconductor technology used for building the
power converter can be thyristor-controlled or gate-controlled power switches [26].

Thyristor-based HVDC systems use line-commutated current source converters (CSCs) as the pre-
ferred technology, as presented in Figure 2.5a. This technology has been used since the earliest instal-
lation and it is considered mature and well established for high power developments, typically over
1000 MW.

Gate-controlled-based HVDC power converters are built using gate-controlled power switches, such
as GTO thyristors, IGBT, or IGCT. They adopt force-commutated VSCs as the key technology, as shown
in Figure 2.5b. At the current state of development, VSC-HVDC is used for a power range of around
300–500 MW. For this reason, its applications are the in-feed to small isolated remote loads and city
centers, and the grid connection of remote small-scale and offshore generation [27].

Depending on the rated power range of the transmission line, different HVDC technologies can be
chosen. In addition, the application and location of the transmission system define the most suitable
configuration of the HVDC system. Different valid configurations can be described for systems built
with CSC-HVDC or VSC-HVDC technologies [25, 26]. The simplest configuration is a back-to-back
system, as presented in Figure 2.6a. This is the choice when both HVDC power converters are located in
the same substation and when there is no need for a DC-link cable over a long distance [28, 29]. When it

L
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Figure 2.5 HVDC technologies: (a) CSC-HVDC and (b) VSC-HVDC



Challenges of the Current Energy Scenario: The Power Electronics Contribution 33

L

L

L

Substation

Substation 1

Substation 1

Substation 2

Substation 2

(a)

(b)

(c)

Figure 2.6 HVDC line configurations: (a) back-to-back, (b) monopolar and (c) bipolar

is necessary to transport the energy over a long distance, there are two possible choices: the monopolar
and bipolar configurations. In monopolar HVDC systems, the power converters are connected using a
single conductor line, as shown in Figure 2.6b. The polarity can be positive or negative and the returned
current can be transmitted using the ground or a small metallic conductor. This configuration is very
suitable for undersea energy transmission as in the connection of offshore wind farms to the grid [27].
The bipolar HVDC configuration is the preferred choice for the transportation of bulk power. It is
the most common configuration used in overhead HVDC transportation lines. Its main advantage is
reliability. In this case, the power converters are connected using two conductor lines, as illustrated in
Figure 2.6c. Each pole has a positive polarity and a negative polarity; thus, the system can be viewed
as the union of two monopolar systems. If one cable runs out of service, the other pole can continue to
transmit power independently [30, 31].

Comparing VSC-HVDC with CSC-HVDC, the following characteristics can be noticed:

• In the power converter of the VSC-HVDC, the active and reactive power can be controlled indepen-
dently; therefore, no reactive compensation equipment is needed at the converter stations.

• Using VSC-HVDC, if a suitable converter topology is chosen, the use of converter transformers can be
avoided. Much research effort has been expended on analyzing different multilevel converter topolo-
gies, such as neutral point clamped (NPC), active NPC (ANPC), or multimodular converter (MMC)
[26]. The VSC-HVDC system based on the MMC topology, represented in Figure 2.7, has several
advantages over conventional VSC topologies [32].

• VSC-HVDC presents a low short-circuit level; thus, after major blackouts, it can be used to start up
weak AC networks that lack generation.
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• Using VSC-HVDC, active power in the DC line can be controlled in the full range between 0% and
100%. This a major advantage over CSC-HVDC, which has a minimum power level that can be
transferred.

• VSC-HVDC needs smaller AC filters for the elimination of harmonics than CSC-HVDC [25].

2.3 Renewable Energy Systems
The effects of global warming, the necessary reduction in contaminant emissions and the huge depen-
dence on fossil fuels (becoming increasingly expensive) have led, over recent decades, to the development
of new energy sources based on renewable systems. In fact, the European Union presented a plan for
the period 2011–2020 to establish the lines for the development of renewable energy sources, emissions
reduction and energy efficiency. The targets addressed by this plan to be achieved by 2020, usually called
20/20/20, are as follows:

• 20% reduction in greenhouse gases to below the values of 1990
• 20% of energy consumption must be generated by renewable energy sources
• 20% reduction in consumption of primary energy

It must be noticed that in 2010, these objectives were far from being achieved and, thus, remain a
significant challenge for the European governments. In fact, in 2010, the share of renewable energy in
the gross final energy consumption was 12.5% and the economic crisis in Europe will make it even more
difficult for the proposed targets to be achieved.

The main renewable energy sources are as follows:

• Hydroelectric energy
• Geothermal energy
• Wind energy
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• Solar energy (PV or thermal)
• Wave energy
• Tidal energy
• Biomass
• Other alternative sources

A classification of the current renewable energy sources is presented in Figure 2.8, where they are
classified depending on their nominal power, the usual power converters and corresponding power semi-
conductors required for the grid integration (if necessary), the availability of the renewable energy source
and the corresponding technology trend.

Currently, and steadily gaining in prominence, renewable energy sources play an important role in the
energy generation market, even considering the sudden braking effect caused by the global economic cri-
sis. Illustrating this fact, the Energy Information Administration (EIA) (Official Energy Statistics from
the US Government) estimates that in 2011 about 10% of the worldwide marketed energy consumption
was from renewable energy sources (hydropower, biomass, biofuels, wind, geothermal and solar) with a
projection of it reaching 14% by 2035. In addition, the EIA estimates that in 2011 about 19% of world-
wide electricity generation was from renewable energy with a projection of it being nearly 23% by 2035.
For instance, in Spain, 32.4% of the energy consumed during 2011 was generated by renewable energy
sources, constituting the most important energy source of the year.

Among the renewable energy sources, hydroelectric energy plays the most important role, providing an
important percentage of the renewable power generation. The contribution of renewable energy sources,
such as wind energy, PV energy and wave energy, is currently limited compared with hydroelectric power.
However, worldwide wind power capacity increased by 20% in 2011, achieving around 238 GW. China
was the leader and accounted for almost 44% of the global market, followed by the United States and
India, while Germany remained the largest market in Europe. However, it should be stated that although
its market share remained relatively small, the offshore wind sector continued to expand with the use of
larger turbines, going into deeper water, further from shore. On the other hand, the use of small-scale
turbines is also increasing.

The global total of installed solar PV power was roughly 70 GW at the end of 2011 compared with just
1.5 GW in 2000. Over the past 5 years (2006–2011), solar PV has averaged an annual growth rate of over
50% (for instance, from 40 to 69.3 GW during 2011); however, PV still generates just a small percent-
age of the total yearly electricity production. Germany is the leader of this energy sector, accounting for
almost 36% of the global market with 25 GW installed, followed by Italy (12.7 GW), Japan (4.9 GW), the
United States (4.4 GW), Spain (4.2 GW) and China (3 GW). In 2011, the growth has been mostly concen-
trated in a few countries, such as Italy (from 3.5 to 12.7 GW), China, the United Kingdom, France and the
United States. Finally, wave and tidal energies are based on electricity generated from the movement of
wave and tidal flows. Tidal and wave energies are more predictable than wind power and usually increase
during winter when electricity demand is usually high. However, currently, wave and tidal energies cannot
be considered a mature technology and only a few prototypes have been built.

Taking into account the differing nature of renewable energy sources, their stochastic behavior and
the requirement of maintaining a minimum power quality, power conversion plays a fundamental
role in the integration of renewable energy sources into the electrical grid. On the other hand, the
widespread locations of the increasing number of renewable energy plants require specific operational
and management procedures in order to maintain, or even to improve, the power reliability, quality and
stability of the grid [33].

2.3.1 Wind Energy

As has been commented previously, wind energy is nowadays a mature technology, which has become
viable in recent decades achieving a non-negligible impact on the energy market [34]. For instance,
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in 2010, wind energy integration attained values equal to 21% in Denmark, 18% in Portugal, 16% in
Spain and 9% in Germany. However, in China and the United States, although their current wind power
integration is around only 1.5%, over the last 2 years the wind power installations in both countries have
increased substantially.

From a historical point of view, following the invention of windmills thousands of years ago, the first
wind turbines to generate electricity were designed in the 19th century. Already in the 20th century, the
first modern wind turbines were designed to work with fixed speed and stall regulated or active stall. In
this case, the wind generator is connected directly to the grid through a transformer without using any
power converter (only using a gearbox, a soft starter stage, a reactive power compensator and a main
switch). This configuration is simple and cheap, but it is not able to extract the maximum power from
the wind, suffers mechanical stress in large wind turbines and does not meet current regulations.

In order to solve these problems, in the 1990s, wind turbine technology evolved to operate with variable
speed and pitch regulation. Initially, the most successful configuration of this family of wind generators
was the doubly fed induction generator (DFIG) with a reduced-capacity back-to-back converter, as shown
in Figure 2.9a. This configuration permits the variation of the turbine speed by 60% making the maximum
power point tracking (MPPT) target possible. Although this configuration has been very successful over
the last 20 years, recently, its leading role is being lost because this kind of wind turbine has problems in
dealing with the voltage ride-through regulation, imposed by the regulating authorities in every country,
to improve grid stability when a grid fault occurs.

Currently becoming very competitive (and in the near future expected to lead the wind turbine market),
the new family of wind turbines is shown in Figure 2.9b. It is based on the connection of the turbine to
the grid by using an electrical machine, mainly a permanent magnet synchronous generator (PMSG) and
a full-capacity back-to-back power converter topology. In this case, the turbine speed and the active and
reactive power are fully controllable and, thus, meet the regulations at the expense of an increment of the
power converter cost.

Finally, other new configurations have been designed and tested, which improve some features of the
wind generators. For example, a multi-winding PMSG connected to multiple distributed back-to-back
converters can be used, as shown in Figure 2.9c. The advantages of this topology are that the power
is shared, and that the system is inherently fault tolerant. Another possibility is shown in Figure 2.9d,
where multiple PMSGs are fed by a distributed gearbox. The overall system has the same properties
as the multi-winding PMSG, but at the expense of using a complex gearbox. Finally, a third solution,
shown in Figure 2.9e, is based on a gearless wind turbine with a multipole machine connected to the grid
using a full-capacity back-to-back converter. This gearless topology leads to a reduction in weight and
maintenance, but the generator has a larger diameter.

2.3.2 Photovoltaic Energy

The continuously decreasing price of PV modules and the strong support of governments in pushing
this technology have led to the consideration of PV and solar thermal energy as important factors in the
present and future renewable energy market. One important part of these installations is based on housing
applications (<5 kW), but as part of the great evolution of the PV sector in recent years, larger PV power
plants are steadily being constructed, which currently achieve a nominal power up to 250 MW (Agua
Caliente Solar Project in the United States). Today, the main installed PV capacity is grid-connected
with the off-grid sector accounting for an estimated 2% of global capacity.

The output of PV panels is a DC voltage, and the existence of a power converter is required to generate
an output AC voltage. Therefore, there is a big market for PV inverters with different topologies [35]. In
general, there are four possible configurations, as shown in Figure 2.10:

• Series and parallel connections of PV panels and a three-phase central inverter (see Figure 2.10a).
This configuration is common for PV plants (power range 10–250 kW or even more) and gives high
efficiency and low cost at the expense of low reliability and poor MPPT.
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• String or multi string inverters usually for residential applications (<5 kW) (see Figure 2.10b and c).
In these cases, each string has its own converter such that the MPPT can be obtained in a better way.
In addition, the modularity is higher and therefore the reliability and fault tolerance capability are
improved.

• PV systems where each PV panel has its own module inverter (see Figure 2.10d) commonly used
for low-power applications (<500 W). This configuration enables optimal MPPT at the expense of
increasing cost.

It must be noticed that each country has its own regulations and, for instance, the presence of a trans-
former is sometimes a requirement. In addition, other regulations are common, such as voltage and
frequency requirements and active and reactive power limitations. In addition, an islanding effect for
grid-connected PV systems takes place when the PV inverter does not disconnect immediately the grid
is tripped. This fact causes problems when the grid is retripped or creates a safety hazard for utility line
workers who might assume non-energized lines during a fault. In order to avoid this, safety measures
called anti-islanding requirements have been included in the regulations.

Therefore, the power conversion stage (the topology for the DC/DC converters and the inverters) and
the control strategy have to take these facts into account. Usually, topologies, such as the conventional
H-bridge, the H5 and H6 inverters and the Heric inverter, are used and the transformer can be added in
the output of the inverter, or the galvanic isolation can be achieved by the previous DC/DC stage [35, 36].

2.3.3 Ocean Energy

Other renewable energy sources such as ocean energy are the focus of researchers all over the world.
Ocean energy includes different ways to obtain energy from water movement, such as waves (kinetic
and potential energies), current (kinetic energy of flowing ocean and river currents), tidal (from the rise
and ebb of tides), thermal (using the natural temperature gradient as a function of depth in tropical oceans)
and salinity (chemical electric potential formed by the difference in salt concentration between freshwater
and seawater) [37].

Wave and tidal energy sources have been the focus of researchers during the last decade, and cur-
rently, there are several prototypes and power plants installed. The efficiency and the feasibility of these
technologies will be proven in the coming years. These kinds of devices have to fulfill the following
requirements:

• The overall system has to be prepared to operate under harsh weather conditions (usually offshore).
This leads to the design of over-dimensioned wave energy prototypes in order to withstand these severe
conditions. However, ongoing maintenance operations of the system remain constant and are usually
difficult to perform, and this important issue needs to be solved in the near future.

• The wave power conversion system has to capture the very low-frequency energy from the waves and
be able to transform the power to the grid requirements. This issue can be solved by using an energy
storage device (batteries, ultracapacitors, superconducting magnetic energy devices, or hydraulic accu-
mulators) or by connecting the wave energy devices in an array to smooth the power obtained from
the waves.

Among the multiple possibilities to develop a wave energy conversion system, the most common meth-
ods to capture the energy can be summarized as follows:

• Vertical oscillating systems: The device obtains the energy from the bidirectional movement of air
inside a chamber filled with seawater and air. When the wave reaches the device, the seawater com-
presses the air inside the chamber moving it through a turbine. The reverse phenomenon occurs when
the wave leaves the device.
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• Overtopping systems: The energy of the waves is captured because the water overtops the edge of the
device. The water is several meters above sea level, and the potential energy is used by the turbines to
create the electricity.

• Wave activated bodies: The structure of the system is formed by several units, usually called bodies,
which are able to move and oscillate around a reference point. When the system is placed in the water,
the waves excite the system by moving these bodies and the energy is derived from this movement.

All these ocean energy conversion systems are based on electrical turbines generating an AC voltage
that has to be transformed to fulfill the amplitude and frequency requirements of the power grid. Usu-
ally, a power converter in a direct drive back-to-back configuration is used, where an independent AC
connection of each system to the AC grid is considered, or a common DC bus is used, where the first
power stage only of each system is connected, using a central inverter to carry out the connection with
the grid. In addition, an energy storage device is also needed in order to smooth the pulsating power from
the waves [38].

Currently, several prototypes have been built and are in operation. Pelamis, Wave Dragon, WaveStar,
Limpet, Archimedes Wave Swing and PowerBuoy, among others, have attracted increasing interest with
regard to demonstrating the potential of this renewable energy source. Countries such as the United King-
dom, Portugal, the United States and Australia have built some wave energy plants, which are currently
under evaluation.

However, it is expected that tidal energy will become an important source because tides are more
predictable than wind energy and solar power. Sihwa Lake Tidal Power Station in South Korea is currently
the most powerful tidal power plant in operation (254 MW), but the South Korean Government is planning
to build a power plant (Incheon Tidal Power Station) in the next years with a capacity in the gigawatt
range. In addition, in Russia, there are plans to build the Penzhin Tidal Power Plant with a capacity in
the range of 100 GW, although this is still in the proposal stage.

2.4 Transportation Systems
Transportation (mainly vehicles, trains and airplanes) is nowadays one of the fundamental needs of daily
life. For instance, the air traffic market is estimated to grow at 5% per year until 2020. During recent
decades, the development of transportation systems has been huge. Their evolution has been focused on
improvements in their efficiency, reliability, availability, fault tolerant operation and the reduction of fuel
consumption and maintenance costs. Many of these challenges are being achieved by introducing power
electronics in the drive train, reducing the volume and weight of the system, increasing the fault tolerance
capability and finally, decreasing the fuel consumption and, thus, reducing the emission of noxious gases
and the environmental impact.

A conventional aircraft has four different integrated energy vectors: pneumatic power (air conditioning,
ice protection and engine start-up), electric power (avionic systems and commercial loads), hydraulic
power (pumps and flight control actuators) and mechanical power (to drive hydraulic or fuel pumps).
The more electric aircraft (MEA) concept is based on the replacement of these conventional devices
by electrical systems. With the A380 and B787, Airbus and Boeing have caused a major upset in the
aeronautical world by speeding up the transition toward an MEA. However, some challenges remain,
such as improving the integration of the power systems, simplifying the electric structure of the aircraft,
designing a high-voltage DC standard architecture and introducing efficient and advanced ESSs in the
power train of the aircraft [39].

On the other hand, the increasing cost of fuel and the concern over noxious gas emissions are the main
reasons for the recent significant development of electric vehicles (EVs). Although the EV market is
relatively new, an optimistic scenario foresees 8–10 million EVs in global sales by 2020, assuming higher
oil prices, accelerated reduction of battery cell costs and a stronger political support from governments.



42 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

This forecast will only be achieved by means of improving the vehicle drive train using efficient power
electronics and ESSs [40, 41].

The term EV actually includes several different vehicle technologies, which are summarized in
Figure 2.11 [42]:

• Pure EV: EVs run on a pure electric motor powered by batteries that are recharged by plugging in the
vehicle.

• Hybrid EV (HEV): HEVs run on gasoline with a motor and use batteries to improve fuel efficiency
(usually at low speed). They do not use electricity from any external source.

• Plug-in HEV (PHEV): PHEVs can be charged with electricity like EVs and run under engine power
like HEVs. The combination offers increased driving range with potentially large fuel and cost sav-
ings and emission reductions. There are three types of PHEV. Parallel hybrids are PHEVs in which
both the electric motor and the combustion engine are mechanically coupled to the wheels through
a transmission. Series hybrids, also known as extended range EVs, are PHEVs in which the electric
motor is coupled directly to the wheels and the combustion engine is only used to charge the batteries
when needed. Series–parallel hybrids are a combination of the series and parallel hybrids making it
possible to combine the advantages of both configurations.

Considering the growing environmental concerns, increasing fuel cost and more stringent government
regulations, the sector is currently forced to optimize fuel consumption by improving the drive trains via
downsizing or hybridization. Firstly, the vehicles will follow the hybridization path mainly powered by
internal combustion engines, but in the near future, the solution will be to develop almost zero-emission
pure electric propulsion with pure EVs and PHEVs.

2.5 Energy Storage Systems
ESSs include technologies where power electronic converters are needed in order to be able to inter-
connect different kinds of energies. ESSs are very important systems because they permit efficient grid
management in the transmission and distribution systems. They also facilitate the accommodation of
the discontinuous character of renewable energies or the charging electrical vehicles [43, 44]. These
are only a few examples that have been addressed previously. In this section, the most common ESSs
are addressed.

2.5.1 Technologies

A summary of the different technologies of ESSs is introduced in Figure 2.12, a classification of the ESSs
depending on the power density is shown in Figure 2.13, and the main characteristics of these ESSs are
summarized in Table 2.1.

• Batteries: Batteries are the oldest ESSs (lead acid) that have been used for more than 150 years, well
before power electronic converters were introduced. Lead-acid batteries are still used in applications
where the cost is very important, but tend to be replaced by other alternatives with better energy and
power density, as can be observed in Table 2.1.

• Li-ion batteries are among those most frequently used because of their high energy density. These
batteries are becoming very popular in low-power consumer applications (cameras, phones) and also
in electric or hybrid vehicles. Their good energy efficiency and the absence of memory effect have also
contributed highly to the expansion of their use, but their high price still renders them unaffordable
for low-cost applications.
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Table 2.1 Characteristic parameters of different energy storage technologies [42]

Type Energy
efficiency (%)

Energy density
(Wh= kg)

Power density
(W= kg)

Cycle life
(cycles)

Self-discharge

Pb-acid 70–80 20–35 25 200–2 000 Low
Ni–Cd 60–90 40–60 140–180 500–2 000 Low
Ni–MH 50–80 60–80 220 <3000 High
Li-ion 70–85 100–200 360 500–2000 Medium
Li-polymer 70 200 250–1 000 >1 200 Medium
NaS 70 120 120 2 000 –
VRB 80 25 80–150 >16 000 Negligible
EDLC 95 <50 4000 >50 000 Very high
Pumped hydro 65–80 0.3 – >20 years Negligible
CAES 40–50 10–30 – >20 years –
Flywheel (steel) 95 5–30 1 000 >20 000 Very high
Flywheel (composite) 95 >50 5 000 >20 000 Very high

• Other batteries, such as NiMH or NiCd, were very popular several decades ago, but are now being
replaced by Li-ion or Li-polymer because of their high power and energy densities. These batteries
are used mainly in massive consumer applications (mobile phones, cameras, etc.) and are currently
the best option for hybrid and electric cars. Unfortunately, their high cost is preventing the spread of
their use in cost-sensitive applications.

• There are also other promising battery technologies, such as sodium-sulfur battery, which has good
performances, but is only able to work at high temperatures. Another promising technology is flow
batteries (FB), and their main advantage is the decoupling of the power delivered and energy stored,
in other words, the power is rated by the size of the reactor chamber, but the stored energy depends
on the volume of fluids stored in low-cost reservoirs (plastic). There are two deposits: one containing
the fresh reactive and a second with the exhausted reactive; thus, no self-discharge is observed. The
reactives can be replaced, which allows a quick battery recharge.

• Electrochemical double-layer capacitors (EDLCs): EDLCs store energy in the same way as a classical
capacitor does; therefore, no chemical/ionic reaction is held. This is an advantage with respect to
batteries because better efficiency and durability can be expected. The power density is also very high.
In order to obtain high capacity, the capacitor is built using a very porous (large surface) material, but
one that is very thin. This implies that only very low-voltage devices can be used (typically 2–3 V).
The capacity can be as high as kilofarads, but for practical use, series connection is needed in order to
be able to connect to higher voltages.

• Regenerative fuel cells (FCs): To some extent, it can be said that FCs work in a similar way to
FBs; however, in this case, the reactives are gases (oxygen and hydrogen) or gas–liquid (oxygen and
methanol). Research efforts are focused on improving the durability of the membranes.

• Compressed air energy systems (CAESs): CAES is a technology that stores energy as compressed air.
The energy is recovered by means of a gas turbine where the air is expanded. Large plants are possible
if large reservoirs are available (usually caverns). The process of compressing air is exothermic and
the expansion is endothermic, this implies an extra complication in the system design necessary to
deal with this extra heat.

• Flywheel energy storage systems (FESSs): FESSs store energy as kinetic energy in a rotating mass.
As the energy depends on the square of the rotating speed, this is the most important parameter to
be extended. New materials permit speeds of over 10 000 rpm. The rotational speed is a simple and
accurate measure of the “state of charge.” The interface is an electrical AC machine with variable
speed, and a frequency converter is needed to connect the system to the power grid.
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• Superconductive magnetic energy storage systems (SMESs): SMESs store the energy as magnetic flux
in a superconducting coil. The main difficulty is to maintain the coil at a very low temperature. SMESs
are one of the systems with a high dynamic response with the highest power density among all of the
other ESSs.

• Thermoelectric energy storage (TEES): TEES stores energy by increasing the temperature in synthetic
oil or molten salt, maintaining it in a thermally isolated tank to be used later.

2.5.2 Application to Transmission and Distribution Systems

Traditionally, the electrical utilities have based their needs for storing excess generated energy in a few
concentrated pumped hydro stations. In this way, when the generated power exceeds consumption, the
water is pumped from the lower reservoir to the higher reservoir, providing a use for the extra energy
produced. When the situation is the opposite, the utilities have two alternatives: to use the high-cost plants
or to reverse the flow in the pumped station to produce the power needed. This model has been working
well for years, but has a limitation; finding good sites is not easy.

Modern “Smart Grids,” as shown in Figure 2.1, tend to have a mixed distributed generation where
smaller plants closer to the consumers can be associated with smaller distributed storage facilities. In
this way, different storage technologies contribute to the grid control, complementing the generators by
shaving peaks and load leveling. Basically, the system will store the energy when it is cheap and the
energy is returned to the grid when its generation is more expensive.

2.5.3 Application to Renewable Energy Systems

The discontinuous nature of renewable energy systems (RESs), depending on the wind speed or irra-
diance of the sun, makes its connection to a power grid difficult, because the network stability can be
compromised when an abrupt change in the injected power occurs. This is a growing problem as the
penetration percentage of RESs reaches significant values, implying that at some moments over 50% of
the total generated power is produced from RESs. An example of this can be observed in Figure 2.14,
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which shows the Spanish power consumption on 24 September 2012. On that day, the energy provided
by wind energy plants achieved a peak of around 64% of the energy production. This shows how the
grid has become dependent on renewable energy sources. ESSs allow the decoupling of generation and
consumption and they benefit from different technologies, such as batteries or compressed air.

2.5.4 Application to Transportation Systems

In the transportation systems, ESSs are being used in autonomous electric or hybrid vehicles (based
mainly on lithium-based batteries), but grid-connected vehicles (trains) can also benefit from the added
advantages of using an ESS.

The braking energy of vehicles is an important amount of energy that can be stored for later use, in
particular, this energy, if not stored, causes an increase in the grid voltage. When a train connected to
the grid is accelerating, the stored energy is recovered and this energy can be stored in the locomotive
(mainly batteries or EDLC) or in the substation feeder.

2.6 Conclusions
The multiple interconnections between different regional grids, the integration of renewable energy
sources and the matching between local consumption and generation are leading to the development of a
new more distributed electrical grid. In addition, the transportation sector has to deal with the increasing
cost of fossil fuels and stricter environmental requirements. Power electronics offer alternatives to face
the challenges of this new distributed grid.

The integration of renewable energy sources can be achieved by efficient power converters, where the
power flow and the random or intermittent nature of the energy source have to be fully controlled. New
power electronic converters, such as FACTS and HVDC systems, are being installed in order to achieve
efficient power distribution with the required stability margins and power quality demanded by the grid
codes; for instance, facilitating the inland connection of offshore wind farms. Finally, last generation
ESSs collaborate on grid stability, on the matching between generation and consumption, on the efficient
integration of renewable energy sources and on the extensive use of EVs. In summary, power electronics
is the key to the present and future energy sector.

References
1. Bose, B.K. (2009) Power electronics and motor drives – recent progress and perspective. IEEE Transactions on

Industrial Electronics, 56 (2), 581–588.
2. Bouhafs, F., Mackay, M., and Merabti, M. (2012) Links to the future: communication requirements and challenges

in the smart grid. IEEE Power and Energy Magazine, 10 (1), 24–32.
3. Liserre, M., Sauter, T., and Hung, J.Y. (2010) Future energy systems: integrating renewable energy sources into

the smart power grid through industrial electronics. IEEE Industrial Electronics Magazine, 4 (1), 18–37.
4. Edris, A.A., Aapa, R., Baker, M.H. et al. (1997) Proposed terms and definitions for flexible AC transmission

system (FACTS). IEEE Transactions on Power Delivery, 12 (4), 1848–1853.
5. Hingorani, N. and Gyugyi, L. (1999) Understanding FACTS: Concepts and Technology of Flexible AC Transmis-

sion Systems, John Wiley & Sons, Ltd-IEEE Press, December 1999.
6. Jonsson, H.-A. (2000) FACTS: transmission solutions in a changing world. International Conference on Power

System Technology (PowerCon 2000), Vol. 1, pp. 375–380.
7. Tyll, H.K. and Schettler, F. (2009) Power system problems solved by FACTS devices. IEEE/PES Power Systems

Conference and Exposition (PSCE ’09), March 15–18, 2009, pp. 1–5.
8. Tyll, H.K. and Schettler, F. (2009) Historical overview on dynamic reactive power compensation solutions from

the begin of AC power transmission towards present applications. IEEE/PES Power Systems Conference and
Exposition (PSCE ’09), March 15–18, 2009, pp. 1–7.



48 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

9. Dixon, J., Moran, L., Rodriguez, J., and Domke, R. (2005) Reactive power compensation technologies:
state-of-the-art review. Proceedings of the IEEE, 93 (12), 2144–2164.

10. Frank, H. and Landstrom, B. (1971) Power factor correction with thyristor-controlled capacitors. ASEA Journal,
44 (6), 180–184.

11. Molinas, M., Vazquez, S., Takaku, T. et al. (2005) Improvement of transient stability margin in power systems
with integrated wind generation using a STATCOM: an experimental verification. International Conference on
Future Power Systems, November 18, 2005, pp. 6.

12. Molinas, M., Suul, J.A., and Undeland, T. (2008) Low voltage ride through of wind farms with cage generators:
STATCOM versus SVC. IEEE Transactions on Power Electron, 23 (3), 1104–1117.

13. Abido, M.A. (2009) Power system stability enhancement using facts controllers: a review. The Arabian Journal
for Science and Engineering, 34, 153–172.

14. Franquelo, L.G., Rodriguez, J., Leon, J.I. et al. (2008) The age of multilevel converters arrives. IEEE Industrial
Electronics Magazine, 2 (2), 28–39.

15. Rodriguez, J., Franquelo, L.G., Kouro, S. et al. (2009) Multilevel converters: an enabling technology for
high-power applications. Proceedings of the IEEE, 97 (11), 1786–1817.

16. Kouro, S., Malinowski, M., Gopakumar, K. et al. (2010) Recent advances and industrial applications of multilevel
converters. IEEE Transactions on Industrial Electronics, 57 (8), 2553–2580.

17. Leon, J.I., Vazquez, S., Portillo, R. et al. (2009) Three-dimensional feedforward space vector modulation applied
to multilevel diode-clamped converters. IEEE Transactions on Industrial Electronics, 56 (1), 101–109.

18. Leon, J.I., Vazquez, S., Sanchez, J.A. et al. (2010) Conventional space-vector modulation techniques ver-
sus the single-phase modulator for multilevel converters. IEEE Transactions on Industrial Electronics, 57 (7),
2473–2482.

19. Leon, J.I., Kouro, S., Vazquez, S. et al. (2011) Multidimensional modulation technique for cascaded multilevel
converters. IEEE Transactions on Industrial Electronics, 58 (2), 412–420.

20. Vazquez, S., Sanchez, J.A., Carrasco, J.M. et al. (2008) A model-based direct power control for three-phase power
converters. IEEE Transactions on Industrial Electronics, 55 (4), 1647–1657.

21. Cortes, P., Ortiz, G., Yuz, J.I. et al. (2009) Model predictive control of an inverter with output filter for UPS
applications. IEEE Transactions on Industrial Electronics, 56 (6), 1875–1883.

22. Reyes, M., Rodriguez, P., Vazquez, S. et al. (2012) Enhanced decoupled double synchronous reference frame
current controller for unbalanced grid-voltage conditions. IEEE Transactions on Power Electronics, 27 (9),
3934–3943.

23. Portillo, R., Vazquez, S., Leon, J.I. et al. (2013) Model based adaptive direct power control for three-level NPC
converters. IEEE Transactions on Industrial Informatics, 9 (2), 1148–1157.

24. Rudervall, R., Charpentier, J.P., and Sharma, R. (2000) High voltage direct current (HVDC) transmission systems
technology review paper. Energy Week 2000, Washington, DC, March 7–8, 2000.

25. Setreus, J. and Bertling, L. (2008) Introduction to HVDC technology for reliable electrical power systems. Pro-
ceedings of the 10th International Conference on Probabilistic Methods Applied to Power Systems (PMAPS ’08),
May 25–29, 2008, pp. 1–8.

26. Flourentzou, N., Agelidis, V.G., and Demetriades, G.D. (2009) VSC-based HVDC power transmission systems:
an overview. IEEE Transactions on Power Electronics, 24 (3), 592–602.

27. Glasdam, J., Hjerrild,J., Kocewiak, L.H., and Bak, C.L. (2012) Review on multi-level voltage source converter
based HVDC technologies for grid connection of large offshore wind farms. IEEE International Conference on
Power System Technology (POWERCON 2012), October 30–November 2, 2012, pp. 1–6.

28. Bagen, B., Jacobson, D., Lane, G., and Turanli, H.M. (2007) Evaluation of the performance of back-to-back
HVDC converter and variable frequency transformer for power flow control in a weak interconnection. IEEE
Power Engineering Society General Meeting, June 24–28, 2007, pp. 1–6.

29. Reynolds, M., Stidham, D., and Alaywan, Z. (2012) The golden spike: advanced power electronics enables renew-
able development across NERC regions. IEEE Power and Energy Magazine, 10 (2), 71–78.

30. Shao, Z., Lu, J., Lu, Y. et al. (2011) Research and application of the control and protection strategy for the±500kV
Xiluodu-Guangdong double bipole HVDC project. 4th International Conference on Electric Utility Deregulation
and Restructuring and Power Technologies (DRPT 2011), July 6–9, 2011, pp. 88–93.

31. Al-Haiki, Z.E. and Shaikh-Nasser, A.N. (2011) Power transmission to distant offshore facilities. IEEE Transac-
tions on Industry Applications, 47 (3), 1180–1183.

32. Chuco,B. and Watanabe, E.H. (2010) A comparative study of dynamic performance of HVDC system based on
conventional VSC and MMC-VSC. iREP Symposium Bulk Power System Dynamics and Control (iREP 2010),
August 1–6, 2010, pp. 1–6.



Challenges of the Current Energy Scenario: The Power Electronics Contribution 49

33. Carrasco, J.M., Franquelo, L.G., Bialasiewicz, J.T. et al. (2006) Power-electronic systems for the grid integration
of renewable energy sources: a survey. IEEE Transactions on Industrial Electronics, 53 (4), 1002–1016.

34. Wu, B., Lang, Y., Zargari, N., and Kouro, S. (2011) Power Conversion and Control of Wind Energy Systems,
1st edn, John Wiley & Sons, Ltd-IEEE Press, August 2011.

35. Teodorescu, R., Liserre, M., and Rodriguez, P. (2011) Grid Converters for Photovoltaic and Wind Power Systems,
1st edn, John Wiley & Sons, Ltd-IEEE Press, February 2011.

36. Romero-cadaval, E., Spagnuolo, G., Franquelo, L.G., Ramos-Paja, C.A., Suntio, T., and Xiao, W.M., (2013)
Grid-Connected Photovoltaic Generation Plants: Components and Operation, Industrial Electronics Magazine,
IEEE, 3 (7), pp. 6–20.

37. Czech, B. and Bauer, P. (2012) Wave energy converter concepts: design challenges and classification. IEEE Indus-
trial Electronics Magazine, 6 (2), 4–16.

38. Igic, P., Zhou, Z., Knapp, W. et al. (2011) Multi-megawatt offshore wave energy converters – electrical system
configuration and generator control strategy. IET Renewable Power Generation, 5 (1), 10–17.

39. Roboam, X., Sareni, B., and Andrade, A.D. (2012) More electricity in the Air: toward optimized electrical net-
works embedded in more-electrical aircraft. IEEE Industrial Electronics Magazine, 6 (4), 6–17.

40. Michael, V.-U. and Wolfgang, B. (2009) Powertrain 2020 – The Future Drives Electric, Roland Berger Strategic
Consultants.

41. Dickerman, L. and Harrison, J. (2010) A new car, a new grid. IEEE Power and Energy Magazine, 8 (2), 55–61.
42. Emadi, A., Williamson, S.S., and Khaligh, A. (2006) Power electronics intensive solutions for advanced electric,

hybrid electric, and fuel cell vehicular power systems. IEEE Transactions on Power Electronics, 21 (3), 567–577.
43. Vazquez, S., Lukic, S.M., Galvan, E. et al. (2010) Energy storage systems for transport and grid applications.

IEEE Transactions on Industrial Electronics, 57 (12), 3881–3895.
44. Lukic, S. (2008) Charging ahead. IEEE Industrial Electronics Magazine, 2 (4), 22–31.



3
An Overview on Distributed
Generation and Smart Grid
Concepts and Technologies

Concettina Buccella1, Carlo Cecati1 and Haitham Abu-Rub2

1Department of Information Engineering, Computer Science and Mathematics, University of L’Aquila,
and DigiPower Ltd. L’Aquila, Italy
2Electrical and Computer Engineering, Texas A&M University at Qatar, Doha, Qatar

3.1 Introduction
The existing power grid can be considered as a hierarchical system where power plants are at the top
of the chain and loads are at the bottom, resulting in a unidirectional electrical pipeline managed with
limited information about the exchange among sources and end points.

This situation has severe drawbacks, including the following:

• The system is sensitive to voltage and frequency instabilities as well as to power security issues caused
by load variations and dynamic network reconfigurations.

• The implementation of demand side management strategies, which would be very useful for reducing
the risk of failures and blackouts and for increasing system efficiency, is not allowed, moreover.

• It is not suitable for the integration of renewable energy.

During the last decade, the electrical energy market has been characterized by a growing demand for
energy and two important innovations: the quick growth and massive diffusion of renewable energy sys-
tems (RESs) and the subsequent rapid development of distributed generation (DG) systems and smart
grids (SGs) [1–5]. Conventional unidirectional power systems consisting of few very high-power gen-
erators producing hundreds of megavolt-amperes and connected with substations through transmission
lines and feeding distribution systems supplying loads through a tree are being replaced by wide, com-
plex, and heterogeneous meshes, embedding a huge number of loads and generators, the latter supplied
by different sources (fossil, nuclear, gas, wind, sunlight, biomass, etc.) and operating at different power
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levels (from a few kilovolt-amperes up to hundreds of megavolt-amperes) and voltages, each with its
own characteristics (e.g., electrical, mechanical, thermal, photovoltaic (PV) surface) and dynamics.

According to many analyses, future electrical systems should have the following parameters [6–12]:

• High power capability: with the increasing demand for energy in industrial, residential and civil appli-
cations and the incoming large-scale diffusion of electric vehicles, electricity is becoming the main
power source of the modern world and hence the need for it will increase significantly during the next
years; this trend is expected to remain positive for many decades and will be marginally influenced by
external perturbations such as economic or political crises.

• High power quality and reliability: electricity must be available whenever it is needed with the lowest
or no latency, stable voltage and frequency and low harmonic distortion.

• High efficiency: electricity should not be dispersed during production, transportation and distribution
processes; the grid and the loads should be managed to achieve maximum system efficiency.

• High flexibility: the power system should be highly configurable and should allow smooth integration
among different power sources; moreover, dynamic changes of loads and power sources should not
influence power quality.

• Low environmental impact (i.e., sustainability): renewable energy sources should progressively
replace traditional sources; moreover, even in the short term they should be fully integrated into the
existing power system.

Previous requirements cannot be satisfied by traditional power systems; therefore, during the next
years a huge revision of the present systems is expected with the introduction of many new functions,
systems and modus operandi, commonly referred to as the distributed generation (DG) and smart grid
(SG) revolution. This is changing the way in which next-generation power systems have to be designed,
operated and maintained, and can be achieved only by introducing new technologies, functionalities and
operational approaches, which are as follows [13–18]:

• full exploitation of all renewables
• technological enhancements and large-scale diffusion of energy storage systems
• massive introduction of Information and Communication Technologies (ICTs)
• implementation of high-granularity self-healing and resiliency against unwanted situations, such as

blackouts or natural disasters
• consumers’ active participation to the electricity market
• introduction of new products, services and markets.

With reference to the last point, the same ICT infrastructure could be shared among different services
(water, gas, electricity, heat, etc.) or different service providers. This should allow the hardware (HW)
and software (SW) resource optimization necessary to sustain large investments in the realization of the
communication infrastructure.

The following sections give an overview of the main technologies, features and problems of DG and
SGs. Due to the breadth of topics, this chapter gives a short but comprehensive overview of these emerg-
ing topics.

3.2 Requirements of Distributed Generation Systems and Smart Grids
In order to fully satisfy energy demand, conventional power systems are operated taking into account the
predicted power needs, thus producing a corresponding quantity of high-quality energy, that is, with sta-
ble output voltage and frequency. Because of the high thermal inertia of steam generators, peak demands
are satisfied by producing amounts of electrical energy close to peak values, and hence significant energy
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surpluses are often available during periods of light load operations. When possible, the energy surplus
is employed to increase the quantity of stored energy, typically in hydroelectric reserves.

However, the massive introduction of renewable energies does not solve the last problem and introduces
several additional problems, mainly related to the fluctuating quantity and quality of the energy injected
in the grid. Hence, in general, power system stability deteriorates instead of improving.

With this situation, intelligent management of produced and absorbed energy, together with the intro-
duction of small-to-medium fully controllable generators, for example, turbo gas (TG) and combined
heat and power (CHP) systems, which, being fully operative within few minutes or seconds, can be acti-
vated and deactivated according to short-term predictions, represents a viable if not unique short-term to
medium-term solution.

In fact, at the current stage of technologies, energy storage systems, except hydro power plants, are
unable to store and release the amount of energy often needed to satisfy peak demands, while static
compensators (STATCOMs) and other high-power electronic devices, even if they are efficient under
some kinds of transient disturbances, could be insufficient to guarantee stability in the case of large and
long-term variations of electrical quantities. In addition, some types of energies such as nuclear or fossil
are becoming critical either because of their impact on health and the environment or because they are
potentially dangerous.

Another fundamental issue motivating the diffusion of SG is that the increasing demand for energy
requires permanent enhancements or a redesign of transmission lines, and thus requires huge investments
at national and international levels. Hence, several countries are changing their energy policies in favor of
full exploitation of DG, the combination of RESs and clean traditional sources, improvement of existing
power plants and user awareness about saving energy [19].

The new power systems will include a huge number of power lines often operating at different power
and voltage levels, connected through intelligent routing nodes and capable of sustaining, monitoring,
controlling and billing energy in a fully bidirectional power flow environment.

Other key elements of modern power systems are the electronic static converters necessary for the
connection of RESs to the grid and storage systems, which is necessary to reduce the effects of energy
fluctuations and power losses along lines. Their operations ensure power quality enhancements [20].

In short, DG and SGs are very complex systems requiring many technologies including, but not limited
to, power systems, power electronics, communications, computer science, computational intelligence and
so on, which are necessary for full and optimized integration among generators, loads and lines [21].

Moreover, tools based on previous technologies are necessary for improving overall energy manage-
ment according to economic criteria and for creating sensibility among users concerning the rational use
of energy.

At the current state of technology, the most diffused RES generators are PV, wind and hydro generators.
Other possible sources suitable for DG are CHP systems, combustion motors, geothermal systems and
fuel cells (Figure 3.1).

3.3 Photovoltaic Generators
PV cells are direct current (DC) generators. Their voltage level depends on the intrinsic cell charac-
teristics, the number of cascaded cells and their temperature. The available current depends on cell
characteristics, the number of parallel strings (a string is a group of cascaded cells) and sunlight inten-
sity. With present technology, they are arranged in panels providing up to 220–250 W at a voltage rating
of 48–60 V. In fact, typical panels do not exceed 1.5–2 m2 due to the need for easy handling. New
technologies are emerging that improve PV energy conversion by means of cell efficiency enhancement
and/or optical concentrators capable of increasing the quantity of energy applied to the cell surface [22].
This solution increases the power produced per surface unit but at the cost of very high temperatures,
and hence suitable heat transfer systems are needed to maintain safe and efficient operations. Currently,
some experimental systems propose to combine electricity and heat production (Figure 3.2).
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In order to supply standard loads operating with alternating current (AC) – AC motors, lamps, air con-
ditioners, electronic equipment, domestic and industrial loads and so on – panels are connected in series
and/or in parallel, thus reaching the desired level of voltage and current; hence they supply an inverter
[23–24]. The latter has to guarantee a stable and standard output (e.g., 400 V, 50 Hz), high conversion
efficiency, grid synchronization (in the case of grid-connected systems), low voltage and current dis-
tortion and low cost. Moreover, it might be in charge of power factor control and harmonic mitigation.
Usually, inverter operations are based on feedback control and two-level pulse width modulation (PWM);
moreover, they are connected with the grid through suitable passive output filters.

A common solution includes inductive/capacitive filter (LC or LCL) configuration. In order to max-
imize the extracted energy and to adapt the output voltage amplitude to the required level, a DC/DC
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converter with maximum power point tracking (MPPT) capability is usually interposed between cells
and the single-phase or three-phase inverter. In grid-connected systems, a further requirement for the
converter is the implementation of a suitable synchronization algorithm, needed to ensure proper oper-
ations and the injection of the maximum amount of energy while avoiding instabilities and/or failures.
It is usually based on phase-locked loop (PLL) or its variants: synchronous reference frame (SRF-PLL),
enhanced phase-locked loop (EPLL), quadrature phase-locked loop (QPLL) and dual second-order gen-
eralized integrator (SOGI) [25–26].

When dealing with PV generators in DG, there are many issues that depend on both the power level and
the input and output voltage. The choice of plant as well as converter topology is important for extract-
ing the highest amount of power by PV cells, ensuring the optimum connection between the converter
and the grid and implementing protective functions. It is necessary to balance electrical considerations
such as voltage and current levels, power losses, robustness, reliability, expandability, complexity, cost
and actual operating conditions (e.g., sunlight level and its daily/monthly distribution, shadowing effects
and so on), which play a role often more important than technical and/or technological issues. Often
large PV plants are microgrids (MGs), that is, small autonomous systems interconnected with others
and/or with higher hierarchical level power grids. In low-power applications (few kilovolt-amperes),
typical systems include a simple high-frequency DC/DC converter (boost or buck-boost) with or without
a high-frequency transformer and a single-phase PWM inverter.

New converter topologies such as resonant DC/DC converters are being considered, with the aim of
increasing efficiency and reducing costs and size. Cells are arranged such that the highest efficiency is
achieved: due to the relatively high number of cells, the PV field surface is quite limited (some tens
of square meters) and hence shadowing effects caused by clouds or other random obstacles interposed
between the sun and the panels are almost negligible if certain precautions are taken during the posi-
tioning of panels. On the other hand, in order to avoid performance drops, cascaded cells require higher
consistency of their electric characteristics compared to a parallel arrangement. Hence, the choice of
series or parallel connection is not unique and always represents a trade-off.

Recently, “plug-and-play” solutions have been proposed: each single panel has its own complete power
converter, and thus it can be directly interconnected with the grid [27].

This solution has some advantages: high modularity, quick installation, high reliability, optimized
performance and reduced losses because of the direct availability of AC output voltage and simple main-
tenance (in the case of failure of a panel, the others and hence the whole system, continue operation and
the faulty panel can be easily replaced without service interruption). Alternatively, each panel can incor-
porate its own DC/DC converter, thus allowing its accurate control and optimization, while the DC/AC
conversion is provided by a system-level inverter [28].

This approach seems to be very attractive as the cost of the low-power DC/DC converter is not high,
while accurate MPPT and fixed DC voltage are ensured at panel level.

Medium- and high-power systems require some choices imposed by a number of distinct factors includ-
ing the following:

• PV field electrical arrangement (i.e., series or parallel connection of panels) due to electrical and
shadowing factors

• the limited power achievable by insulated DC/DC converters due to the unavailability of large ferrite
cores

• the choice of output current/voltage
• the choice of the inverter (single inverter or multiple inverters in parallel)
• the intrinsic problems of MPPT in large systems
• the presence of low-frequency transformers between the PV plant and the grid.

Also in this field, plant technology is moving toward modular solutions, which basically consist of a
double-stage power converter (high-frequency DC/DC converter and inverter) for each string of the PV
plant, the latter producing a relatively high amount of power.
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Single-phase inverters may be considered for each string, achieving three phases at the grid level. In
this case, blocking diodes are not requested, MPPT algorithms are applied separately to each string and
accurate power control can be achieved.

Alternatively, several DC/DC converters may be connected to a high-voltage DC bus, the latter linked
with a single or multiple three-phase inverters. The DC/DC units can be current source converters or
voltage source converters.

The first type is preferred due to its high robustness; the other requires large electrolytic capacitors,
which are bulky and have low reliability due to their intrinsic degradation because of aging. Alternatively,
numerous expensive polypropylene capacitors might be used, guaranteeing constant performance with-
out any degradation or influence by ambient temperature. Whatever the choice, modular designs improve
reliability and performance, but at the cost of higher complexity.

New topologies have been recently proposed in order to increase efficiency or reduce cost or both.
Among them, a very interesting solution is the use of cascaded H-bridge multilevel converters, consisting
of a number of H-bridges connected in series, each one supplied by a separate PV generator connecting a
suitable group of cells in series and/or in parallel, thus reaching the desired level of input voltage without
the use of additional converters. This architecture, also known as cascaded multilevel inverters (CML),
allows better utilization of the available input energy because each H-bridge can embed its own MPPT
algorithm; moreover, suitable voltage levels can be chosen, thus extracting the highest amount of solar
energy without the need for a DC/DC converter, while conversion efficiency is higher due to the lower
switching losses resulting from lower switching frequencies.

Faster and more efficient power devices can also be employed due to the lower operating voltage of each
H-bridge, further improving overall performance. In high-power high-voltage (kV) applications, direct
operations are allowed without the need for line frequency transformers or high-voltage DC sources.
Another significant advantage of CML inverters is their better output waveforms, which achieve a sig-
nificant reduction of the output filter and an increase in the efficiency of PV energy conversion.

3.4 Wind and Mini-hydro Generators
Wind and mini-hydro systems use AC synchronous or asynchronous generators that convert the mechan-
ical energy generated by wind or water and available at the machine shaft into electrical energy.

The simplest high-power wind generator consists of a squirrel-cage induction generator (SCIG) con-
nected with the grid through a transformer. Owing to its simplicity and the intrinsic induction machine
behavior, it can operate at an almost fixed speed and in the presence of a stiff grid. Its limited control
capabilities are often achieved at a mechanical level (e.g., blade pitch control), while reactive power
control requires the availability of a STATCOM.

Current power electronic technologies and devices offer more sophisticated solutions, such as mul-
tipole permanent magnet or induction generators connected with an AC/AC or an AC/DC/AC power
converter capable of stabilization of both voltage amplitude and frequency at the desired levels. Gen-
erator sets operate at voltage levels starting from 400 V, 50 or 60 Hz, up to some kilovolts, the latter
being typical of multi-megawatt systems. However, typical generators operate at voltage levels lower
than the grid and therefore their interconnection requires the use of a line-frequency step-up transformer.
It is worth noticing that the use of multilevel converters might allow the elimination of such a trans-
former.

Depending on the power level and the required performance, the power converter consists of a sim-
ple unidirectional diode rectifier coupled with a PWM inverter (or any other topology) through a DC
link or the more sophisticated back-to-back converter, providing bidirectional power flow. The inverter
is coupled with the grid through a low-pass filter, needed to ensure the elimination of high-frequency
harmonics and a line frequency transformer.

In the range of very high-power generators (hundreds of kilovolt-amperes up to several
megavolt-amperes), doubly fed induction generators (DFIGs) represent a very common and interesting
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solution because of their high efficiency, full control of active and reactive power and the need for a
converter with a rating of about 20–30% of the generator power. In fact, the machine stator windings
are directly connected with the grid or with each interposed line frequency transformer, while full
active/reactive control is achieved by modifying the supply characteristics of wound rotor windings
through a power converter. This reduces power converter cost, saves energy (reducing power converter
losses) and extends the power range (limited by the power devices rating). DFIGs may operate in the
kilovolt range and the power converter could consist of a matrix or a multilevel converter [29–31].

In low-power applications, a DC/DC converter might be included in a DC link for MPPT, but the
available technology of magnetic materials limits their use to a few tens of kilowatts (Figure 3.3).

3.5 Energy Storage Systems
The intermittent or fluctuating operations of RESs can be mitigated by energy storage systems (ESS) [32].

Traditional systems consist of hydro and pumped storages. Their capabilities are often enormous, but
usually they are very far from loads and/or wind or sunlight generators. Consequently, their effects in the
event of voltage sags, swell, or other transient disturbances are negligible, while they are important in bal-
ancing long-term predictable fluctuations, which can be eliminated through suitable accumulate–release
energy strategies. Recently, mini-hydro and micro-hydro have been gaining diffusion. Their localization
is intrinsically less critical, but their operations cannot satisfy fast peak demands, except when they are
controlled by demand prediction [33].

Typical energy storage systems for fast transient operations are batteries, supercapacitors, freewheels
and fuel cells.

Batteries appear to be the most effective technology available today in terms of performance and costs,
even if their reliability and duration are not outstanding. Traditional lead acid batteries are leaving space
to other technologies such as nickel–metal hydride (Ni-HM) and lithium-ion batteries (in some vari-
ants), which present higher capacity and faster recharge time. Batteries allow a fast transient response,
satisfying the most demanding applications, but their drawback is a long recharge time.

Supercapacitors have an energy density hundreds of times greater than that of conventional electrolytic
capacitors and a power density much higher than that of batteries or fuel cells; their speed in supplying
current is very high but their voltage level is too low for requirements so a lot of cells must be connected
in series in order to reach the desired voltage level; hence, their cost is not yet attractive.
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ESSs are needed for quick delivery of energy, and thus heat-based sources are needed for long-term
disturbances caused by predictable meteorological variations.

ESSs can be either DC or AC sources. In the first case, they are usually connected with a DC link
shared with the existing power converters. The cost of this solution is attractive but the achievable power
is often limited; moreover, it has low flexibility and low stiffness to failures, sharing the DC/AC converter
with RES. A better solution consists of a fully independent ESS directly connected with the AC grid, as
each element can be sized independently and easily modularized.

Local or residential micro storage systems (MSSs) will be integrated with the end-users of future
SGs, allowing utilities to dispatch stored energy produced earlier by local generators. To perform data
gathering and control, the ESS should communicate with other devices, such as the power meter, to
monitor the power consumed.

3.6 Electric Vehicles
Electric vehicles (EVs), hybrid electric vehicles (HEVs) and plug-in hybrid electric vehicles (PHEVs)
use electricity either as their primary fuel or to improve the efficiency of conventional combustion
engines [34]. All of them use a lithium battery (or other recent technology) to store the electrical energy
needed to power the motor. Their diffusion is expected to grow very quickly during the next few years,
as their cost, considering a balancing between various costs (purchase, use, maintenance, disposal), will
become similar to or better than that of traditional combustion engine cars. For this reason, they are being
considered as a viable solution for energy storage in SGs through the so-called vehicle-to-grid (V2G)
technology: during recharge operations, the vehicle battery and recharge system are in parallel with the
grid; therefore, using a bidirectional converter for recharge and following a suitable demand side man-
agement strategy, the vehicle can supply energy to the grid like any other storage system [35]. The main
drawback of this strategy is represented by the limited quantity of available electricity, which is strictly
dependent on the capacity of the installed batteries. In fact unlike “static” ESS, battery recharge is very
common in V2G because of the main use of the vehicle. On the other hand, using proper recharge oper-
ations at high power, a typical car could be recharged within 20–30 min. With present technology, this
is only possible when operating connected with a 400 V three-phase line sustaining currents of around
150–200 A. These kinds of recharge operations require accurate control of both electrical quantities and
main battery parameters; otherwise, the battery life may be very short or the battery might be seriously
damaged [36–37]. Moreover, the huge quantity of electricity necessary to recharge EV fleets is evident.
This last aspect is crucial and requires large investments in the power system infrastructure. Alternatively,
relatively small electric generators (some megavolt-amperes), for instance CHP, might be installed in the
vicinity of parking with the dual task of recharging batteries and providing heat to nearby buildings. An
interesting solution is represented by use of PV energy: large PV plants can be realized by exploiting the
surfaces of roofs of shopping centers or by creating covered parking.

3.7 Microgrids
With the advent of DG and SG, power systems are moving toward a different scheme with a huge number
of reduced scale systems, called microgrids (MGs), interconnected by meshes of complex transmission
lines, whose nodes have a high level of intelligence. MGs could be interconnected among them at a
distribution line level [38–39].

Each MG is autonomous and includes electricity generators, energy storage, distribution lines, loads
and interfaces with the higher level grid called common coupling point (CCPs), where the higher level
grid is often referred to as the macrogrid. MG operates at low- and medium-voltage levels. This operation
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mode is known as “islanding.” CCPs include line frequency transformers and protection and intelligent
devices with communication capability (Figure 3.4).

This approach has several advantages. In fact, owing to the high modularity and local use of energy, it
simplifies the system; eliminates transmission losses; improves efficiency; provides active load control;
isolates MGs from foreign disturbances, failures and outages; and simplifies self-healing, thus increasing
the resilience of the overall system [40–41].

The quantity of energy generated in an MG usually corresponds to local demand, but the concept is
general and therefore it could be applied to wind farms or other similar systems, where most elements are
generators. Connections with higher hierarchical levels occur only to satisfy peak demands that cannot
be handled locally, to buy energy produced in other MGs, or to sell energy. Generators are supplied by
RESs, but in order to limit the drawbacks of RESs (energy fluctuations and daily variations), they are
integrated with fuel-based generators, typically TG eventually supplied by biomass, or CHP systems
(Figure 3.5).

In the future fuel cells could replace integrated thermal power plants but nowadays their cost is
prohibitive.

Distribution line

Figure 3.5 Example of microgrid
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The use of no-RES generators depends on the level of intelligence of the system, its predictive capa-
bility and the location of the MG. Typical TG generators reach their full power within a few seconds,
and hence they might be operated on a prediction basis, thus supplying electricity only when RESs are
not sufficient to cover peak demand or during the night and more generally during periods with limited
sunlight or wind due to adverse weather conditions. This could allow the use of “foreign” energy to be
avoided or limited to exceptional circumstances [42].

In order to ensure stable operations and the necessary power quality, energy storage systems must be
included in an MG. Their quantity and dimensions depend on several factors, including the number and
type of loads, the quality of energy available in the MG and the possibility of operations tightly connected
with the grid.

3.8 Smart Grid Issues
Connecting RESs with the grid and managing a MG or a SG may become a challenging task if the number
of generators and users is very large and their power quality and/or that of the grid is not high. Therefore,
optimal operations can be achieved only by addressing stability and reliability issues. Moreover, the
intrinsic nature of DG imposes flexibility and expandability.

Dynamic perturbations caused by interactions among fluctuating power sources and variable loads
often lead to instabilities, which, if not adequately controlled, might cause failures and blackouts. These
situations can be reduced by introducing large storage systems and in a well-designed MG, they are
intrinsically less frequent and easier to manage. Instability should be taken into account while designing
power system and power converters in order to either eliminate it at source or mitigate its effects.

Suitable protection policies and control algorithms can be implemented using both HW and SW, elim-
inating the risk of network instabilities and failures of power sources or power converters. This approach
requires real-time sensing of output quantities (voltage, current, frequency) and, eventually, fast breakers
capable of real-time disconnection of elements from the grid, thus preserving its integrity. Well-designed
inverters can intrinsically avoid the injection of additional energy in an already unstable system and,
in some circumstances, operate similar to that of a STATCOM or a Unified Power Factor Controller
(UPFC). For instance, they can provide active and reactive power. Such systems usually adopt PLL
techniques (already listed in an earlier section) and zero-crossing grid voltages detection (ZCD) imple-
mented through a group of combined filters coupled with a nonlinear transformation. The latter approach
may be negatively influenced by poor power quality determined by electromagnetic interferences (EMIs)
and other disturbances, such as random voltage sags, swell and dips, which may lead to erroneous trigger-
ing and time delays. These drawbacks can be mitigated using appropriate design techniques and filters.

STATCOMs and UPFC, eventually coupled with supercapacitors, are typical power converters specific
for dynamic stabilization.

Instabilities caused by long-term fluctuations or other disturbances as well as by the effects of remote
failures can only be managed through the availability of energy storage systems (e.g., batteries) and
converters with appropriate capability, and, if this is not successful, through the use of hydropump plants
or, at worst, disconnection.

Wide-area situational awareness (WASA) systems integrate technologies for effective power system
management and monitoring. They represent one of the key functions of SGs, since they provide relia-
bility, security and interoperability among so many interconnected systems and devices. Synchrophasors
are counted as new wide-area measurement technologies. Their primary task is to measure the different
portions of the power system and to put these measurements on the same time basis, enabling a view of
the whole power system at the same time and thus simplifying the comparison of different portions of
the power system in real time.
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Reliability is another important requirement in DG and SGs. Similar to other fields, it can be achieved
by adopting best practices during design and realization of single elements and of the whole power
system. The availability of a network of sensors and actuators, typical of SG, is commonly exploited
for implementation of early prediction, fault detection and diagnosis. Power converters and the other
intelligent systems connected with an SG usually include sensors and feedback control, and therefore
they embed self-protection mechanisms and, eventually, self-healing.

In conclusion, DG and SGs intrinsically address the problems of energy flow optimization, flexibility
and expandability. However, these performances can be greatly improved by using new HW systems as
well as sophisticated and high-performance SW techniques capable of addressing the high complexity of
the problem. For instance, the approach based on smart agents, recently proposed for control and manage-
ment of SGs, reduces problem complexity by splitting the complex system into many simpler elements
(agents) and defining a set of behavioral rules. Other ongoing researches use different approaches to
reach the expected results.

3.9 Active Management of Distribution Networks
Active networks (ANs) consist of local areas with full integration, at control level, of distributed genera-
tors, network devices and customers, with the aim of balancing the electrical energy supply and demand,
thus obtaining a better utilization of the available energy and more reliable operation. This enhances over-
all performance, offering new system services such as flexible voltage regulation, optimized power flow
paths, congestion management, fault isolation, situational awareness, outage management, distribution
automation, distribution management, asset management, smart metering, demand response manage-
ment, management of other individual customers, and full network security [43–45].

ANs could be defined at an MG level, or in the case of high complexity, an MG could include a distinct
AN area.

By virtue of the extensive use of ICT and an advanced metering infrastructure, the distribution
network fully connects (power + data paths) suppliers, distributed system operators (DSOs) and
customers; hence, ANs permit full coordination among generators, voltage regulators, reactive power
compensators, on-load tap changers, loads and all other network devices. The information exchanges
are used both for network management, thus to ensure optimum operations and a high level of security
and for sophisticated billing management, thus for full exploitation of energy market operations
[46–50].

This approach allows significant advantages in terms of efficiency of the power system and better
utilization of physical infrastructure, in particular the distribution lines, resulting in a reduction or deferral
of network investments. Some researches have demonstrated the economic benefits deriving from active
management as compared with traditional network reinforcement strategies.

Ongoing research projects on the management concepts of ANs are focused on the resolution of inter-
connection issues of DGs. At the entry-level stage, AN management consists of monitoring and remote
control of DG. At the intermediate stage, it permits the optimum allocation of a significant amount of
DG, once the local and global services and trading issues have been defined. Full exploitation of ANs
relies on overall network management.

However, due to the huge investments, new market rules are still required in order to balance the eco-
nomic contribution among players in order to achieve government targets for the utilization of renewable
sources and to offer economic benefits to DNOs. Therefore, in most countries, the present situation can
be considered far from full exploitation of the current technical possibilities.
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3.10 Communication Systems in Smart Grids
The communication infrastructure connecting energy generation, transmission, distribution systems and
consumption points is an essential component for the development of an SG and to ensure full operations,
security, reliability, flexibility, response demand management and other important features. The adopted
technologies are fully digital, thus enabling data digitization, intelligent self-awareness and increased
reliability.

SG communication infrastructures can be public or private. Public networks like the Internet and the
2G, 3G and 4G mobile networks are excellent and are at low cost, but due to the existing communications,
their use may lead to several problems. Among them the most evident are the difficulty of achieving effec-
tive real-time and reliable communication and security issues. These issues can be addressed by defining
suitable virtual private networks (VPNs). Power distribution lines themselves act as communication
carriers by using Power Line Communication (PLC) technology, coupled with a combination of wired
and wireless technologies, thus creating a complex but reliable communication infrastructure [51].

Due to the complexity and critical nature of problems, standardization of HW and SW communication
technologies specific for SG applications is fundamental for successful operations.

The selection of a suitable communication architecture is subject to many challenging technical restric-
tions regarding the needs of bidirectional and real-time communications, interoperability between appli-
cations and reliable communications with low latencies and sufficient bandwidth [25]. Bandwidth, speed
and real-time requirements depend on the specific application; for instance, billing information requires a
very low bandwidth, while fast information exchanges are fundamental for early prevention of or system
recovery from outages. Moreover, high system security has to be ensured to prevent cyber attacks and to
provide power system stability and reliability.

A first element in the design of an SG communication infrastructure is the consideration of the system’s
scalability, as this greatly simplifies the system design, operations and maintenance.

Another fundamental element is usability, which can be easily achieved by using common interfaces
such as a Web server, which is easily reachable and configurable using traditional and widely known
browsers at SW level and widely diffused interfaces and protocols (e.g., Ethernet, Wi-Fi, ZigBee) for
interconnection of nodes. However, due to security issues, they require some enhancements over general
purpose applications.

Interoperability, that is, the ability of SG components to work cooperatively, exchanging information
is another requirement. This requires adoption of some standards across the communication network.

There are two IEC standards (61970–301 and 61968–11) that are capable of describing different com-
ponents and their interrelationships within a hierarchical architecture. Moreover, the IEC 61850 standard
aims to improve the interoperability between Intelligent Electronic Devices (IEDs) for substation automa-
tion systems, while the IEEE P2030 standard provides interoperability between the electric power system
(EPS) and customer-side applications, and the ANSI C12.22 standard is for communication modules and
smart meters [19].

Quality of service (QoS) is another important requirement. Performance degradation such as delays
or outages may compromise stability; therefore, QoS mechanisms must be provided to satisfy commu-
nication requirements. Usually they include specifications such as average delay, jitter and connection
outage probability. To derive the QoS requirement, it is important to describe the probabilistic dynamics
of the power system needed to evaluate the impact of different QoS specifications on the SG system and
to derive the QoS requirement from the corresponding SG system.

In both wired and wireless networks, a very important problem is the availability of robust routing
infrastructures, which are fundamental for reducing the influence of the above problems. Hybrid routing
protocols that combine local agility with centralized control are still under development.
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Other problems are the remote location of nodes, requiring very low-power electronic devices and
lossy environments, where the presence of high interference requires adaptive and reconfigurable network
operations.

Communications can be divided into three distinct categories or layers [19]:

• Wide area networks (WANs)
• Field area networks (FANs)
• Home area networks (HANs).

The three main tiers that are located between these three networks are the core backbone, back-haul
distribution and access point.

The communication between back-haul aggregation points and the core backbone utility center is
carried over different types of communication networks, such as star networks and fiber or wireless
networks. In the following, a brief description of transmission categories is given:

• WANs provide high-bandwidth communications between electric utilities and substations for sens-
ing, monitoring and control of the SG. Cellular networks, WiMAX and wired communications can
be used for WAN, but fiber and microwave communications are preferred for their higher band-
width and reliable communications. PLC is also possible but with reduced bandwidth [54]. Wired
communications are better from a security point of view because of their intrinsically low possibility
of cyber attacks.

• FANs act as bridges between customer premises and substations. Wireless communications such as
Wi-Fi, WiMAX and Radio Frequency (RF) mesh technologies are suitable for FAN communications.
Smart meters, advanced distribution automation and integration of distributed energy resources are
some of the areas of application of FANs.

• HANs are connected with FANs by smart meters. HANs are low bandwidth and support commu-
nications among home electrical appliances and the smart meter. Many functions are implemented
on HANs: smart metering, customers’ information about their own consumption and electricity mar-
ket opportunities (e.g., prediction of energy cost during the day) for optimum load management and
communication with the FAN if the customer produces energy, for instance, with PV panels. Many
interesting functions will be available in the future at HAN level for implementing intelligent load man-
agement. ZigBee, Wi-Fi, HomePlug, Z-wave and M-Bus are suitable for the HAN category. ZigBee
has the ability to operate in a mesh network topology, which offers some advantages; that is, some
devices in a ZigBee mesh can remain in sleep mode when they are not active in the network, which
results in energy conversion. Wi-Fi cannot support mesh networking and is more expensive and more
energy hungry. On the other hand, Z-wave is an interference-free wireless standard that is specifically
designed for the remote control of appliances and widespread for HANs.

3.11 Advanced Metering Infrastructure and Real-Time Pricing
Smart metering and advanced metering infrastructures (AMIs) are fundamental in SGs. They create
a bidirectional communication channel between provider and user, thus allowing cooperation among
remote advanced sensors, monitoring systems and all computers, SW and data management systems
available in a modern smart home connected with the SG, thus allowing consumers’ participation in the
energy market. The AMI includes a meter data management system (MDMS), located at FAN level, nec-
essary for handling the huge amount of data and managing the raw data, creating meaningful information
and messages for customers and assisting them in using energy intelligently. The same infrastructure can
be used for managing information generated by different technological networks, such as electricity, gas,
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water and – if in the vicinity of a CHP thermal plant – heating. The most known advantage of AMI is that
customers can participate in the energy market by changing their energy consumption instead of being
passively exposed to fixed prices, resulting in profits for both service providers and end-users, but it also
ensures the best SG performance (Figure 3.6) [55].

AMI can use different communication technologies, whose choice depends on the number of customers
and the coverage per area, the availability of Internet connection, the scalability, the required data rate
and expected communication delay, the expected energy efficiency and so on.

Low latency and high bandwidth are essential for some AMI critical applications, such as recovery
from remote failures or elimination of incipient failures detected early, thanks to the available sensors
network. PLC is widely diffused in urban areas, but may be insufficient for some real-time applications
requiring bandwidths up to 100 kbps per device. The availability of optical fibers could solve the problem
while increasing the number of services, too. Instead, RF meshes, GPRS and other cellular transmissions
are the only viable technology to connect low-density areas. Therefore, in rural areas, smart meters are
connected with MDMS by using wireless communications.

In order to successfully implement home energy management (HEM), consumption data gathered from
each appliance are measured and transferred to a data concentrator, which could be the smart meter itself.
Hence, data can be used locally to inform customers about their consumption behavior or for their active
control and are also sent to the utility company for accounting and to enable remote response demand
management. As already pointed out, ZigBee is currently considered an excellent solution for HEM
networks. HomePlug and Bluetooth technologies could also be considered, but their cost is not dissimilar
to that of ZigBee, while their performances are often lower (Figure 3.7).

3.12 Standards for Smart Grids
Full standardization of DG and SG devices and protocols is necessary to guarantee proper operations
with high efficiency, reliability and security. Indeed, efficient and reliable operations can be achieved
only by adhering to standards.
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Because of the complexity and the wide spectrum, numerous distinct standards have been proposed
and often revised to fit with the new developments for SG while others are under study.

Important standards with regard to the characteristics of DG and SGs are IEEE 1547, IEC 61850-7-420,
IEC 61400–25, IEEE 1379, IEEE 1344 – IEEE C37.118 and IEEE 519.

IEEE 1547 is the standard for interconnection of distributed energy resources (DERs) and was pub-
lished in 2003. It gives a set of criteria and requirements for the interconnection of DG resources into
the power grid. Currently, there are six complementary standards designed to expand upon or clarify the
initial standard, two of which are published, while the other four are still drafts.

IEC 61850-7-420 represents the standard related to communication and control interfaces for all DER
devices. This standard defines the information models to be used in data exchange among DERs, which
comprise DG devices and storage devices, including fuel cells, microturbines, PVs and combined heat
and power. Where possible, it utilizes existing IEC 61850-7-4 logical nodes and defines DER-specific
logical nodes where needed. Such standards allow significant simplifications in implementation, reduc-
tion of installation costs, sophisticated market-driven operations and simplification of maintenance, thus
improving the overall reliability and efficiency of power system operations.

IEC 61400–25 defines the communication needed for monitoring and control of wind power plants.
It is a subset of IEC 61400, a set of standards for the design of wind turbines. The standard allows
control and monitoring of information from different wind turbine vendors in a homogeneous manner.
The information is hierarchically structured and covers, for example, common information regarding
the rotor, generator, converter, grid connection and the like. It covers all components required for the
operation of wind power plants including the meteorological subsystem, the electrical subsystem and the
wind power plant management system.

IEEE 1379 is the recommended practice for data communications between remote terminal units and
intelligent electronic devices in a substation. This standard, published in 2000, provides a set of guide-
lines for communications and interoperations of remote terminal units (RTUs) and intelligent electronic
devices (IEDs) in a substation. It does cover two widely used protocols for Supervisory Control and Data
Acquisition (SCADA) systems: IEC 60870–5 and DNP3.
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IEC standard 60870–5 deals with telecontrol, teleprotection and the associated telecommunications
for electric power systems. It provides a communication profile for sending telecontrol messages between
two power substations and defines operating conditions, electrical interfaces, performance requirements
and data transmission protocols.

DNP3 (Distributed Network Protocol) is a set of communication protocols used between components
in process automation systems. Recently, IEEE adopted DNP3 as IEEE standard 1815–2010 in 2010
and then modified it in the present standard 1815–2012.

Standard IEEE C37.118 is the current standard for measurement systems of synchronized phasors [56].
Synchronization is fundamental for ensuring proper operations and for eliminating potential faults and
failures. A phasor measurement unit (PMU), which can be a stand-alone physical unit or a functional unit
within another physical unit that estimates an equivalent synchrophasor for an AC waveform, is intro-
duced. The total vector error compares both the magnitude and the phase of the PMU estimate with the
theoretical phasor equivalent signal for the same instant of time. It provides an accurate method for eval-
uating the PMU measurement and establishes compliance requirements under steady-state conditions.
The latter define the levels for phasor frequency, magnitude and angle measurements, harmonic distor-
tion and out-of-band interference. It is worth noticing that IEEE C37.118 does not establish compliance
requirements under dynamic conditions or other tests during which the amplitude or frequency of the
signals varies, even if several dynamic tests are described in this standard.

IEEE 519 establishes the limits on harmonics amplitudes for currents and voltages at the PCC or at the
point of metering in an EPS. The limits assure that the electric utility can deliver relatively clean power
to all customers and protect its electrical equipment from overheating, avoid loss of life from excessive
currents harmonics and prevent excessive voltage stress because of excessive voltage harmonics.

IEEE P2030 deals with interoperability of energy technology and information technology operation
with the EPS and customer-side applications. It is responsible for bidirectional data transfer for electricity
generation and reliable power delivery.

IEC 62351 is a standard for cyber security and protection of communication protocols from hackers’
attacks.

Other standards have been defined for communications in WANs, FANs and HANs, for example,
G3-PLC, HomePlug, PRIME, U-SNAP, IEEE P1901, Z-Wave, IEC 61970 and IEC 61969 and IEC
60870–6.

Finally, V2G operations are regulated by SAE J2293, which provides the requirements for EVs and
electric vehicle supply equipment and SAE J2836 with regard to the communication between plug-in
electric vehicles (PEV) and power grid, while SAE J2847 is specific for communications between PEVs
and grid components.

In conclusion, numerous international standards regulate almost all aspects of DG systems and SGs,
thus obliging equipment producers and users (service providers, generator builders and final users) to
fulfill standard requirements to guarantee smooth and correct operation of the whole SG.
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4.1 Introduction
Rapid development in power semiconductor technology is one of the driving forces behind the dramatic
growth of the power electronics field. There is no doubt that traditional silicon technology dominates all
types of devices, in applications ranging from tiny transistors in mobile and smartphones to 100–200 mm
sized power transistors and thyristors in grid applications such as high-voltage direct current (HVDC)
transmission. Silicon technology has established itself in this dominant position because of a mature
manufacturing process, which results in power devices with application-suited parameters at a reasonable
cost. It is very hard to imagine a situation in which devices made of any wide-bandgap (WBG) material
can replace silicon power devices in low-cost applications, such as standard switch-mode power supplies
or general-purpose industrial motor drives. The situation may be different in applications where specific
device properties become more important than the cost. However, silicon devices are still improving
despite the common opinion that this technology has reached its physical limits. The never-ending devel-
opment of silicon technology can be illustrated by a multitude of examples. These include low-voltage
metal-oxide semiconductor field-effect transistors (MOSFET)s reaching the on-state resistances of single
mΩ, superjunction MOSFETs with breakdown voltages close to 1 kV with reasonable figures of merit
(on-state resistance× gate charge), and insulated gate bipolar transistors (IGBTs) with improved thermal
properties (maximum junction temperature of 175 ∘C).

At the same time, a big step has been made in silicon carbide (SiC) power electronics from being a
promising future technology to being a potent alternative to state-of-the-art silicon technology in applica-
tions in which high efficiency, high frequency and high temperature are required. The reasons for this are
that SiC power electronics may offer better performance: higher voltage ratings and lower voltage drops,
higher maximum temperatures and higher thermal conductivities. Today, several manufacturers have both
the knowledge and technology to process high-quality transistors at cost levels that facilitate the intro-
duction of new products in applications where the benefits of the SiC technology can provide significant
system advantages. The additional cost of the SiC transistors in comparison with their Si counterparts is
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Figure 4.1 40 kVA SiC inverter (300× 370× 100 mm) shown together with a copy of the IEEE Industrial Electronics
Magazine [1]

today seriously smaller than the reduction in cost or increase in value seen from a system’s perspective
in many applications. In all the cases mentioned earlier, the SiC transistors are unipolar devices, such as
junction field-effect transistors (JFET), MOSFET and bipolar junction transistors (BJT). At first sight the
BJT appears to be a bipolar device. From experiments, however, it is found that presently available 1.2 kV
SiC BJTs have properties very close to unipolar devices. At turn-on and turn-off, very small amounts of
charge have to be injected and extracted, respectively. The reason for this is that the doping levels of
1200 V SiC transistors are so high that any considerable carrier injection is superfluous for the conduc-
tion mechanism. It is likely that true bipolar devices will be necessary for voltage ratings beyond 4.5 kV.
The high-voltage high-power area in applications such as HVDC transmission seems to be an excellent
field of application for IGBTs and BJTs in SiC, as very high number of series-connected devices would be
necessary to withstand the system voltages. However, since the trend in voltage source converter (VSC)
based HVDC is focused on modular converters, the need for devices with voltage ratings over 10 kV is
not certain. The problem may be the relatively high voltage drop because of a SiC built-in potential of
more than 3 V. In addition, since the fabrication of SiC IGBTs is far more complex than, for instance,
that of an SiC JFET or BJT, it makes sense to first fully exploit the benefits of these devices. It is possible
to build switch-mode inverters in the 10–100 kW range with high efficiencies (in excess of 99.5%). A
fitting example may be a 40 kVA three-phase inverter built with 10 paralleled SiC JFETs on each switch
position, shown in Figure 4.1. Reduced on-state resistances below 10 mΩ together with fast switching
result in an efficiency of approximately 99.7%.

Finally, it must be noticed that devices made of another WBG material – gallium nitride (GaN) – has
offered a voltage range up to 600 V. The advantage is that the fabrication cost is not that high in com-
parison with SiC transistors. At the same time, the parameters of the GaN unipolar devices outperform
their silicon counterparts and may be interesting alternatives. But still many issues have to be solved to
consider GaN power devices in well-established technology.

4.2 Silicon Power Transistors
As a background to the description of WBG semiconductor power transistors, a brief overview of
state-of-the-art silicon-based power transistors is given. The presentation is focused on MOSFETs and
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IGBTs because these two types of power transistors match the currently available WBG semiconductor
power transistors with respect to voltage and power ratings. High-power devices such as thyristors and
integrated-gate commutated thyristors (IGCTs) are not considered.

4.2.1 Power MOSFETs

The MOSFET was first described by Hofstein and Heiman in 1963 [2]. The operation of this device
relies on the formation of a thin insulating oxide layer on top of the silicon surface. If a metallization is
deposited on top of the oxide layer, the conductivity of the silicon beneath the oxide can be controlled
by applying a voltage to the metallization on the surface of the oxide layer. If the silicon beneath the
oxide layer is of p-type, a positive voltage on the metallization attracts electrons to the p-type silicon
beneath the oxide. If a sufficient quantity of electrons is attracted, the p-type silicon appears to be an
n-type material. This phenomenon can be used to create an n-type conduction channel through a p-type
region. Then, the conduction channel can connect two n-type regions on each side of the p-type region
beneath the oxide layer. The basic structure of a typical vertical power MOSFET is shown in Figure 4.2.

If a positive voltage is applied across the drain and source terminals in Figure 4.2 (with the higher
potential on the drain terminal), the current through the channel can be controlled by means of the gate
voltage; the higher the voltage, the higher the current. For gate voltages below a certain threshold voltage
(about 5 V), the current is blocked because a sufficient amount of electrons cannot be attracted to the
p-region below the oxide layer. For high values of gate voltage, the current saturates to a value determined
by Rds(on), that is, the resistance from the source to drain when the device is saturated. Note that this
conduction mechanism relies entirely on the drift of the majority carriers, which means that no dynamic
effects are as such associated with the conduction mechanism. In order to charge the gate, however, a
sufficient amount of charge has to be provided. This charge transport requires a certain time, both at
turn-on and turn-off, but this period can be chosen with the gate driver design.

In the conduction state, the device is saturated with an on-state resistance Rds(on). The value of Rds(on)
depends on the conductivity of the various regions in the structure and on the total cross-sectional area
of the current flow from drain to source. In this context, it must be stated that the conductivity of the n−
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Figure 4.2 Basic structure of a vertical power MOSFET
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drift region depends on the voltage rating of the device. For high blocking voltages, the doping must be
low in order to keep the electric field in the depletion layer below the maximum allowable value. When
the doping level is reduced, the conductivity of the material is also reduced. In addition, the depletion
layer extends further down in the structure, which means that the thickness of the n− drift region must
be increased. The combination of reduced conductivity and increased distance gives a dramatic increase
in Rds(on) if the voltage rating of the device is increased. As a rule of thumb, Rds(on) is approximately
proportional to the voltage rating to the power of 2.5. For voltage ratings above 300 V, power transistors
other than the standard MOSFET are preferred.

In order to increase the maximum useful blocking voltage of MOSFETs, the superjunction MOSFET
was introduced by Deboy et al. in 1998 [3]. The new structure is shown in Figure 4.3. This design
permits much lower values of Rds(on) than those of a standard MOSFET for voltage ratings above 300 V.
For a 600 V design, Rds(on) may be more than three times lower than for a standard power MOSFET.
For higher blocking voltages, the reduction in Rds(on) is even higher. Voltage ratings up to 900 V are
presently available.

The basic idea behind the reduction in Rds(on) is a p− column that penetrates deep into the structure
from the p-body. This arrangement is often referred to as superjunction. The donors of the n− drift region
are compensated by acceptors in the p− column. With effective compensation, the vertical electric field
is almost constant throughout the drift region, which means that the total voltage when integrating the
electric field through the drift region will be significantly higher than for a standard power MOSFET,
where the maximum field is only found in a single point (theoretically). The compensation is only effec-
tive if the doping of the p− column can be accurately controlled. The fabrication process is, therefore, a
significant technological challenge, especially if structures with a finer pitch are desired.

4.2.2 IGBTs

In the late 1970s, the very good switching properties of the power MOSFET-stimulated researchers to
locate modifications in the power MOSFET would permit higher blocking voltages without significantly
increasing the on-state voltage drop. The key to this development was conductivity modulation, which
means that the conduction process involves not only electrons as in an n-channel power MOSFET but
also holes. For this modulation to take place, a highly doped p+ region, which would inject the necessary
holes into the structure, had to be added. In 1980, Becke and Wheatley filed a patent [4] describing the
structure which today is called the IGBT. Basically, the IGBT is just a MOSFET with a highly doped p+
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region added outside the drain of a power MOSFET. The first description of the benefits of the IGBT was
presented by Baliga et al. [5]. Here, the n+ drain from the power MOSFET had been replaced with the p+

collector. The first commercial devices, however, re-introduced a more highly doped n-region between
the collector and the drift region. This was called the buffer layer, and because this region effectively
stopped the electric field the resulting device structure was later called a punch-through (PT) IGBT. The
reason for re-introducing the buffer layer was to prevent the activation of a parasitic thyristor in the
four-layered structure of the IGBT. The basic device structure of the PT-IGBT is shown in Figure 4.4.

As already indicated above, the IGBT is similar to the power MOSFET both with respect to con-
duction and switching. By controlling the gate voltage, the n-channel through the body region could
be controlled in the same way as in the power MOSFET. An important difference, however, is that the
conduction process also involves minority carriers injected from the collector into the lowly doped drift
region. The process of generating the high level of charges in the drift region introduces a new dynamic
property of the device structure because it takes a finite time to build up the charges. As a consequence,
the saturation voltage in the on-state is only reached after a certain forward recovery process, and
during turn-off it may have a considerable tail current. These effects have been described in numerous
publications, for instance [6].

In 1988, Tihanyi introduced the non-punch-through (NPT) IGBT [7]. Owing to the absence of the
buffer layer, the drift region of the NPT-IGBT must be thicker than for a PT-IGBT with the same blocking
voltage in order to accommodate for the depletion region in the blocking state. This is of course not a
benefit, but the on-state voltage drop does not necessarily have to be higher because the thickness of the
substrate can be thinner for the NPT-IGBT. One benefit of the NPT-IGBT is the increased controllability
of the manufacturing process compared to the PT-IGBT. As a result of this, the latch-up problem could
also be solved without the need for a buffer layer. Another difference with the NPT-IGBT compared to
the PT-IGBT is that the NPT-IGBT has a lower carrier plasma density on the collector side and a higher
carrier lifetime. This means that the tail current is lower in magnitude but has a considerably longer
duration. This may be a drawback in soft switching applications [6]. The basic device structure of the
NPT-IGBT is shown in Figure 4.5.

Later, this type of IGBT was developed for ever higher voltage and current ratings, and for several
years IGBTs with voltage ratings of up to 6 kV have been available. These devices typically have bipolar
characteristics with significant conductivity modulation lags and tail currents. The high-power devices
are also available in presspack modules, where bond wires and solderings are avoided in order to increase
the reliability of the device.

Many modern IGBT designs make use of a trench gate [8]. The main objective of the trench-gate
structure is to increase the carrier plasma density on the emitter side of the n− drift region. If this is
achieved, the voltage drop across the drift region can be reduced [9]. At first sight this may seem problem-
atic, since an increased carrier plasma density could be associated with an increased tail current during
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turn-off. From experience, however, it is found that this is not a significant problem. On the contrary,
the plasma on the collector side dominates the influence on the tail current. Especially (but not only)
for high-voltage designs, trench-gate IGBTs have been successfully commercialized due to their low
on-state voltage drop, good switching performance and good non-latch-up property. In Figure 4.6, the
basic structure of a trench-gate IGBT is illustrated.

As already mentioned, the NPT-IGBT requires a comparably thick n− drift region because of the tri-
angular electric field shape. This means that there is the potential to reduce both the on-state losses and
switching losses if the drift region can be made thinner. By implementing a field-stop layer below the p+

emitter, the field can be stopped without influencing the p+ emitter [10]. In this way, a more trapezoidal
electric field shape is achieved, which results in a reduction in thickness of approximately one-third. It
is essential that the field-stop layer has a low dose, such that the comparably low doping of the NPT
p+ emitter can be maintained. Otherwise, the magnitude of the tail current could increase. Today, the
field-stop technology is state of the art, often in combination with trench-gate structures. Sometimes,
also an integrated antiparallel diode is implemented by modifying the structure at the collector side.
All these new devices have both low on-state losses and low switching losses. As such, they are serious
competitors to all new WBG power transistors.
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4.2.3 High-Power Devices

Although high-voltage IGBTs can be designed for very high-power devices by the parallel connection
of multiple chips, the truly tailor-made power switch in this field is the IGCT. This makes significantly
better use of the silicon area than the high-voltage IGBT because the IGCT is a whole-wafer component
where the edge terminations constitute only a tiny fraction of the area, whereas in high-voltage IGBTs
the edge terminations considerably reduce the effective silicon area with chip sizes of approximately
12 mm times 12 mm. The IGCT is a refined development of the gate turn-off thyristor (GTO), where an
optimized gate driver is integrated with the thyristor. The IGCT exhibits the following characteristics
when compared with those of the GTO [11]:

• Reduced on-state and turn-off losses by the minimization of the silicon thickness.
• Eliminated need for dv/dt snubber.
• Reduced gate-power requirements, especially during conduction.
• Dramatically reduced storage time at turn-off (from 20 μs to 1 μs).

Altogether, the IGCT is close to the ultimate power switch and it is therefore suitable for various
high-power applications. The only thing that can be put against the IGCT is that it is an inherently slow
power switch. This is a result of an optimization of the conduction losses. From an application viewpoint
it is also questionable whether fast switching speeds are desirable, because this would result in additional
stresses on the insulation systems of the surrounding equipment (Figure 4.7).

4.3 Overview of SiC Transistor Designs
The combination of great quality improvement in the SiC material [12] together with excellent research
and development has resulted in a breakthrough in the design and fabrication of SiC devices. This has
paved the way for a strong commercialization of SiC switch-mode devices [12, 13]. Nevertheless, the
SiC device market is still in an early stage, and, today, the majority of available SiC transistors (the JFET
[13, 14], the BJT [15] and the MOSFET [16, 17]) are still not in mass production. Despite the visible
downward trend, the cost of these components is still higher than their silicon counterparts. In addi-
tion, currently available discrete devices are only suitable for low-power applications because of the low
voltage and current ratings of these SiC devices. In particular, voltage ratings in the range of 1200 V and
current ratings of few tens of amperes are available. Regardless of the type of SiC transistor, the driver
counts as a vital part when the devices operate in a power electronics converter. The driver requirements
differ among devices and they should be designed in such a way that they ensure reliable operation.
Finally, it is also worth mentioning the research progress on the SiC IGBT [13].
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4.3.1 SiC JFET

The first attempts to design and fabricate an SiC JFET were made in the early 1990s, when the main
research issues were dealing with design optimization in order to realize high-power and high-frequency
SiC devices [18]. It was during these years that a few research groups started mentioning the advantageous
characteristics of the SiC material compared to Si [19, 20]. These early SiC JFETs, however, suffered
from comparably low transconductance values, low channel mobilities and difficulties in the fabrication
process [19, 20]. Both the improvement in the SiC material and the development of 3′′ and 4′′ wafers over
the last decade have contributed to the fabrication of the modern SiC JFETs [13], and it was in around
2005 when the first prototype samples of SiC JFETs were released.

One of the modern designs of the SiC JFET is the so-called lateral channel JFET (LCJFET), as shown
in Figure 4.8.

The drain current can flow in both the positive and negative directions depending on the external voltage
applied, and it is controlled by a buried p+ gate and an n+ source p–n junction. This SiC JFET is a
normally-on device, and a negative gate–source voltage must be applied in order to turn the device off.
By applying a negative gate–source voltage, the channel width is decreased due to the creation of a
certain space charge region and a reduction in the current is obtained. Below a certain negative value of
the voltage applied to the gate–source junction no drain current can flow. This gate–source voltage is
named the “pinch-off” voltage. The range of the pinch-off voltages of this JFET type is usually between
−16 V and−26 V. Another important feature of this structure is that the p+ source side, the n− drift region
and the n++ drain form the antiparallel body diode. However, the forward voltage drop of the body diode
is higher compared to the on-state voltage of the channel [13, 21] at rated (or lower) current densities.
From an on-state power losses point of view, the use of the channel is preferable for negative currents.
Thus, the body diode may only be used for safety for short-time transitions [22]. This type of SiC JFET
was released by SiCED (Infineon Technologies) a few years ago.

The second commercially available SiC JFET was the vertical trench JFET (VTJFET) (released in
2008 by SemiSouth Laboratories) [23, 24]. A cross-sectional schematic of its structure is shown in
Figure 4.9. The SiC VTJFET can be produced either as a normally-off (enhancement-mode vertical
trench JFET, EMVTJFET) or as a normally-on (depletion-mode vertical trench JFET, DMVTJFET) tran-
sistor. The difference in the device characteristics is made by the change in the vertical channel thickness
and the doping levels of the structure. A negative gate–source voltage is required in order to keep the
normally-on depletion-mode JFET in the off-state. On the other hand, a significant gate current (approx-
imately 200 mA for a 30 A device) is necessary for the normally-off enhanced-mode JFET in order to
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keep it in the conduction state. The value of the pinch-off voltage for the DMVTJFET is negative (in the
level of −6 V), while the value of the pinch-off voltage for the EMVTJFET is slightly positive, around
1 V. Comparing this type of SiC JFET with the LCJFET, the absence of the antiparallel body diode in
the DMVTJFET makes the LCJFET design more attractive in numerous applications. On the other hand,
an external, antiparallel SiC Schottky diode seems to very interesting solution for the VTJFET. Again,
this diode may only be utilized for short-time transients, which is similar to the internal diode of the
LCJFET. Except during these short-time transients, the reverse current should flow through the channel.
When VTJFETs are operating in parallel connection, the antiparallel SiC Schottky diode is an especially
attractive solution because the voltage drop across the transistors is lower than the threshold voltage of
the diode. It must be noted that a single diode would be adequate for all parallel JFETs due to the short
(<500 ns) conduction time of the diode.

Two more designs of SiC JFET were demonstrated, as depicted in Figure 4.10a and b [25]. The first
is a buried grid JFET (BGJFET), which is shown in Figure 4.10a. Both low-specific on-state resistance
and high-saturation current densities are achieved due to the small cell pitch of the BGJFET. However,
difficulties in the fabrication process may be considered a basic drawback of this design compared to
the LCJFET. Figure 4.10b presents the double-gate vertical channel trench JFET (DGVTJFET) design,
proposed by Denso [25], which combines the design characteristics of the LCJFET and the BGJFET.
In [25], it is claimed that fast switching performance can be achieved due to the low gate–drain capaci-
tance. Moreover, the small cell pitch and the double-gate control contribute to the low-specific on-state
resistance.

Toward the end of 2012, the commercially available SiC JFETs had voltage ratings of mainly 1200 V
and 1700 V. Current ratings of 48 A and 30 A for normally-on JFETs and normally-off counterparts,
respectively, were also available.

4.3.2 Bipolar Transistor in SiC

The SiC bipolar transistor is a normally-off device that combines both a low-saturation voltage (0.32 V
at 100 A cm−2) [15] and very fast switching performance. Figure 4.11 illustrates a typical cross-section
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of this device (NPN BJT). The cancelation of the base–emitter and base–collector junction voltages
results in very low-saturation voltage values. However, since the SiC BJT is a current-driven device, a
substantial continuous base current is required to keep the device in deep saturation. SiC BJTs of 1200 V
with current ratings in the range of 6–20 A and current gains higher than 70 were reported [26]. The
fabrication of SiC BJTs with improved surface passivation leads to current ratings of 50 A at 100 ∘C and
current gains higher than 100. A serious drawback is that the current gain is significantly dependent on
the temperature (is reduced by more than 50% when the junction temperature is increased by 250 ∘C).
Despite the base current requirement, SiC BJTs with a competitive performance in the kV range are
expected in the future.

4.3.3 SiC MOSFET

Research and development into the MOSFET in SiC was a challenging issue, especially when the fab-
rication and stability of the oxide layer is considered. Figure 4.12 presents a cross-section of a typi-
cal SiC MOSFET design, which is very attractive to designers of power electronic converters due to
the normally-off characteristic. Unfortunately, low channel mobility results in an increased on-state
resistance of the device, and thus additional conduction power losses also ensue. Moreover, the relia-
bility and the stability of the gate oxide layer and the body diode, especially over long time periods and
at elevated temperatures, have not yet been confirmed. Fabrication issues also contribute to the decel-
eration in SiC MOSFET development. However, the currently available SiC MOSFETs show a quite
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promising performance in terms of switching behavior and on-state resistance values. It is believed that
these devices will be massively produced in a first place by various manufacturers.

The first commercial SiC MOSFET was released during the end of 2010 by Cree, while other manufac-
turers (e.g., ROHM, ST Microelectronics) are also close to having their devices on the market [12, 16].
Currently, 1200 V SiC MOSFETs with current ratings of 20–48 A (on-state resistances of 80 mΩ and
160 mΩ) are also available, as well as 25 mΩ bare dies. Furthermore, SiC MOSFET chips rated at 10 A
and 10 kV have also been reported by Cree as a part of a 120 A half-bridge module [27]. The 10 kV SiC
MOSFETs offer very good performance than the state-of-the-art 6.5 kV Si IGBT, but the commercial-
ization of such a unipolar SiC device is not foreseen in the near future.

4.3.4 SiC IGBT

Owing to its excellent performance, the silicon-based IGBT dominates in many application fields for a
wide range of voltage and current ratings. The fabrication of a silicon n-type IGBT is started on a p-type
substrate, and such substrates are also available in SiC. Unfortunately their resistivity was found to be
unacceptably high, which prevents these components from being applied in power electronics converters
because of large conduction losses. Furthermore, the gate oxide layer issue also results in high chan-
nel resistivities. These problems have already been reported by many research teams, and it is believed
that such SiC devices will not be commercialized within the next 10 years [13, 28]. In contrast, even if
high-voltage SiC IGBTs are released into the market in the future, it is not clear that they will provide
power losses as low as a high-voltage SiC JFET (e.g., 3.3 kV SiC JFET). This may be an issue if con-
verters based on modular concepts (for instance modular multilevel converters – M2C) will be used for
high-voltage high-power applications [29].

4.3.5 SiC Power Modules

In order to facilitate the easy and compact design of main circuits for high-power converters with SiC
switches, power modules must be developed. Recently, a number of attempts have been made to achieve
both high current ratings and high temperatures. The highest current ratings presented so far are the
880 A SiC MOSFET module in [12] and the 800 A SiC MOSFET module in [13]. In [12], plans for
1600 A modules are also presented. Another interesting example is the 1200 V/770 A module shown in
Figure 4.13. This module is a half-bridge with 14 parallel normally-on SiC JFETs with a total current
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Figure 4.13 Photograph of the APEI power module

rating of 378 A. The module has been designed by APEI using SiC 85 mΩ JFET chips from SemiSouth
Laboratories.

4.4 Gate and Base Drivers for SiC Devices
The advantageous performance of SiC transistors, especially during the switching transients, may be
only utilized with suitable driver circuits. These circuits must be capable of providing rapid switching,
but should also be accompanied by optimized power consumption. In addition, operation at high tem-
peratures may also be important for these drivers due to the high-temperature capability of SiC devices.
Various driver circuits for SiC JFETs, SiC BJTs and SiC MOSFETs have been proposed since these
devices have begun to be available on the market, and selected concepts are presented in this section.

4.4.1 Gate Drivers for Normally-on JFETs

The normally-on SiC JFET is a voltage-controlled device, which is in on-state without any gate bias.
A negative gate–source voltage, lower than the pinch-off, must be provided in order to turn-off the drain
current. The pinch-off voltage varies between different designs: in the range of −16 V and −26 V for
LCJFET and around −6 V for DMVTJFET. The simplest method of the normally-on JFET driving is
the use of the standard totem-pole driver without a positive supply (see Figure 4.14a). When the upper
transistor is in the on-state the gate potential is the same as the source and the JFET is turned on, otherwise
the negative supply VEE turns the device off. The switching speed can be controlled by means of a gate
resistor RG. According to JFETs features, a slight positive voltage applied to the gate–source junction
during the on-state may reduce the device’s resistance by 10–15%. Thus, a positive supply of 2.5 V can
be added to the driver configuration in Figure 4.14a. An example of the switching performance of the
simple totem-pole driver is presented in Figure 4.15a, in which the turn-on process of the 1200 V/85 mΩ
JFET can be observed.

In order to ensure the safe operation of the driver, the negative supply voltage VEE should be chosen to
be lower than the pinch-off but higher than the reverse breakdown voltage of the gate–source diode. A low
margin between the pinch-off and the breakdown voltages in conjunction with the parameters’ spread of
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Figure 4.15 The turn-on process of the SiC JFET with (a) the simple totem-pole 2.5 V/−15 V driver, (b) DRC driver
(CS = 22 nF, RG = 10Ω, VEE = 30 V) – all 40 ns/div, 100 V/div/5 A/div

the first-released LCJFETs made the selection of the appropriate negative supply very hard. One of the
most popular gate drivers for the LCJFET was proposed in [30], which seems to be a very good solution
in order to overcome this problem. The main part of the driver (Figure 4.14b) is a parallel-connected
network with a diode DS, a capacitor CS and high-value resistor RS, while a gate resistor RG is connected
in series. The negative supply VEE may be lower than the reverse breakdown voltage of the gate–source
diode as the gate current is limited by RS. In order to keep the JFET in the on-state, the totem-pole supplies
0 V by shorting the gate to the source potential. However, when the device is expected to be turned off, the
totem-pole voltage jumps from zero to the negative supply. As a consequence, a current peak is supplied
to the gate of the JFET through the gate resistor RG and the capacitor CS. In the steady state, the voltage
drop across the capacitor CS equals the voltage difference between −VEE and the reverse breakdown
voltage of the gate. A small amount of the gate current flows through the resistor RS but the associated
power loss can be neglected as the current value is very low (a few milli-amperes). The switching speed
can be adjusted to any value by selecting a suitable value of the gate resistor RG and the capacitor CS.
An example of the switching waveforms of SiC JFET driven by the gate driver shown earlier is shown
in Figure 4.15b.

Despite the various advantages of the normally-on SiC JFET, a serious issue is that in case of the
power supply for the gate driver being lost a possibly shoot-through may destroy the device. Therefore,
a “smart” gate driver is required in order to deal with this problem in practical applications. A successful
example of a “smart” gate driver for normally-on SiC JFETs is the self-powered gate driver (SPGD),
which has been presented in [31]. It is basically not only a circuit solution to the shoot-through problem
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Figure 4.16 Detailed schematic (a) and the start-up sequence (b) of the self-powered gate driver [31]

(start-up process), but it is also able to supply the required power to the gate during steady-state operation.
A circuit schematic of the SPGD is shown in Figure 4.16a. The SPGD consists of two DC/DC converters:
start-up and steady-state converters. Both of these converters are connected in parallel to the normally-on
SiC JFET. It must also be noted that an optocoupler and an integrated circuit driver (IC driver) are also
necessary. The first isolates the controller signals from the gate driver circuit, while the IC driver is a
totem-pole circuit consisting of MOSFETs.

The start-up converter is basically a modified forward DC/DC converter. When the normally-on SiC
JFET (Jm) is subjected to a DC-link voltage, a shoot-through current is flowing and the energy of the
shoot-through current basically feeds the start-up converter and an adequately negative voltage Vsu is
supplied for a certain time in order to turn-off the main transistor Jm. The vital parts of this converter
are the auxiliary normally-on SiC JFET, Jaux, the high-turns ratio transformer T/F1, the diode D1 and the
output capacitor C1. Similar to Jm, Jaux is also turned off when the output voltage Vsu is more negative
than its pinch-off voltage.

The steady-state converter is a DC/DC flyback converter that converts the high-value blocking voltage
across Jm to a low and negative voltage Vss, which supplies the gate driver. The MOSFET with the inte-
grated controller is able to start operating when the drain-to-source voltage across it exceeds a certain
value. Thus, the steady-state converter also starts operating and supplies both the optocoupler and the IC
driver with a negative voltage. It is clear from Figure 4.16a that the IC driver only supplies the gate of
the main JFET Jm, while the gate of the auxiliary SiC JFET Jaux is directly connected to the output of the
converters. Thus, it means that Jaux is always kept in the off-state during the steady-state operation of the
gate driver, while Jm is controlled by the IC driver.

Figure 4.16b shows the start-up sequence of the SPGD. It is worth looking at the last trace in this figure,
where the gate–source voltage of the main SiC JFET Vgs,m is illustrated. This voltage equals the output
voltage of the start-up converter until t6, while after this time (when the steady-state converter has started
operating) it is equal to Vss. If it is assumed that after t8 the pulse-width modulation (PWM) operation
starts, it is clear that Vgs,m jumps from 0 to each negative value and vice versa.
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Figure 4.17 Measured gate–source voltage of the main SiC JFET, Jm (purple line, 10 V/div), drain–source volt-
age of Jm (dark-pink line, 200 V/div), shoot-through current IJm (green line, 10 A/div), short-circuit current flows
through Jaux, IJaux (yellow line, 10 A/div) and the sum of the shoot-through currents (light-pink line, 10 A/div; time-
base 10 μs/div) [31]

The SPGD has been tested on both a stand-alone test circuit and a half-bridge converter consisting of
two normally-on SiC JFETs, Jm1 and Jm2. Experimental results showing the performance of the SPGD
when it is employed on the stand-alone circuit is presented in Figure 4.17. In particular, this figure shows
the shoot-through currents Ijm and Ijaux which are cleared after approximately 20 μs, while the blocking
voltage of Jm is also illustrated. Finally, Figure 4.18 shows the performance of the SPGD when it is oper-
ating on the half-bridge converter. The time intervals where the start-up and the steady-state converters
are operating are clearly defined in this figure. It is also observed from Figure 4.18 that after a certain
time of steady-state converter operation, the PWM signal is provided and the switching process starts.

Figure 4.18 Measured gate–source voltage of the upper SiC JFET, Jm1 (pink line, 10 V/div), gate–source voltage
of the lower SiC JFET, Jm2 (yellow line, 10 V/div), shoot-through current IJm measured on the drain of Jm1 (green
line, 10 A/div) and on the drain of Jm2 (purple line, 10 A/div; timebase 10 ms/div) [31]
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Apart from the solution analyzed above, there are a few more solutions to the normally-on prob-
lem, which have been presented so far. A well-known solution is based on a cascode connection of
the SiC JFET with a low-voltage silicon MOSFET [32]. Thus, the normally-on SiC JFET performs as a
normally-off switch. However, a serious drawback of this solution is the additional voltage drop across
the MOSFET, while by introducing a silicon device high-temperature operation is prohibited. A second
solution that is specialized for VSCs has been studied in [33].

The protection scheme proposed in this paper is based on a linear regulator consisting of a normally-on
SiC JFET, which is connected to the DC link. During a shoot-through condition the protection scheme
is enabled, and an ultrafast converter supplies a negative voltage to the gates of the lower SiC JFETs
of the VSC. An external supply, however, is necessary to supply the steady-state power to the gates.
Another protection scheme for VSCs built with normally-on SiC JFETs has also been presented in [34].
The Si IGBT is connected in series with a relay while both are connected in parallel with a charging
resistor. Using this protection scheme, which is applied in the mid-point between the DC-link capacitors,
short circuits can be cleared within very short periods. However, the steady-state power to the gate drivers
of the SiC JFETs also needs to be externally supplied. A protection circuit for normally-on SiC JFETs
employed in a switch-mode power supply (SMPS) fed by the grid has been presented in [35]. In this
case, the inrush current during the start-up process is utilized in order to turn-off the JFET. Regardless
of whether the sinusoidal input voltage starts at zero or at any other value, the safe operation of the JFET
is ensured. As for most of the previous ideas described above, the drawback of an external power supply
for the gate driver under steady-state operation is also met in this case.

4.4.2 Base Drivers for SiC BJTs

The SiC BJT is a current-driven device, which requires a substantial base current during the on-state in
order to maintain the device in the saturation region. Then, owing to voltage drops cancelation (vBE and
vBC), a collector–emitter voltage is significantly lower than the built-in voltage of the SiC P–N junc-
tion. An amount of the base current that needs to be delivered to the base–emitter junction from the
base driver units depends on the power circuit conditions (collector current, junction temperature) and
the BJT parameters (current gain 𝛽). As an example, a 1200 V/6 A BJT employed in a 2 kW DC/DC
boost converter [36] can be taken, where 320 mA of steady-state base current leads to collector–emitter
voltage being lower than 1 V. The power loss becomes a critical issue for the base-drive unit as the sub-
stantial steady-state base current flows through the base–emitter junction (voltage drop around 3 V). In
applications where the collector current is varying versus time, proportional drivers could be interesting
solutions in order to limit the driving power loss of the BJT. Since SiC BJTs are definitely faster devices
than their Si counterparts, the well-known proportional base driver circuits with the use of transformers
might not be the best option. The most problematic issue is the introduction of the parasitic inductances
and capacitances to the main circuit, which could affect the transistor switching performance. Doubtless,
more suitable solutions can be found with the use of modern electronic components. All in all, the nec-
essary condition is a fair trade-off between the base driver complexity and expected power loss savings.
In the following section, different concepts of the SiC BJT base driver units are discussed, all of which
operate with a fixed steady-state base current.

Figure 4.19a shows a simple base driver for SiC BJTs utilizing the totem-pole circuit and a series base
resistor RB, which is selected such that a suitable steady-state base current is adjusted. As a consequence,
the switching speed of the BJT with such a driver is rather low. The switching performance may be
improved by connecting a parallel speed-up capacitor, CB, as shown in Figure 4.19b [15]. After every
change in the totem-pole output state this capacitor is charged/discharged, which results in a base current
peak. More rapid peaks lead to higher switching speeds, which may be adjusted by the supply voltage
VCC and the capacitance of CB. The higher the supply voltage and the capacitance, the faster the switching
transients. On the other hand, the power consumption of the base driver is also increased and, therefore,
it seems that the switching speed and the power consumption is a trade-off.
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Another base driver circuit, with two voltage sources, can be employed in order to combine fast switch-
ing performance and low power consumption (dual source, see Figure 4.19c) [36]. The high-voltage
supply VCCH, which delivers dynamic current peaks through the capacitor branch, contributes to the fast
switching speed. The power consumption of the driver is reduced by using the low-voltage supply VCCL

connected to a carefully chosen base resistor. An example of the waveforms during the turn-on process
is presented in Figure 4.20, where the high current peak provided to the base may also be observed (see
Figure 4.20a). Turn-on times of the 1200 V/6 A SiC BJT in the range of 30 ns can be observed on the
waveforms in Figure 4.20b. The steady-state base current is supplied from a low-voltage source, and
the driver losses during the on-state can be kept fairly low. The dual-source circuit drives the 6 A SiC
BJT at a switching frequency of 100 kHz, and the 50% duty ratio consumes 1.6 W from the auxiliary
supply while the corresponding single source design is 2.5 W [36]. Furthermore, the efficiency of the
DC/DC boost converter with dual source was close to 99%, in contrast with 98.4% measured for the
single-stage solution.

The very good performance of the dual-source driver is accomplished by features that could be recog-
nized as a drawback in some applications. First, the lack of a negative voltage supply could be a problem
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(a) (b)

Figure 4.20 Turn-on process of the 6 A SiC BJT with dual-source base driver: (a) base current (2 V/div,
100 ns/div) and base–emitter voltage (5 V/div) and (b) Vce, collector–emitter voltage – 100 V/div; and Ic, collector
current – 2 A/div, timebase 20 ns/div [36]

when the devices operate in a phase-leg configuration and undesired turn-on may occur. Second, the base
capacitor must be discharged in order to make the driver ready for the next turn-on process, and this is the
reason to an associated duty-cycle limitation. Furthermore, CB is a source of high-frequency oscillations
with parasitic inductances of the transistors package, which must be eliminated as much as possible.

A gate base driver that has got rid of the mentioned drawbacks above was presented in [37]. Similar
to the previous solution, a steady-state current is delivered from the low-voltage source VCC through the
base resistor RB when T2 is on (see Figure 4.19d). The steady-state power loss may therefore be easily
optimized. The dynamic current peak that is necessary to turn-on the BJT rapidly is generated by the
special current source, also fed from VCC. In contrast to the dual-source driver, the sole component of the
dynamic stage is the inductor LR, which minimizes the high-frequency oscillations problem. As can be
seen in Figure 4.21, the turn-on of T1 while T3 is also in the on-state leads to the inductor current rise at
the required value. Then, the switching between T3 and T2 breaks the current path to the negative source
VEE and the inductor current is conveyed to the base of the BJT. It should be highlighted that the current
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Figure 4.21 Operating principles of the current source driver for SiC BJT (a) and simple logic to obtain the control
sequence (b) [37]



Recent Advances in Power Semiconductor Technology 87

peak value can be easily adjusted by properly adjusting the inductance and/or the time values. A fast
turn-off process is ensured by supplying a negative voltage bias using VEE and could also be adjusted by
changes of the resistance RB. At the first sight, the current source driver seems to be a complex design,
especially because of the inductor and control sequence. However, the point is that the inductor can be
just an air-core inductor (in the range of hundreds of nH) and in order to obtain the suitable logic sequence
a simple circuit (Figure 4.21b) with one IC (4× 2 input NANDs) is relatively sufficient. Measurements
presented in [37] show slightly higher power consumption (1.9 W at 100 kHz) than the dual-stage design,
but this seems rather to be a result of the non-optimized base driver circuit.

4.4.3 Gate Drivers for Normally-off JFETs

At first sight, the SiC EMVTJFET seems to be a voltage-controlled device (the threshold voltage is
close to 1 V). However, a steady-state gate current is required in order to conduct the drain current,
especially if a reasonable on-state resistance is targeted [38]. In addition, high current peaks should
be provided to the gate so that the recharge of the input capacitance of the device will be faster. This
means that the requirements for the gate driver of the normally-off SiC JFET are very close to those of
the SiC BJT, which have been discussed in the previous section. Thus, all the designs for the bipolar
transistor presented above may be utilized after introducing slight changes. A very good proof of this is
the current source driver case. The same driver board (scheme in Figure 4.19d) was employed to drive the
normally-off SiC JFET. The only difference was the value of the base (gate) resistor as the JFET requires
a lower steady-state current. Measurements performed using a double-pulse test circuit are presented in
Figure 4.22. As can be seen from this figure, a very good dynamic performance of the normally-off SiC
JFET (1200 V/100 mΩ) is observed as switching times counted in tens of ns were achieved.

The normally-off JFET was the first commercially available and, therefore, became the most widely
tested and used SiC transistor. Thus, a number of gate driver concepts can be found in the literature and
especially in manufacturer application notes [39]. Besides RC-coupled drivers, discussed in the previous
section for SiC BJT, a two-stage gate driver with resistors has been also proposed for a 1200 V/30 A
normally-off JFET as shown in Figure 4.23a. This driver is built with two operating stages. A dynamic
stage, which consists of a standard driver and a resistor RB2, provides high current peaks to turn the
transistor on and off very fast. A DC/DC step-down converter, a BJT and a resistor RB1 constitute the
second, static operating stage. The auxiliary BJT is turned on when the turn-on transition is finished in
order to supply a gate current of approximately 200 mA. The absence of the speed-up capacitor results in
elimination of problems related to charging and discharging times. To some extent, this, may count as an
advantage of this driver concept, which was also recommended for use in power modules populated with
SiC JFETs [40].

(a) (b)

Figure 4.22 Turn-on (a) and turn-off (b) of the SiC EMVTJFET when current source driver is applied during
double-pulse test (base current, 4 A/div; drain current, 10 A/div; drain–source voltage, 200 V/div, timescale 20 ns/div)
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Figure 4.23 (a) Two-stage gate drive unit for normally-off SiC JFETs [20] and (b) AC-coupled gate driver from [41]

Finally, another AC-coupled gate driver for normally-off SiC JFETs has been presented in [41] in
order to utilize the fast switching performance of this device (see Figure 4.23b). The steady-state current
flows to the GS junction via a totem-pole driver, a resistor RDC and a diode DDC during the on-state.
Power loss is limited as the positive supply VCC is very low, close to 3 V. The speed-up capacitor CAC

supports the turn-on process together with the positive supply VCC, while the switching speed can be
adjusted by selecting an adequate RAC value. At the end of the turn-on process VCAC is close to zero and,
therefore, the duty-cycle limitation problem is avoided. During the turn-off transient, the low impedance
path with CAC is utilized to achieve the very fast discharge of the input capacitance of the normally-off
SiC JFET. Afterward the device is kept in the off-state with the use of the diodes D1–D4, which are
intended to bypass any currents caused by the Miller effect. This feature of the AC-coupled driver is
especially important due to low pinch-off voltage and significant gate-to-drain parasitic capacitance of
the SiC EMVTJFET.

4.4.4 Gate Drivers for SiC MOSFETs

The MOSFET, among all SiC transistors, seems to be most similar to the state-of-the-art Si counterparts
or IGBTs when the gate driver is taken into consideration. However, some specific features of the SiC
MOSFET must be pointed out. Similar to the normally-off SiC JFET, the pinch-off voltage is rather low
(around 2.5 V) and it decreases with junction temperature. This makes the device more immune to dv/dt
noise. Furthermore, the transconductance is modest, which can also be counted as a drawback from a
noise immunity point of view. During rapid changes in the main circuit, the gate circuitry can be easily
distorted. Another important feature, which is a result of the low transconductance, is that the voltage
required to turn-on the MOSFET is higher: 20 V is the manufacturer’s recommended value. At the same
time, the minimum negative voltage is only 5 V. All in all, the driver topology can be, for instance, a
well-known totem-pole configuration (Figure 4.24a), but special attention must be paid in order to make
a careful design and eliminate the parasitics.

Switching test results of 1200 V/160 mΩ SiC MOSFET with 1200 V/30 A SiC Schottky with the use
of a simple totem-pole driver (Figure 4.24a) are presented in Figure 4.25. The positive supply voltage
of the totem-pole driver equals 24 V, resulting in a turn-on time of approximately 30 ns. The turn-off, on
the other hand, takes around 50 ns as the negative supply is only 5 V and the gate current dynamics are
much lower.
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Figure 4.24 Totem-pole driver (a) for SiC MOSFETs and modified version with Miller clamp [42] (b)
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Figure 4.25 Waveforms of the SiC MOSFET (CMF10120D) drain–source voltage vDS, drain current iD recorded
during turn-on (a) and turn-off (b) processes (totem-pole driver)

In order to avoid any noise problems caused by the Miller effect in the bridge-leg configuration, a
modified totem-pole driver was employed as shown in [42]. Besides the main part with separate turn-on
and turn-off resistors (Figure 4.24b), an extra bipolar transistor was added to create a low impedance
path between the MOSFET gate and the negative supply. When the main transistor is in the off-state the
clamping transistor is turned on and the current, generated after rapid discharging of the DG capacitance,
flows directly to VEE. The gate resistor and the driver resistance are bypassed, and therefore the slight
voltage drop caused by the Miller current is still lower than the difference between the negative supply
VEE (−5 V) and the pinch-off voltage (+2.5 V). Thanks to this driver configuration, even very fast changes
of the drain potential are not able to turn-on the MOSFET, as shown in [42].

4.5 Parallel Connection of Transistors
The chip size and the associated current ratings of available SiC transistors will not always be sufficient in
several power electronics applications. Consequently, it is necessary either to build multichip modules or
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to connect discrete components in parallel. In both cases, it is important to examine both steady-state and
transient current sharing of the paralleled chips. If the transient current is not uniformly distributed among
the transistors, the switching losses caused in the most loaded one will result in an increased junction
temperature. An unequal temperature distribution may also be caused due to non-uniform steady-state
current sharing.

The problems of parallel-connected normally-off SiC JFETs are discussed in [43]. Similar research
dealing with discrete SiC BJTs has also been presented by the same authors. It has been shown that the
transient currents of the transistors might suffer from mismatches, especially when the switching speed is
high. On the contrary, they have shown excellent current sharing during the steady-state operation. Even
though these two SiC devices seem to be preferred from the normally-off characteristics point of view,
it has been shown that the on-state resistance of the normally-on SiC JFET is comparably lower [44]. It
is, therefore, worth deeply investigating the parallel connection of this type of SiC JFET.

As has already been mentioned previously, there are two types of normally-on SiC JFETs avail-
able as either engineering samples or commercial products. An investigation into parallel-connected
normally-on LCJFETs and DMVTJFETs has been presented in [45]. Regardless of the type of the
normally-on SiC JFET, the device parameters that affect the performance of parallel connection are the
same for both JFET designs. In particular, there are four device parameters that count as the most crucial
parameters affecting both the transient and the steady-state current sharing. The first crucial parame-
ter is the on-state resistance of the parallel-connected JFETs, which must have a positive temperature
coefficient and a low spread. Figure 4.26 illustrates the on-state resistance of four different samples of
DMVTJFETs at elevated temperatures. It is clear from this figure that there might be significant differ-
ences in the on-state resistance among the JFETs. However, the spread of the on-state resistance as such
remains constant as the temperature increases.

The second crucial device parameter is the variations in static transfer characteristics (I–V transfer
characteristics) of the parallel-connected JFETs. Figure 4.27 shows the static transfer characteristics at
various gate–source voltages for two different samples of DMVTJFETs. Ideally, the I–V characteristics
of the parallel-connected devices must be identical when looking at the same gate–source voltage.
Nevertheless, it is obvious from Figures 4.27 and 4.28 that there is a spread in the I–V curves of these
two devices. For instance, for the gate–source voltage of Vgs =−5 V the device shown in Figure 4.27
still conducts the current, while the other device (Figure 4.28) is kept in the off-state. A similar situation
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Figure 4.27 Static transfer characteristics at various gate–source voltages for a specific DMVTJFET sample [45]
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Figure 4.28 Static transfer characteristics at various gate–source voltages for a specific DMVTJFET sample [45]
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can be observed if a gate–source voltage of Vgs =−4 V is considered. By investigating the I–V curves
corresponding to this certain gate–source voltage, a spread can be shown. The differences in the I–V
transfer characteristics result in different values of transconductance for the parallel-connected SiC
JFETs. Thus, there might be current mismatched during the switching transitions. At turn-on, for
example, the JFET having the lowest transconductance turns on slightly more slowly than the others.

The third and the fourth device parameters are the pinch-off voltage and the reverse breakdown volt-
age of the gate, Vbr,g, of the parallel-connected JFETs, respectively. Since the SiC devices are aimed at
high-temperature operation, it makes sense to investigate their temperature dependences. It is experimen-
tally found that the pinch-off voltage of both JFET designs is almost temperature independent. This has
been experimentally shown for the LCJFET in [45], where the static transfer characteristics of a certain
JFET at room temperature and at 150 ∘C are shown and it is clear that the pinch-off voltage is unchanged.
Even though the pinch-off voltage is constant at elevated temperatures for both JFET structures, the per-
formance of Vbr,g with respect to the temperature differs between LCJFET and DMVTJFET. For the
DMVTJFET Vbr,g is almost unaffected from temperature variations, as shown in Figure 4.29, whereas
for LCJFET the Vbr,g increases as the temperature increases [45]. In particular, after experimentation, it
has been shown that the temperature dependence of Vbr,g for two different samples of the LCJFET design
might be different. Thus, the margin between the pinch-off voltage and Vbr,g might also vary among the
parallel-connected LCJFETs. Finally, at elevated temperatures, it is clear that Vbr,g is increasing (or, in
other words, its absolute value is decreasing) and the margin between Vbr,g and the pinch-off voltage is
also becoming narrow.

A serious problem might be faced when two or more LCJFETs with different values of Vbr,g or even
different pinch-off voltages are parallelly connected. Especially at high temperatures, the margin between
these two parameters is so narrow or even negative, so that an unstable operation might occur. A solu-
tion to this problem [45] is to employ the gate driver as shown in Figure 4.14b, which is supplied by a
more negative voltage than the most negative Vbr,g of all parallel-connected devices and limits the gate
leakage current by means of a high-value resistor Rp. Thus, all the devices are forced to PT, but none
of them will suffer from destruction of the gate–source junction. On the contrary, in the case of the
DMVTJFET design both the pinch-off voltage and Vbr,g are temperature independent, and thus problems
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related to the safety margin between these two parameters are eliminated. However, there might still be
transient current mismatches caused by the different values of the pinch-off voltage and Vbr,g among the
parallel-connected devices.

Apart from the investigation into the static parameters of the parallel-connected SiC JFETs, it also
makes sense to study the switching performance. Before going into more details about this it is necessary
to mention that in order to study the switching performance, the DMVTJFET design was chosen. This
choice is mainly based on the temperature independent margin between the pinch-off voltage and Vbr,g,
which has been observed for the DMVTJFET design. Furthermore, the unavailability of new versions of
the LCJFET design, which in the future might have comparable performance to the DMVTJFET, also
contributes to the choice of the SiC JFET design.

The switching performance is studied assuming two pairs of two parallel-connected DMVTJFETs.
The first pair has different values of Vbr,g while the other pair of JFETs has the same (−28.1 V/−19.2 V
and −28.1 V/−28.0 V, respectively) [45]. It is experimentally shown that a fifth parameter also affects
the performance of the parallel-connected SiC JFETs. This parameter deals with the positioning of the
devices on the circuit layout. In particular, different positioning results in different values for the stray
inductances between the pins of the discrete JFETs. Thus, a different switching performance for each
parallel-connected device is anticipated. Graphical illustrations for the three different positionings con-
sidered are shown in Figure 4.30. The circuit layout shown in Figure 4.30c is based on the symmetrical
placement of the components (the diode is mounted between the JFETs).

(c)

High-voltage
polypropylene

capacitor

C
apacitor

C
apacitor

Heat-sink

(or N0  21)SiC JFET No50 SiC JFET No20SiC Diode

Gate-drive PCB
circuit

L

S D G SD GC A

(b)

High-voltage
polypropylene

capacitor

C
apacitor

C
apacitor

(or N021)
SiC JFET No50SiC Diode

Gate-drive PCB
circuit

L

S D G SD G
C A

(a)

High-voltage
polypropylene

capacitor

C
apacitor

Heat-sink
Heat-sink

(or N0 21)SiC JFET No50 SiC JFET No20SiC Diode

Gate-drive PCB
circuit

S D G SD G
C A

L

C
apacitor

SiC JFET No20

Figure 4.30 Graphical schematics of the various circuit layouts (a) circuit layout L1, (b) circuit layout L2 and
(c) circuit layout L3 [45]
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Figure 4.31 Switching transients for the SiC JFETs with the same reverse breakdown voltage of the gates when var-
ious circuit layouts are used (a) turn-on and (b) turn-off transients using circuit layout L1; (c) turn-on and (d) turn-off
transients using circuit layout L2; and (e) turn-on and (f) turn-off transients using circuit layout L3 [45]

Turn-on and turn-off switching transients for the parallel-connected SiC JFETs with the same and
different values of Vbr,g are shown in Figures 4.31 and 4.32, respectively. From these two figures, it is clear
that an improved switching performance is observed for devices with the same Vbr,g compared to those
with different Vbr,g. Moreover, the placement of the JFETs on the circuit layout also affects the current
transient. Considering for instance Figure 4.31, the lowest traces that correspond to the symmetrical
placement (L1) are somehow improved compared to the other two circuit layouts. However, this is not
the rule. In fact, if Figure 4.32 is considered the transient current mismatches have not been eliminated
due to the symmetrical placement of IFETs. Thus, it must be concluded that the switching performance
of the parallel-connected SiC JFETs is governed by a combination of various parameters related to not
only the devices but also the circuit layout.

In order to get rid of the stray inductances, in the future modules populated with several chips must be
built. In such a case, the question that arises deals with the sorting criterion of the chips. For instance,
the chips might be sorted with respect to either their pinch-off voltages or Vbr,g.
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Figure 4.32 Switching transients for the SiC JFETs with different reverse breakdown voltage of the gates when var-
ious circuit layouts are used (a) turn-on and (b) turn-off transients using circuit layout L1; (c) turn-on and (d) turn-off
transients using circuit layout L2; and (e) turn-on and (f) turn-off transients using circuit layout L3 [45]

A successful example of the parallel connection of 10 JFETs in each switch position is the 40 kVA
inverter [46], as shown in Figures 4.1 and 4.33. The on-state resistance of a single switch is lower than
10 mΩ, but because of the relatively low switching frequency (10 kHz) most of the power losses are still
caused by conduction. Thus, uniform switching of 10 discrete devices is not crucial in this case. How-
ever, special gate drivers were designed in order to achieve similar driving conditions for all JFETs. The
number of parallel-connected devices is high (60 transistors and 6 diodes) and the total semiconduc-
tor cost was around 37.5 USD/kW of rated power, which is higher than the corresponding cost of the
inverter with Si IGBTs. Nevertheless, the outstanding switching performance of SiC JFETs, as shown in
Figure 4.33b, and the very high efficiency (over 99.5%, close to 99.7%) constitute the two driving factors
encouraging investment in such a converter.

Another interesting example of the parallel-connected SiC devices is a DC/DC boost converter built
with four SiC BJTs (see Figure 4.34a). For the parallel connection of bipolar transistors, the most impor-
tant parameters are the on-state voltage drop, which must have a positive temperature coefficient, the
current gain, the static transfer characteristics and the gate charge of the device, which is required to
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Figure 4.33 Photograph of the three-phase inverter built with 10 parallel JFETs for each switch position (a)
and turn-off process of the 10 parallel SiC JFETs (b) (VDS, drain–source voltage – 200 V/div; and IJFET, drain
current – 20 A/div of one single JFET) with antiparallel SiC Schottky diode (Idiode, diode current – 20 A/div, timebase
20 ns/div)
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Figure 4.34 Photograph of the DC/DC boost converter with four parallel SiC BJTs (a) and the dual-source
driver (b) [47]

be supplied by the base-drive circuit in order to turn it on. The current gain must be approximately
the same for all parallel-connected devices in order to ensure equally steady-state current distribution
if all devices are driven from the same drive unit. Transient current mismatches might be caused if
the parallel-connected BJTs have different static transfer characteristics and/or different required gate
charges of the gates. Moreover, as has been demonstrated, the circuit layout might also affect the switch-
ing performance of the parallel-connected devices. The stray inductances between the pin connections
of the BJTs and the diode in a DC/DC boost converter, for instance, might contribute to further transient
current mismatches. But the key issue is to design a suitable base driver that ensures the similar driving
conditions of all four devices including both dynamic and steady-state currents. For the present DC/DC
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Figure 4.35 Inductor current and middle-point voltage of the boost converter (a) and heat camera image during full
power operation (250 kHz, 6 kW) [47]

converter, a dual-source concept was employed to drive four 1200 V/6 A SiC BJTs (Figure 4.34b). The
measured power consumption of the driver was 8.5 W at a switching frequency of 250 kHz and 50% duty
ratio (>2 W/device). Tests conducted at nominal conditions (300 V/600 V, 6 kW, 250 kHz) have shown
a very good performance of the DC/DC boost converter (see Figure 4.35). Owing to difficulties with
electrical measurements, especially the BJT currents (the devices and the driver are close to each other
interfering measurements with Rogowski coils), a heat camera was used to verify the current/power shar-
ing. The temperatures of the transistor packages are obviously not the same, but the differences are on an
acceptable level and thermal runaway effect was not observed. This proves the very good performance
of the parallel connection as most of the total power loss (115 W including passive elements – efficiency
98.1%) is caused by switching (conduction loss is around 2.1 W/transistor).

4.6 Overview of Applications
On the basis of a brief analysis of the available SiC power devices performance presented in earlier
sections, it is clearly shown that their features are moving power electronics into new areas. When the
design of power electronic converters is considered with SiC devices instead of their classic Si counter-
parts, three different design directions may be chosen as shown in Figure 4.36.

Doubtless, the most obvious direction is the increase in the switching frequency up to a few hundreds
of kilohertzs as the SiC devices may be switched in the range of nanoseconds. This means that SiC con-
verters may reach switching frequencies that are not favorable to Si devices (for voltage ratings above
600 V) unless soft switching techniques are employed [48]. The increase in the switching frequency
contributes to the further reduction of volume and weight of passive elements (e.g., inductors, capaci-
tors), which may be counted as a major advantage from a systems perspective [49]. Consequently, more
compact converters, especially DC/DC converters and inverters with passive filters, might be constructed.
Finally, owing to the faster switching speeds and higher switching frequencies, the voltage and current
harmonics are moved up higher in frequency spectrum. This also leads to the volume reduction of the
EMI (electromagnetic interference) filters [50].

The switching times and voltage drops across the SiC devices are definitely lower than their silicon
counterparts, which result in serious reductions in switching and conduction power losses. In applications
where the rise in the switching frequency is not a priority, one of the rest two remaining design directions
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Figure 4.36 Three main directions in design of power electronics converters with SiC devices

may be chosen. The reduction of the converter power losses is reflected in the decrease in the volume
and weight of the cooling equipment [46]. Moreover, either liquid or air-forced cooling systems might
be avoided due to the fact that the amount of dissipated heat is a significantly lower. High efficiency
is also valuable when power delivery and distribution systems as well as photovoltaic applications are
considered. In such cases, the lower power loss is directly recalculated into profit.

The last possible design direction deals with high-temperature converters because of high-temperature
characteristics of SiC devices (junction temperatures over 450 ∘C). This is a roughly new area of
power electronics aimed at automotive, space, or drill-hole applications. However, the main obstacle
at high temperatures is not the device itself, but rather the immature packaging technology, lack of
high-temperature passive components and logic electronics. Small steps may be made with existing SiC
transistors before totally high-temperature converters will be released. For example, assuming junction
temperatures between 200 and 250 ∘C, a reduction in volume and weight may be achieved due to the
potentially higher thermal resistance of the heat sink. Recently successful examples of high-temperature
packaging for power modules have been published [51]. Even though the SiC devices were operating
at junction temperature of 250 ∘C (case temperature below 200 ∘C), there are still questions on the
reliability and long-term stability requiring answers. High-temperature gate drivers based on the
silicon-on-insulator technology are currently available [52, 53]. Simultaneously, SiC-based control
electronics are under development and exhibit very promising characteristics [54].

It cannot be denied that SiC power device technology is currently thriving, if not to say in an explosive
stage, as new things such as new devices, driver concepts, or application examples continuously appear.
Undoubtedly, only a small portion of all new achievements is shown. It is likely that the most attractive
examples are kept hidden. This means that it is hard to present the real situation of current SiC technology,
but, on the other hand, it is still possible to show an overview of what has previously demonstrated. SiC
Schottky diodes are well-established and mass-produced devices available in either discrete or module
packages. In contrast, real applications of SiC transistors still seem to be in an early development stage,
excluding a few low-power application examples. However, using the data of available SiC transistors,
reasonable forecasts of the performance of future SiC converters are possible. That is why numerous lab-
oratory prototypes and demonstrators have been developed and experimentally tested by several research
groups around the world.

4.6.1 Photovoltaics

The advantageous characteristics of SiC devices match perfectly in order to meet the expectations of
the photovoltaic industry, especially when referring to an efficiency increase and integration of the
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inverter with the photovoltaic panel [55]. Efficiencies above 99% can be reached by replacing Si with
SiC components in the power range of single kilowatt. Even if the device cost is still higher, the system
benefits are significant. Furthermore, small inverters integrated on the backside of photovoltaic panels
may employ SiC transistors in the future. In photovoltaic applications, harsh environmental conditions
are usually met and high reliability and long lifetime requirements may not be achieved with existing Si
technology. Nevertheless, the remaining argument against SiC devices is the high cost. Most likely, the
overall system benefits as well as the expected reduction in the device cost may contribute in solving
this issue in the future.

4.6.2 AC Drives

The chances for the mass introduction of SiC electronics in the field of AC drives are limited. The main
reason for this is the higher cost than the state-of-the-art Si devices (especially IGBTs), which currently
almost fulfill the requirements for inverter-fed AC drives. Nevertheless, it is very likely that features of
the SiC devices could be utilized in many niches. An additional advantage of using SiC devices may be,
for example, utilized in applications of AC drives that require an LC filter. The increase in switching
frequency may lead to a significant reduction in the volume and weight of such systems. SiC transistors
can also be beneficial when high efficiencies and high-power densities are required [48–50]. Finally,
they may be considered in applications where a high switching frequency is necessary in order to feed a
high-speed motor.

4.6.3 Hybrid and Plug-in Electric Vehicles

The possible system gains when SiC transistors are employed in inverters for hybrid electric vehicles
are extremely high [56–59]. The integration of power electronic converters with the combustion engine
using a common cooling system at a temperature above 100 ∘C counts as a current trend. It is not likely
that all these requirements can be fulfilled using Si electronics. Thus, SiC electronics with much higher
temperature limits seem to be the best choice. Moreover, very high-efficient converters and inverters
may be constructed. However, the lack of reliable high-temperature packaging still counts as a serious
problem. Finally, auxiliary components such as gate drivers, capacitors and so on must also be capable
of high-temperature operation, which is a great challenge.

4.6.4 High-Power Applications

The much higher blocking voltages of the SiC devices make them attractive in the area of high-power
converters for grid applications such as HVDC. Unipolar devices like JFETs will be the best choice in
a voltage range up to 4.5 kV according to [27]. Future bipolar devices (BJT, IGBTs) may be superior
for higher voltage ranges. However, the availability of SiC devices with high voltage ratings is currently
limited, even if a few interesting examples can be found in the literature. The case of a 300 MVA modular
multilevel converter for 300 kV HVDC transmission is discussed in [60]. As the switching frequency is
only 150 Hz, the switching losses are very low. Together with the low on-state resistance of the SiC JFETs,
it is possible to achieve an efficiency increase by 0.3% (900 kW) with respect to Si IGBTs case [61]. The
benefit is not only the lower amount of heat that needs to be dissipated but also the lower energy cost.
The possible application of 20 kV SiC GTOs in a 120 kV/1 kA HVDC interface has been discussed in
[62]. These devices are compared with 4× 5 kV Si counterparts by using an analytical device model and
by performing system simulations. Employing the 20 kV SiC GTOs, a significant efficiency increase is
expected at higher junction temperatures. Another interesting example of the high-voltage capability of
SiC JFETs is shown in [48], where six 1.2 kV transistors connected in a super cascode configuration
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were tested up to 5 kV in a DC/DC converter. With 6.5 kV JFETs, this converter would be able to operate
at a voltage level over 20 kV in a distribution system. Moreover, the 10 kV SiC MOSFET is often con-
sidered for high-voltage applications such as solid-state transformers [63]. In this case, while the power
losses are a few times lower than for 6.5 kV IGBTs, the switching frequency of such a converter is
increased from 1 kHz to 20 kHz in order to reduce the size of the high-voltage transformers. The 15 kV
n-channel SiC IGBT has been considered in a study regarding smart grid applications [64]. Despite the
very promising simulation results of the n-channel SiC IGBT (low on-state voltage, switching energies
>6.5 kV Si counterpart, etc.), experimental verification has only been done with a 12 kV/10 A SiC IGBT
in the laboratory [27].

4.7 Gallium Nitride Transistors
GaN is another interesting WBG semiconductor material that offers a great potential in the area power
semiconductor devices. A brief analysis of the material properties, presented in Table 4.1, shows that
both WBG materials (SiC and GaN) outperform silicon in most parameters. Possible improvements
of the power semiconductor devices may also be found in this table. The higher critical field strength
of WBG semiconductors allows devices to be built with higher blocking voltages and lower leakage
currents. The electron mobility, which is much higher for GaN than for silicon or SiC, is an important
factor when the operating frequency is considered. Thus, GaN devices are superior at high frequencies,
and this feature has already been utilized in many radio frequency (RF) applications. On the other hand,
thermal conductivity, which is comparable to Si, reduces the expectations for high-temperature operation.

Nowadays, mass-produced blue laser diodes are built on bulk GaN substrates, but for the manufac-
turing of RF or power devices a high-quality material (low number of defects) is required. It seems that
heteroepitaxy wafers are the best choice and GaN on Si is advantageous over GaN on SiC because of the
expectations of lower costs in the future. On the other hand, the thermal expansion coefficient of GaN
(5.6) is more than two times higher than that of Si (2.6), and therefore the thermal cycling of the devices
may be an issue. Currently, solutions based on GaN on sapphire substrate are also considered, but in most
cases GaN-on-Si substrate are used. Wafers with diameters of 6′′ are currently commercially available,
but 8′′ wafers have also been demonstrated.

There is no doubt that the technological development of GaN power semiconductor devices is a few
years behind that of SiC, but the progress is very rapid, and in addition to engineering samples, commer-
cial devices are also available.

The most common device design in GaN is the high-electron-mobility transistor (HEMT). The basic
structure of this transistor (Figure 4.37a) suffers from the same drawback as the first designs of the SiC
JFET: that is, the normally-on property. A negative voltage must be supplied to the gate in order to block
the current flow between the drain and the source contacts as can be seen in Figure 4.37a [65]. The
two-dimensional electron gas with high mobility existing between the GaN and AlGaN layers results in
a very high conductivity and low on-state resistance. The high critical field leads to very small device

Table 4.1 Material properties of silicon, 4H-SiC and GaN

Material property Si 4H-SiC GaN

Bandgap (eV) 1.1 3.2 3.4
Critical field (106 V cm−1) 0.3 3 3.5
Electron mobility (cm2 V−1 s−1) 1450 900 2000
Electron saturation velocity (106 cm s−1) 10 22 25
Thermal conductivity (W cm−2 K) 1.5 5 1.3
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Figure 4.37 Structure of GaN transistors (a) normally-on HEMT, (b) normally-off HEMT and (c) GIT

sizes and, therefore, very low capacitance. All in all, GaN HEMTs show much higher RonxC figures of
merit than silicon FETs.

In order to overcome potential difficulties with the normally-on characteristic a cascode circuit can
be used [66], and also enhanced-mode transistors with normally-off characteristics have been developed
[65]. An example of a device structure that is commercially available and has ratings of 200 V/12 A [66]
is presented in Figure 4.37b. This device offers low on-state resistance with a slightly lower temperature
dependence than that of Si MOSFETs and low capacitances because of the lateral structure. On the other
hand, the low threshold voltage (only 1.6 V) may, unfortunately, result in gate mistriggering problems.
Owing to the expected difficulties with the parasitic components, the devices are delivered in an land grid
array (LGA) package where the parasitic inductance of the electrodes is significantly lower compared to
other packaging technologies.

Other designs based on HEMT concepts have also been presented [66–68]. Definitely the 600 V class
devices [67, 68] made on SiC substrates may be recognized as the most interesting. For instance, on-state
resistances of 150 mΩ and pulsed drain currents of 70 A have been reported for the normally-on HEMT
in cascade configurations [67]. Furthermore, similar data can be found for the device presented in [68].

Another device design, the so-called gate injection transistor (GIT) – see cross-section in
Figure 4.37c – also targets higher blocking voltages [69]. The p-type AlGaN gate decreases the electron
concentration in the electron gas under the gate and allows designs with normally-off characteristics.
At appropriate gate voltages, holes can also be injected into the channel region and channel-
conductivity modulation occurs. This will result in higher drain currents, but this, unfortunately, also
means that a certain gate current is required. According to [70], a 600 V/15 A GIT with 58 mΩ and
10 nC is available.
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The competitive performance of the GaN transistors has been proven by a number of demonstrators.
According to [71], a DC/DC isolated converter (1.5 MHz 42 V/12 V) that employs HEMTs offers up to
5–25% better efficiency than a comparable system consisting of Si MOSFETs. Similar improvements
can be found in [66] where, for instance, the DC/DC LCC converter (400 kHz 300 V/30 V) is 3–17%
more efficient than a corresponding solution with superjunction MOSFETs in Si. Apart from DC/DC
converters, three-phase inverters in GaN were also presented. A 2 kW/100 kHz inverter operating at 350 V
DC has been reported in [67]. An efficiency of 98.5% was achieved with the use of the 600 V HEMTs. The
same application example, basically a low-voltage motor drive, can also be found for GITs [72]. Other
concepts such as bidirectional switches can also be obtained by considering this device. Photovoltaic
inverters count as another interesting example of GaN GITs for possible future applications [70]. A boost
converter, presented in [70], with 600 V/15 A GIT and GaN Schottky reaches an efficiency of 98.6% at
a power level of 1.2 kW (250 V/350 V conversion).

It is very likely that the fast growth of GaN power transistor technology will play an important role
within the semiconductor market. The main expansion area may be placed below the 600 V class. Doubt-
less, GaN devices offer better performance than their Si counterparts and the only necessary requirement
for a breakthrough is a cost reduction to an acceptable level. The competition against Si and SiC in the
1200 V class is also possible, but the parameters of GaN transistors are still uncertain at this voltage level,
and, therefore, their impact on applications still remains questionable.

4.8 Summary
This chapter aims to give an introduction to state-of-the-art SiC and GaN power transistors and their
applications. As background, a short description of MOSFETs, IGBTs and IGCTs in silicon is first pre-
sented. After this, a presentation of power transistors in SiC is given. Even though device structures are
shown, the focus of the presentation is the use of SiC power transistors in power electronic converters in
the kilowatt to megawatt power range. The benefits, drawbacks and specific properties of the different
transistor designs are treated in detail.

Special attention is also given to gate and base drivers of the SiC power transistors presented. This
section is especially important to readers who want to start new experimental activity on SiC power elec-
tronics, because knowledge of gate and base drivers is one of the most important issues for the successful
operation of power electronic converters. From the presentation, it is clear that standard silicon MOSFET
drivers will typically not yield fruitful results when applied to currently available SiC power transistors.
A dedicated section is devoted to solutions for the normally-on problem of some SiC JFET deigns.

Another important issue is parallel connection as the available SiC power transistors usually have
comparably low current ratings. Both theoretical foundations and experimental results for specific cases
are presented in order to guide the reader in this matter. Converter designs with up to 10 parallel devices
are presented as examples.

In the next section, an overview of the applications for SiC power transistors is given. First, how the
properties of SiC power transistors can be utilized in order to achieve specific benefits is demonstrated.
Next, different applications such as photovoltaics, AC drives, hybrid electric vehicles and high-power
applications, are presented.

Finally, an overview of GaN power transistors is given. The presentation is focused on HEMT and GIT
designs.

References
1. Rabkowski, J., Peftitsis, D., and Nee, H.-P. (2012) SiC power transistors – a new era in power electronics is

initiated. IEEE Industrial Electronics Magazine, 6 (2), 17–26.



Recent Advances in Power Semiconductor Technology 103

2. Hofstein, S.R. and Heiman, F.P. (1963) The silicon insulated-gate field-effect transistor. Proceedings of the IEEE,
51 (9), 1190–1202.

3. Deboy, G., März, M., Stengl, J.P. et al. (1998) A new generation of high voltage MOSFETs breaks the limit line
of silicon. Procedings of International Electron Devices Meeting 1998 (IEDM 1998), pp. 683–685.

4. Becke, H.W. and Wheatley, C.F. Jr, (1980) Power MOSFET with an anode region. US Patent 4,364,073, Dec. 14,
1982, filed Mar. 25, 1980.

5. Baliga, B.J., Adler, M.S., Gray, P.V. et al. (1983) The insulated gate rectifier (IGR): a new power switching device.
IEEE Electron Device Letters, 4 (12), 452–454.

6. Ranstad, P. and Nee, H.-P. (2011) On dynamic effects influencing IGBT losses in soft-switching converters. IEEE
Transactions on Power Electronics, 26 (1), 260–271.

7. Tihanyi, J. (1988) MOS-Leistungsschalter. ETG-Fachtagung Bad Nauheim. Fachbericht Nr. 23, VDE-Verlag,
May 1988, pp. 71–78.

8. Chang, H.-R. and Baliga, B.J. (1989) 500-V n-channel insulated-gate bipolar transistor with a trench gate struc-
ture. IEEE Transactions on Electron Devices, 36 (9), 1824–1829.

9. Kitagawa, M., Omura, I., Hasegawa, S. et al. (1993) A 4500 V injection enhanced insulated gate bipolar transistor
(IEGT) operating in a mode similar to a thyristor. Proceedings of International Electron Devices Meeting 1993
(IEDM 1993), pp. 679–682.

10. Laska, T., Münzer, M., Pfirsch, F. et al. (2000) The field stop IGBT (FS IGBT) – a new power device concept
with a great improvement potential. Proceedings of the 12th International Symposium on Power Semiconductor
Devices and ICs (ISPSD 2000), pp. 355–358.

11. Steimer, P.K., Gruning, H.E., Werninger, J. et al. (1997) IGCT – a new emerging technology for high power, low
cost inverters. Proceedings of IEEE Industry Applications Society Annual Meeting, New Orleans, LA, October
5–9, 1997, pp. 1592–1599.

12. Agarwal, A.K. (2010) An overview of SiC power devices. International Conference on Power, Control and
Embedded Systems (ICPCES 2010), November 29–December 1, 2010, pp. 1–4.

13. Friedrichs, P. and Rupp, R. (2005) Silicon carbide power devices – current developments and potential applica-
tions. Proceedings European Conference on Power Electronics and Applications.

14. Ritenour, A., Sheridan, D.C., Bondarenko, V., and Casady, J.B. (2010) Saturation current improvement in 1200 V
normally-off SiC VJFETs using non-uniform channel doping. 22nd International Symposium on Power Semi-
conductor Devices and IC’s (ISPSD 2010), June 6–10, 2010, pp. 361–364.

15. Lindgren, A. and Domeij, M. (2010) 1200V 6A SiC BJTs with very low VCESAT and fast switching. 6th Inter-
national Conference on Integrated Power Electronics Systems (CIPS 2010), March 16–18, 2010, pp. 1–5.

16. Cooper, J.A. Jr.,, Melloch, M.R., Singh, R. et al. (2002) Status and prospects for SiC power MOSFETs. IEEE
Transactions on Electron Devices, 49 (4), 658–664.

17. Stephani, D. (2001) Status, prospects and commercialization of SiC power devices. Proceedings of Device
Research Conference.

18. Kelner, G., Shur, M.S., Binari, S. et al. (1989) High-transconductance 𝛽-SiC buried-gate JFETs. IEEE Transac-
tions on Electron Devices, 36 (6), 1045–1049.

19. Kelner, G., Binari, S., Sleger, K., and Kong, H. (1987) 𝛽-SiC MESFET’s and buried-gate JFET’s. IEEE Electron
Device Letters, 8 (9), 428–430.

20. McGarrity, J.M., McLean, F.B., DeLancey, W.M. et al. (1992) Silicon carbide JFET radiation response. IEEE
Transactions on Nuclear Science, 39 (6), 1974–1981.

21. Tolstoy, G., Peftitsis, D., Rabkowski, J., and Nee, H.-P. (2010) Performance tests of a 4.1x4.1mm2 SiC LCVJFET
for a DC/DC boost converter application. Proceedings European Conference on Silicon Carbide and Related
Materials (ECSCRM 2010), Oslo, Norway, August 29–September 2, 2010.

22. Ållebrand, B. and Nee, H.-P. (2001) On the choice of blanking times at turn-on and turn-off for the diode-less SiC
JFET inverter bridge. Proceedings of the European Conference on Power Electronics and Applications (EPE),
August 2001.

23. Sankin, I., Sheridan, D.C., Draper, W. et al. (2008) Normally-off SiC VJFETs for 800 V and 1200 V power
switching applications. 20th International Symposium on Power Semiconductor Devices and IC’s (ISPSD ’08),
May 18–22, pp. 260–262.

24. Kelley, R.L., Mazzola, M.S., Draper, W.A., and Casady, J. (2005) Inherently safe DC/DC converter using a
normally-on SiC JFET. Twentieth Annual IEEE Applied Power Electronics Conference and Exposition (APEC
2005), March 6–10, 2005, Vol. 3, pp. 1561–1565.



104 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

25. Malhan, R.K., Bakowski, M., Takeuchi, Y. et al. (2009) Design, process, and performance of all-epitaxial
normally-off SiC JFETs. Physica Status Solidi A, 206 (10), 2308–2328.

26. Lindgren, A. and Domeij, M. (2011) Degradation free fast switching 1200 V 50 a silicon carbide BJT’s.
Twenty-Sixth Annual IEEE Applied Power Electronics Conference and Exposition (APEC), March 6–11, 2011,
pp. 1064–1070.

27. Palmour, J.W. (2009) High voltage silicon carbide power devices. Presentation at the ARPA-E Power Technolo-
gies Workshop, February 9, 2009.

28. Zhang, Q., Wang, J., Jonas, C. et al. (2008) Design and characterization of high-voltage 4H-SiC p-IGBTs. IEEE
Transactions on Electron Devices, 55 (8), 1912–1919.

29. Peftitsis, D., Tolstoy, G., Antonopoulos, A. et al. (2011) High-power modular multilevel converters with SiC
JFETs. IEEE Transactions on Power Electronics, 27 (1), 28–36.

30. Round, S., Heldwein, M., Kolar, J.W. et al. (2005) A SiC JFET driver for a 5 kW, 150 kHz three-phase PWM
converter. Conference Record of the Fortieth IAS Annual Meeting – Industry Applications Conference, Vol. 1,
pp. 410–416.

31. Peftitsis, D., Rabkowski, J., and Nee, H.-P. (2013) Self-powered gate driver for normally-on silicon carbide
junction field-effect transistors without external power supply. IEEE Transactions on Power Electronics, 28 (3),
1488–1501.

32. Siemieniec, R. and Kirchner, U. (2011) The 1200V direct-driven SiC JFET power switch. Proceedings of the
14th European Conference on Power Electronics and Applications (EPE).

33. Dubois, F., Bergogne, D., Risaletto, D. et al. (2011) Ultrafast safety system to turn-off normally-on SiC JFETs.
Proceedings of the 14th European Conference on Power Electronics and Applications (EPE).

34. Rixin, L., Fei, W., Burgos, R. et al. (2010) A Shoot-through protection scheme for converters built with SiC
JFETs. IEEE Transactions on Industry Applications, 46 (6), 2495–2500.

35. Kim, J.-H., Min, B.-D., Baek, J.-W., and Yoo, D.-W. (2009) Protection circuit of normally-on SiC JFET using
an inrush current. 31st International Telecommunications Energy Conference (INTELEC 2009), October 18–22,
2009, pp. 1–4.

36. Rabkowski, J., Tolstoy, G., Peftitsis, D., and Nee, H.P. (2012) Low-loss high–performance base-drive unit for
SiC BJTs. IEEE Transactions on Power Electronics, 27 (5), 2633–2433.

37. Rabkowski, J., Zdanowski, M., Peftitsis, D., and Nee, H.-P. (2012) A simple high-performance low-loss
current-source driver for SiC bipolar transistors. Proceedings of 7th International Power Electronics and Motion
Control Conference – ECCE Asia, Harbin, China,

38. Kelley, R., Ritenour, A., Sheridan, D., and Casady, J. (2010) Improved two-stage DC-coupled gate driver for
enhancement-mode SiC JFET. Proceedings Twenty-Fifth Annual IEEE Applied Power Electronics Conference
and Exposition (APEC), pp. 1838–1841.

39. SemiSouth AN-SS3:6A Gate Driver Reference Design and Demoboard, Application Note, www.semisouth.com
(accessed 18 December 2012).

40. SemiSouth AN-SS5: Operation and Intended Use of the SGDR2500P2 Dual-Stage Driver Board,
www.semisouth.com (accessed 18 December 2013).

41. Wrzecionko, B., Kach, S., Bortis, D. et al. (2010) Novel AC coupled gate driver for ultra fast switching of
normally-off SiC JFETs. 36th Annual Conference on IEEE Industrial Electronics Society (IECON 2010), Novem-
ber 7–10, 2010, pp. 605–612.

42. Chen, Z., Danilovic, M., Boroyevich, D., and Shen, Z. (2011) Modularized design consideration of a
general-purpose, high-speed phase-leg PEBB based on SiC MOSFETs. Proceedings of the 14th European Con-
ference on Power Electronics and Applications (EPE 2011).

43. Chinthavali, M., Ning, P., Cui, Y., and Tolbert, L.M. (2011) Investigation on the parallel operation of discrete
SiC BJTs and JFETs. Proceedings of the Twenty-Sixth Annual IEEE Applied Power Electronics Conference and
Exposition (APEC), March 6–11, 2011, pp. 1076–1083.

44. Mihaila, A.P., Udrea, F., Rashid, S.J. et al. (2005) SiC junction FETs – a state of the art review. Proceedings of
the International Semiconductor Conference, Vol. 2, pp. 349–352.

45. Peftitsis, D., Baburske, R., Rabkowski, J. et al. (2013) Challenges regarding parallel-connection of SiC JFETs.
IEEE Transactions on Power Electronics, 28 (3), 1449–1463.

46. Rabkowski, J., Peftitsis, D., and Nee, H.P. (2012) Design steps towards a 40-kVA SiC inverter with an efficiency
exceeding 99.5%. Twenty-Seventh Annual IEEE Applied Power Electronics Conference and Exposition (APEC),
pp. 1536–1543.

http://www.semisouth.com
http://www.semisouth.com


Recent Advances in Power Semiconductor Technology 105

47. Rabkowski, J., Peftitsis, D., and Nee, H.P. (2013) A 6kW, 200kHz boost converter with parallel-connected SiC
bipolar transistors. IEEE Applied Power Electronics Conference and Exposition (APEC), pp. 1991–1998.

48. Biela, J., Schweizer, M., Waffler, S., and Kolar, J.W. (2011) SiC vs. Si – evaluation of potentials for performance
improvement of inverter and DC-DC converter systems by SiC power semiconductors. IEEE Transactions on
Industrial Electronics, 57 (7), 2872–2882.

49. Friedli, T., Round, S.D., Hassler, D., and Kolar, J.W. (2009) Design and performance of a 200-kHz All-SiC JFET
current DC-link back-to-back converter. IEEE Transactions on Industry Applications, 45 (5), 1868–1878.

50. Lai, R., Wang, F., Ning, P. et al. (2010) A high-power-density converter. IEEE Industrial Electronics Magazine,
4 (4), 4–12.

51. Cilio, E., Homberger, J., McPherson, B. et al. (2007) A novel high density 100kW three-phase silicon carbide
(SIC) multichip power module (MCPM) inverter. Twenty Second Annual IEEE Applied Power Electronics Con-
ference (APEC), pp. 666–672.

52. Doucet, J.-C. (2011) Gate driver solutions for SiC switches. Proceedings of the International SiC Power Elec-
tronics Application Workshop (ISiCPEAW).

53. Greenwell, R.L., McCue, B.M., Zuo et al. (2011) SOI-based integrated circuits for high-temperature power
electronics applications. 26th Annual IEEE Applied Power Electronics Conference and Exposition (APEC),
pp. 836–843.

54. Zetterling, C.-M., Lanni, L., Ghandi, R. et al. (2012) Future high temperature applications for SiC integrated
circuits. Physica Status Solidi C, 9 (7), 1647–1650.

55. Stalter, O., Kranzer, D., Rogalla, S., and Burger, B. (2010) Advanced solar power electronics. 22nd International
Symposium on Power Semiconductor Devices and IC’s (ISPSD), pp. 3–10.

56. Zhang, H., Tolbert, L.M., and Ozpineci, B. (2011) Impact of SiC devices on hybrid electric and plug-in hybrid
electric vehicles. IEEE Transactions on Industry Applications, 47 (2), 912–921.

57. Wrzecionko, B., Biela, J., and Kolar, J.W. (2009) SiC power semiconductors in hevs: influence of junction tem-
perature on power density, chip utilization and efficiency. 35th Annual Conference of IEEE Industrial Electronics
(IECON ’09), pp. 3834–3841.

58. Waffler, S., Preindl, M., and Kolar, J.W. (2009) Multi-objective optimization and comparative evaluation of Si
soft-switched and SiC hard-switched automotive DC-DC converters. 35th Annual Conference of IEEE Industrial
Electronics (IECON ’09), pp. 3814–3821.

59. Bortis, D., Wrzecionko, B., and Kolar, J.W. (2011) A 120∘C ambient temperature forced air-cooled normally-off
SiC JFET automotive inverter system. Twenty-Sixth Annual IEEE Applied Power Electronics Conference and
Exposition (APEC), March 6–11, 2011, pp. 1282–1289.

60. Allebrod, S., Hamerski, R., and Marquardt, R (2008) New transformerless, scalable modular multilevel convert-
ers for HVDC-transmission. Proceedings of Power Electronics Specialists Conference (PESC 2008), Rhodes,
pp. 174–179.

61. Peftitsis, D., Tolstoy, G., Antonopoulos, A. et al. (2012) High-power modular multilevel converters with SiC
JFETs. IEEE Transactions on Power Electronics, 27 (1), 28–36.

62. Chinthavali, M., Tolbert, L.M., and Ozpineci, B. (2004) SiC GTO thyristor model for HVDC interface. IEEE
Power Engineering General Meeting, June 6–10, 2004, Denver, CO, pp. 680–685.

63. Wang, G., Huang, X., Wang, J. et al. (2010) Comparisons of 6.5kV 25A Si IGBT and 10-kV SiC MOS-
FET in solid-state transformer application. Proceedings Energy Conversion Congress and Exposition (ECCE),
pp. 100–104.

64. Wang, J., Huang, A., Sung, W. et al. (2009) Smart grid technologies. IEEE Industrial Electronics Magazine, 3 (2),
16–23.

65. Efficient Power Conversion Corporation (2012 GaN Technology Overview. Efficient Power Conversion,
http://www.epc-co.com/epc (accessed 17 December 2013).

66. Briere, M. (2012) The status of GaN power devices at international rectifier. Proceedings of Power Conversion
Intelligent Motion (PCIM), Nurnberg, Germany.

67. Wu, Y., Kebort, D., Guerrero, J. et al. (2012) High frequency GaN diode-free motor drive inverter with pure
sine-wave output. Proceedings of Power Conversion Intelligent Motion (PCIM), Nurnberg, Germany.

68. Sonmez, E., Heinie, U., Daumiller, I., and Kunze, M. (2012) Efficient power electronics for the price of
silicon – 3D-GaN technology for GaN-on-silicon. Proceedings of Power Conversion Intelligent Motion (PCIM),
Nurnberg, Germany.

http://www.epc-co.com/epc


106 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

69. Uemoto, Y., Hikita, M., Ueno, H. et al. (2007) Gate injection transistor (GIT) – a normally-off AlGaN/GaN power
transistor using conductivity modulation. IEEE Transactions on Electron Devices, 54 (12), 3393–3399.

70. Hensel, A., Wilhelm, C., and Kranzer, D. (2012) Application of a new 600 V GaN transistor in power electronics
for PV systems. Proceedings of International Power Electronics and Motion Control Conference (EPE-PEMC),
Novi Sad, Serbia.

71. Delaine, J., Jeannin, P.-O., Frey, D., and Guepratte, K. (2012) High frequency DC-DC converter using GaN
device. Proceedings of Applied Power Electronics Conference (APEC), Orlando.

72. Otsuka, N. (2012) GaN power electron devices. Proceedings of International SiC Power Electronics Applications
Workshop (ISiCPEAW), Kista, Sweden.



5
AC-Link Universal Power
Converters: A New Class of Power
Converters for Renewable Energy
and Transportation

Mahshid Amirabadi1 and Hamid A. Toliyat2
1Department of Electrical and Computer Engineering, University of Illinois at Chicago, Illinois, USA
2Department of Electrical and Computer Engineering, Texas A&M University, College Station,
Texas, USA

5.1 Introduction
This chapter introduces a new class of power converters, that is, ac-link universal power converters
[1–12]. This category of power converters is described as “universal,” because the inputs and outputs
of these converters can be dc, ac, single phase, or multiphase. Therefore, they can be employed in a
variety of applications including, but not limited to, photovoltaic (PV) power generation, battery–utility
interfaces, battery chargers and wind power generation.

In ac-link universal power converters, the link has high-frequency alternating current and voltage;
therefore, there is no need for dc electrolytic capacitors at the link. Considering all the problems asso-
ciated with bulky electrolytic capacitors, such as temperature dependency, this converter is an excellent
alternative to dc-link converters.

In fact, the ac-link universal power converter is an extension of the dc–dc buck–boost converter and
by adding complementary switches and modifying the switching scheme, the link inductor, which is the
main energy storage element in this converter, can have alternating current instead of direct current. This
improves the performance of this converter and increases significantly the utilization of the link.

The following section presents a summary of the steps required to convert the dc–dc buck–boost
converter to an ac-link ac–ac buck–boost converter. In Section 5.3, the soft switching version of the
ac-link universal power converter is introduced. It is shown that placing a small capacitor in parallel
with the link inductor enables the converter to benefit from soft switching, which significantly increases
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its efficiency. The principles of operation of the soft switching ac-link universal power converter are
studied in Section 5.4. A design procedure and an analysis method are presented in Sections 5.5 and
5.6, respectively. Some of the applications of this converter are discussed in Section 5.7, and finally
Section 5.8 summarizes this chapter.

5.2 Hard Switching ac-Link Universal Power Converter
Let us start from the most basic configuration, a dc–dc buck–boost converter, as shown in Figure 5.1. In a
buck–boost converter, the link is first charged from the input and then discharged into the output. Clearly,
this circuit has two modes of operation: mode 1, the charging of the link and mode 2, the discharging of
the link. During mode 1, switch S1 conducts and during mode 2, switch S2 conducts. It is assumed that
this buck–boost converter operates at the boundary of continuous and discontinuous conduction modes.
Switch S2 needs to block reverse voltage. Hence, in Figure 5.1, a diode is placed in series with this switch.
Voltages V1 and V2 are both assumed to be positive. In a conventional buck–boost converter, switch S2
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Figure 5.1 dc–dc buck–boost converter: (a) configuration, (b) energizing mode (mode 1), (c) de-energizing mode
(mode 2) and (d) voltage and current waveforms
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Figure 5.2 An alternative representation of the dc–dc buck–boost converter
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(e) de-energizing mode in negative direction (mode 4) and (f) current and voltage waveforms
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is usually removed and the diode conducts during mode 2. This converter can also be demonstrated, as
represented in Figure 5.2. Although switches S3 and S4 are unnecessary for this case, they are required
for the subsequent steps.

In order to have an alternating inductor current or, in other words, to allow the link inductor to charge
and discharge in both positive and negative directions, four other switches should be added, as depicted
in Figure 5.3. The link cycle can then be divided into two half cycles with the positive link current during
the first half cycle and the negative link current during the second half cycle. This results in an alternating
link current. This converter has four modes of operation: mode 1, the charging of the link with positive
current; mode 2, the discharging of the link with positive current; mode 3, the charging of the link with
negative current; and mode 4, the discharging of the link with negative current. Switches S1, S2, S3 and
S4 conduct when the inductor current is positive, whereas switches S5, S6, S7 and S8 conduct in the case
of a negative link current.

If bidirectional power flow is required, then the number of switches needs to be doubled, as shown
in Figure 5.4. Switches S1–S8 transfer the power from V1 to V2 and switches S9–S16 are responsible
for transferring the power from V2 to V1. The converter shown in Figure 5.4 is, in fact, a bidirectional
ac-link dc–dc buck–boost converter.

Adding more legs to each side of this converter yields multiphase bidirectional ac-link converters,
such as the dc to multiphase ac, multiphase ac to dc and multiphase ac to multiphase ac configurations
shown in Figure 5.5. Dc–ac, ac–dc and ac–ac buck–boost converters were first proposed by Ngo [13].
However, in those configurations the switches were unidirectional, resulting in a dc-link current.

The principle of operation of the multiphase converter is similar to that of the dc–dc converter; how-
ever, the main challenge is to determine the contribution of each phase of the multiphase system to the
charging or discharging of the link. Let us consider a three-phase inverter, as shown in Figure 5.5(a).
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Figure 5.4 Bidirectional ac-link dc–dc buck–boost converter



AC-Link Universal Power Converters: A New Class of Power Converters for Renewable Energy 111

(a)

(b)

(c)

acac

ac

ac

+

 ̶

+  ̵

V1

L

L

I1

+  ̵

V2 

I2

IL

IL

VL

+

 ̶

LIL

VL

Figure 5.5 (a) Bidirectional ac-link dc–ac buck–boost converter, (b) bidirectional ac-link ac–dc buck–boost con-
verter and (c) bidirectional ac-link ac–ac buck–boost converter



112 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

As the input of the inverter is dc, the charging of the link in this case is similar to that of the dc–dc
converter. However, during the discharging mode, there is one link to be discharged and two phase pairs
to be charged from the link. In a balanced three-phase system, the sum of the phase currents at any instant
is zero. One of them is the highest in magnitude with a certain polarity, while the other two phase currents
have lower magnitude with the opposite polarity. Although there are three phase pairs in a three-phase
system, considering the polarity of the current in each phase, only two of these phase pairs can provide a
path for the current when connected to the link. Therefore, the charged link transfers power to the output
by discharging into two phase pairs. The two phase pairs are the one formed by the phases having the
highest current and the second highest current, and the other formed by the phases having the highest
current and the lowest current, where the currents are sorted as highest, second highest and lowest in
terms of magnitude alone. For example, if Ia_o =−10 A, Ib_o = 7 A and Ic_o = 3 are the three-phase cur-
rents, then phase pairs ab and ac are chosen to be charged from the link, because phase pair bc cannot
provide any paths for the current. Therefore, in the case of dc to three-phase ac, there are six modes of
operation. Similarly, in a three-phase ac–ac system, each charging and discharging mode will be split
into two modes, which results in eight modes of operation.

It must be noted that, in practice, the incoming switches on the output side need to be turned on
before turning off the outgoing switches on the input side. However, being reversed biased, the incoming
switches do not conduct before the outgoing switches are turned off. On the other hand, the incoming
switches on the input side might need to be turned on after the link current is zero and the outgoing
output-side switches are turned off. This might result in operation of the converter in discontinuous
conduction mode.

5.3 Soft Switching ac-Link Universal Power Converter
As seen in the previous section, the ac-link universal power converter transfers power entirely through
the link inductor (L). Placing a small capacitor (C) in parallel with the link inductor allows the switches to
be turned on at zero voltage, as well as to benefit from a soft turn-off. Figure 5.6 shows the configuration
of an ac–ac soft switching ac-link universal power converter.

This converter is a partial resonant converter, that is, only a small time interval is allocated to reso-
nance in each cycle. Hence, while the resonance facilitates the zero voltage turn-on and soft turn-off of
the switches, the LC link has low reactive ratings and low power dissipation. This is the main difference

ac acCIL L

Figure 5.6 Soft switching bidirectional ac-link ac–ac buck–boost converter
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between the soft switching ac-link universal power converter and the parallel resonant ac-link converter
introduced in [14]. Although these converters seem similar, their principles of operation are totally
different.

The first partial resonant ac–ac buck–boost converter was proposed by Kim and Cho [15]; however, it
contained merely unidirectional switches and, hence, the link current had a dc component that reduced
significantly the utilization of the link.

Owing to the soft switching, the switching losses in soft switching ac-link universal power converters
are negligible and the frequency of the link can be very high, which results in a compact link inductor and
filter components. Moreover, the zero voltage turn-on of the switches results in reduced voltage stress on
the switches.

5.4 Principle of Operation of the Soft Switching ac-Link Universal
Power Converter

The principle of operation of the soft switching ac-link universal power converter is similar to that of
the hard switching ac-link universal power converter. The main difference is that between each charging
and discharging mode there is a resonating mode during which none of the switches conduct and the link
resonates to facilitate the zero voltage turn-on and soft turn-off of the switches.

To explain the principle of operation, a three-phase ac–ac converter is considered. The basic operating
modes and relevant waveforms of this converter are represented in Figures 5.7 and 5.8. Each link cycle is
divided into 16 modes, with 8 power transfer modes and 8 partial resonant modes taking place alternately.
The link is energized from the input phase pairs during modes 1, 3, 9, and 11 and is de-energized to the
output phase pairs during modes 5, 7, 13 and 15. Modes 2, 4, 6, 8, 10, 12, 14 and 16 are resonating modes.
The following are the details of various operating modes:

Mode 1 (energizing): Before the start of mode 1, input switches that are supposed to conduct
during modes 1 and 3 are activated (S6, S10 and S11 in Figures 5.7 and 5.8); however, they do not
immediately conduct because they are reverse biased. Once the link voltage, which is resonating before
mode 1, becomes equal to the maximum input line-to-line voltage that is supposed to charge the link
(VAB in Figures 5.7 and 5.8), the proper switches (S6 and S10) become forward biased, initiating
mode 1. Therefore, the link is connected to the input voltage pair having the highest voltage via
switches that charge it in the positive direction. Owing to the high frequency of the link, VAB can be
assumed constant during mode 1. The link current (iLink) during mode 1 can be calculated using the
following equations:

VAB = L
diLink(t)

dt
(5.1)

iLink(t) =
1
L∫

t

0
VABdt =

VABt

L
+ iLink(0) (5.2)

In the above equations, L is the link inductance. During this mode, the link voltage is equal to VAB, as
shown in Figure 5.7.

The link charges until the current of phase B on the input side, when averaged over a cycle, meets its
reference value. It is assumed that phase A carries the maximum input current; hence, it will be involved
in charging the link during both modes 1 and 3. At the end of mode 1, switch S10 is turned off. As
mentioned earlier, the link capacitor acts as a buffer across the switches during their turn-off, which
results in negligible turn-off losses.

Mode 2 (partial resonance): During this mode, none of the switches conduct and the link resonates
until its voltage becomes equal to that of the other input phase pair, which is supposed to charge the
link (VAC in Figures 5.7 and 5.8). The voltage across this phase pair is lower than the voltage across the
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Figure 5.7 Circuit behaviors in different modes of operation [12]
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Figure 5.7 (continued)
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(g) Mode 7
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Figure 5.7 (continued)
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(j) Mode 10

(k) Mode 11

S1 S2S0

S7 S8S6

S4 S5S3

S10 S11S9

S13 S14S12

S19 S20S18

L C

S16 S17S15

S22 S23S21

A

B

C

A

B

C

I_
L

in
k

S1 S2S0

S7 S8S6

S4 S5S3

S10 S11S9

S13 S14S12

S19 S20S18

L C

S16 S17S15

S22 S23S21

A

B

C

A

B

C

I_
L

in
k

(l) Mode 12

S1 S2S0

S7 S8S6

S4 S5S3

S10 S11S9

S13 S14S12

S19 S20S18

L C

S16 S17S15

S22 S23S21

A

B

C

A

B

C

I_
L

in
k

Figure 5.7 (continued)
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(m) Mode 13
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Figure 5.7 (continued)
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(p) Mode 16

S1 S2S0

S7 S8S6

S4 S5S3

S10 S11S9

S13 S14S12

S19 S20S18

L C

S16 S17S15

S22 S23S21

A

B

C

A

B

C

I_
L

in
k

Figure 5.7 (continued)

phase pair that charged the link during mode 1. In this mode, the circuit behaves as a simple LC circuit
described by the following equations:

ic(t) = −iLink(t) = C
dVLink(t)

dt
(5.3)

VLink(t) = L
diLink(t)

dt
(5.4)

In the above equations, ic(t), VLink(t) and C are the capacitor current, the link voltage and the link
capacitance, respectively. As the current passing through the capacitor is equal to “– iLink(t)” and the
inductor current is positive, (dVLink(t))∕dt is negative, implying that the link voltage is decreasing.

Mode 3 (energizing): Once the link voltage reaches the voltage across the input phase pair AC, switches
S6 and S11 are forward biased, initiating mode 3, during which the link continues to charge in the positive
direction from the input phase pair having the second highest voltage (VAC). At the end of mode 2, the
link voltage is equal to VAC. Hence, at the instant of switch turn-on, the voltage across the corresponding
switches is zero. This implies that the turn-on occurs at zero voltage as the switches transition from
reverse to forward bias. For the case shown in Figure 5.7, during mode 3, the link charges until the
current of phase A on the input side, averaged over a cycle, meets its reference value. All the input
switches are then turned off, initiating another resonating mode.

Mode 4 (partial resonance): During mode 4, the behavior of the circuit is similar to that of mode 2
and the link voltage decreases until it reaches zero. At this point, the output switches that are supposed
to conduct during modes 5 and 7 are activated (S19, S20 and S21 in Figures 5.7 and 5.8); however, being
reverse biased, they do not conduct immediately.

The sum of the output currents at any instant is zero. One of them is the highest in magnitude and
of one polarity, while the two lower magnitude ones are of the other polarity. As mentioned earlier, the
charged link transfers power to the output by being discharged into two output phase pairs. The two phase
pairs are the one formed by the phases having the highest current and the second highest current, and
the one formed by the phases having the highest current and the lowest current, where the currents are
sorted as highest, second highest and lowest in terms of magnitude alone. The phase pair with the lower
line-to-line voltage is chosen as the first one into which the link is discharged. In Figures 5.7 and 5.8, it
is assumed that phase A carries the maximum output current.

Once the link voltage reaches VACO (assuming VACO is lower than VABO), switches S21 and S20 will
be forward biased and will start to conduct, initiating mode 5.
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Figure 5.8 Voltage and current waveforms showing the behavior of the circuit during different modes of operation
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Mode 5 (de-energizing): The output switches (S20 and S21) are turned on at zero voltage to allow the
link to discharge into the chosen phase pair until the current of phase C on the output side, averaged over
the link cycle, meets its reference. At this point, S20 will be turned off, initiating another resonating mode.

Mode 6 (partial resonance): The link is allowed to swing to the voltage of the other output phase pair
chosen during mode 4; for the cases shown in Figures 5.7 and 5.8, the link voltage swings from VACO

to VABO.
Mode 7 (de-energizing): During mode 7, the link is discharged into the selected output phase pair until

there is just sufficient energy left in the link to swing to a predetermined voltage (Vmax), which is slightly
higher than the maximum input and output line-to-line voltages. At the end of mode 7, all the switches
are turned off allowing the link to resonate during mode 8.

Mode 8 (partial resonance): The link voltage swings to Vmax and then it starts to increase (because it is
negative, its absolute value decreases). At this moment, the input switches that are supposed to conduct
during modes 9 and 11 are turned on; however, they do not conduct immediately because they are reverse
biased. Once the absolute value of the link voltage becomes equal to VAB, switches S1 and S3 will be
forward biased.

Modes 9 through 16 are similar to modes 1 through 8, except that the link is charged and discharged in
the reverse direction. For these modes, the complimentary switch in each leg is switched when compared
with the ones switched during modes 1 through 8.

Choosing the proper input-side switches during modes 8 and 16 is similar to choosing the proper
output-side switches during modes 4 and 12. The sequence and the pairs are selected in order to minimize
the partial resonance times while meeting the desired harmonic levels. Therefore, first the two phase pairs
that can be involved in the energizing process need to be determined. These are the phase pairs formed
by the phase with the maximum current and the two other phases. The switches connected to the input
phase pair that has the higher line-to-line voltage conduct during the first energizing mode (mode 1 or 9).
Whereas the switches connected to the output phase pair that has the lower line-to-line voltage conduct
during the first de-energizing mode (mode 5 or 13). This will result in minimized partial resonance time
and guarantees the zero voltage turn-on of the switches.

As observed, the input-side and output-side switches never conduct simultaneously, which implies
that the input and output are isolated. However, if galvanic isolation is still required, a single-phase
high-frequency transformer can be added to the link. In order to have a more compact converter, the
transformer can be designed such that its magnetizing inductance plays the role of the link inductance,
as depicted in Figure 5.9. In practice, the link capacitor needs to be split into two capacitors placed at the
primary and the secondary of the transformer. The principle of operation of the converter with galvanic
isolation is similar to that of the original converter.

C acac

Figure 5.9 Soft switching bidirectional ac-link ac–ac buck–boost converter with galvanic isolation
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5.5 Design Procedure
To simplify the design procedure, the resonating time, which is much shorter than the power transfer
time at full power, will be neglected. Moreover, charging and discharging are each assumed to take place
in one equivalent mode instead of two modes during each power cycle. For this, the link is assumed
to be charged through a virtual input phase with the input equivalent current and voltage, and similarly
the link is assumed to be discharged into a virtual output phase with the output equivalent current and
voltage. Considering that the phase carrying the maximum input current is involved in the energizing of
the link during both modes 1 and 3, and, similarly, that the phase carrying the maximum output current
is involved in the de-energizing of the link during both modes 5 and 7, the input and output equivalent
currents in a three-phase ac–ac ac-link universal power converter can be calculated as follows:

Ii-eq =
3Ii,peak

𝜋

(5.5)

Io-eq =
3Io,peak

𝜋

(5.6)

where Ii,peak and Io,peak are the input and output peak phase currents. It can be shown that input and output
equivalent voltages are equal to

Vi-eq =
𝜋Vi,peak

2
cos 𝜃i (5.7)

Vo-eq =
𝜋Vo,peak

2
cos 𝜃o (5.8)

where Vi,peak, Vo,peak, cos(𝜃i) and cos(𝜃o) are the input peak phase voltage, output peak phase voltage,
input power factor and output power factor, respectively. It should be noted that for the dc–dc, dc–ac,
or ac–dc cases, we do not need to consider any virtual phases for the dc side. Design of these cases is
similar to the ac–ac case, except that the equivalent current and voltage of the dc side are, in fact, the
average current and voltage of that side.

Figure 5.10 represents one cycle of the link current. The following equations describe the behavior of
the circuit during the charging and discharging of the link:

ILink,peak =
Vi-eqtcharge

L
(5.9)

ILink,peak =
Vo-eqtdischarge

L
(5.10)

In the above equations, the following parameters ILink,peak, tcharge and tdischarge represent the peak of the
link current, the total charge time during modes 1 and 3, and the total discharge time during modes 5 and
7, respectively.

Equations (5.9) and (5.10) determine the relationship between the charge time and discharge time as
follows:

tcharge =
Vo-eqtdischarge

Vi-eq

(5.11)

Consequently, the ratio of the total duration of modes 1 and 3 to the period of the link current, which
is twice the sum of the charging time and discharging time, is

tcharge

T
= 1

2

Vo-eq

Vi-eq + Vo-eq

(5.12)
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Figure 5.10 Link current when the resonating time is negligible

On the other hand, the equivalent input current can be calculated based on the link peak current, the
energizing time and the link current period, which is as follows:

Ii-eq = 2 × 1
T
× 1

2
× tcharge × ILink,peak (5.13)

Using (5.12) and (5.13), the following equation is derived for determining the link peak current:

ILink,peak = 2 × Ii-eq ×

(
1 +

Vi-eq

Vo-eq

)
= 2 × (Ii-eq + Io-eq) (5.14)

This implies that the input and output currents determine the link peak current. The frequency of the
link f can be chosen based on the power rating of the system and the characteristics of the available
switches. Once the frequency is chosen, the following equation determines the inductance of the link:

L = P
f (I2

Link,peak)
(5.15)

where P is the rated power. Figure 5.11 shows the relationship between the link frequency and link
inductance. It can be observed that choosing a higher link frequency results in a lower link inductance.

Link capacitance is chosen such that the resonating periods are retained within a small percentage of
the link cycle:

1

2𝜋
√

LC
≫ f (5.16)

5.6 Analysis
As mentioned earlier, the resonating time is normally negligible at full power. However, at lower power
levels, the power transfer time (energizing and de-energizing time) is usually shorter than the power
transfer time at full power, whereas the resonating time is almost constant. Therefore, the resonating
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Figure 5.11 Link inductance versus link frequency
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Figure 5.12 Link voltage and current when resonating time is not negligible

time cannot be neglected at lower power levels. Figure 5.12 shows the link voltage and current over one
cycle, assuming that the resonating time is not negligible.

If the resonating time is negligible, then (5.14) and (5.15) may be used to calculate the link peak current
and the link frequency at different power levels. However, when the resonating time cannot be neglected,
the analysis will become more complicated.
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Considering the principle of operation, the link current at the end of the de-energizing mode I4 can be
calculated by

I4 =
√

C
L
(V2

max − V2
o,eq) (5.17)

Solving the resonant LC circuit during the time period t1, I1 and t1 can be calculated as follows:

I1 =

√√√√(
I2

4 +
(Vo,eq

L𝜔r

)2

−
(Vi,eq

L𝜔r

)2
)

(5.18)

t1 =
1
𝜔r

(
𝜋 + tan−1

(
I1L𝜔r

Vi,eq

)
− 𝜋 + tan−1

(
I4L𝜔r

Vo,eq

))

= 1
𝜔r

(
tan−1

(
I1L𝜔r

Vi,eq

)
+ tan−1

(
I4L𝜔r

Vo,eq

))
(5.19)

In the above equations, 𝜔r is the resonant angular frequency, which can be calculated by

𝜔r =
1√
LC

(5.20)

In order to find the link peak current and the link frequency, the current at the end of the energizing
mode (I2), the current at the beginning of the de-energizing mode (I3), the resonating time between the
energizing and the de-energizing mode (t2), and the total energizing and de-energizing time should be
determined first. Five other equations should be solved in order to determine I2, I3, t2, tcharge and tdischarge.
These equations are as follows:

Vi,eq = L
I2 − I1

tcharge

(5.21)

Vo,eq = L
I3 − I4

tdischarge

(5.22)

Ii,eq =
tcharge

2(tcharge + tdischarge + t1 + t2)
(I2 + I1) (5.23)

Io,eq =
tdischarge

2(tcharge + tdischarge + t1 + t2)
(I3 + I4) (5.24)

t2 =
1
𝜔r

(
𝜋 − tan−1

(
I3L𝜔r

Vo,eq

)
− tan−1

(
I2L𝜔r

Vi,eq

))
(5.25)

Once these equations are solved, ILink,peak and f can be calculated as follows:

ILink,peak =

√√√√(
I2

2 +
(Vi,eq

L𝜔r

)2
)

(5.26)

f = 1
2(tcharge + tdischarge + t1 + t2)

(5.27)

It can be shown that by decreasing the power level, the link peak current decreases, whereas the link
frequency increases. It should be noted that in this converter, the maximum link frequency is equal to the
resonant frequency. Figures 5.13 and 5.14 represent the link peak current and link frequency variations
versus power, respectively.
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Figure 5.14 Link frequency variations versus power

5.7 Applications

5.7.1 Ac–ac Conversion (Wind Power Generation, Variable frequency
Drive)

Ac–ac converters are needed in several applications, including wind power generation and variable
frequency drives. Different configurations of variable speed wind turbine systems are illustrated in
Figure 5.15. As seen in this figure, the line-frequency transformer is an inseparable part of these
configurations. Traditionally, dc-link converters, which are formed by a rectifier and an inverter, are
employed in wind power generation systems. In the simplest case, the rectifier can be formed by a
diode bridge. To improve the currents, the dc-link converter can be implemented by a PWM rectifier
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Figure 5.15 Wind turbine configurations in variable speed constant frequency systems: (a) indirect drive using
doubly fed induction generator, (b) indirect drive using squirrel-cage induction generator, (c) indirect drive using
wound-field synchronous generator, (d) direct drive using permanent magnet synchronous generator and (e) direct
drive using wound-field synchronous generator [17]



128 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

and a PWM inverter. Regardless of the topologies of the inverter and the rectifier, a dc electrolytic
capacitor, which deteriorates severely the circuit reliability and lifetime, is an integral part of dc-link
converters. High switching losses and high device stresses are other important limitations of this type of
converter [16, 17].

Because both the frequency and amplitude of its voltage can be changed, the ac-link universal power
converter can be employed as an interface between wind-driven generators and the grid. Owing to its high
reliability, compactness and low weight, this converter is an excellent candidate for wind power gener-
ation applications. In order to employ the ac-link universal power converter in such an application, the
three-phase transformer used for wind power generation is replaced with a single-phase high-frequency
transformer added to the link.

5.7.2 Dc–ac and ac–dc Power Conversion

5.7.2.1 PV Power Generation

In past designs, a centralized converter-based PV system was the most commonly used type of PV system.
As shown in Figure 5.16, in this system, PV modules are connected to a three-phase voltage source
inverter. The output of each phase of the inverter is connected to an LC filter to limit the harmonics. A
three-phase transformer, which steps up the voltage and provides galvanic isolation, connects the inverter
to the utility [18–26].

Low-frequency transformers are considered poor components mainly because of their large size and
low efficiency. To avoid the need for low-frequency transformers, multiple-stage converters are widely
used in PV systems. The most common topology, which is represented in Figure 5.17, includes a volt-
age source inverter and a dc-dc converter. Commonly, the dc-dc converter contains a high-frequency
transformer. Despite offering a high boosting capability and galvanic isolation, this converter consists
of multiple power processing stages, which lower the efficiency of the overall system. Moreover, bulky
electrolytic capacitors are required for the dc link. Electrolytic capacitors, which are very sensitive to
temperature, might cause severe reliability problems in inverters, and an increase by even 10 ∘C can
halve their lifetime. Therefore, PV inverters containing electrolytic capacitors are not expected to pro-
vide the same lifetime as the PV modules. Consequently, the actual cost of the PV system involves
periodic replacement of the inverter, which increases the levelized cost of energy extracted from the
PV system. Considering the aforementioned problems, it is essential to support the design of alternative
inverter topologies with higher reliability and lower cost [18–26].

The ac-link universal power converter can overcome most of the problems associated with existing
PV inverters. As mentioned earlier, the control scheme of this converter guarantees the isolation of
the input and output. However, if galvanic isolation is required, the link inductor can be replaced with

VSI
DC/AC

Bulky low-
frequency

transformer

Figure 5.16 Centralized converter-based PV system [6]
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Figure 5.17 Multiple-stage conversion systems used in PV applications [6]
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Figure 5.18 Soft stitching ac-link universal power converter for PV applications [6]

a single-phase high-frequency transformer, which eliminates the need for low-frequency transformers
employed in traditional centralized converter-based PV systems. With or without a transformer, the
proposed inverter is capable of stepping up or stepping down the voltage. The other merits of the
proposed inverter are the elimination of the dc link and the replacement of the bulky electrolytic
capacitors employed in the multiple-stage conversion systems with an LC pair having alternating current
and voltage.

Because the direction of power flow in a PV inverter is always from the PV toward the load, the PV-side
switches do not need to be bidirectional. Figure 5.18 shows the soft switching ac-link PV inverter.

Although this inverter does not have a dc link, it can inject reactive power into the grid during voltage
sags. To provide the low-voltage ride-through (LVRT) feature, the PV-side switches should be replaced
by bidirectional switches, as illustrated in Figure 5.19. The principle of operation of the inverter dur-
ing the grid fault is slightly different from that of normal operation. During mode 1, the link will be
charged through the PV up to a certain level. Then, similarly to normal operation, it will be discharged
into the output phases; however, no net energy is taken from the link in this case. After the output-side
switches are turned off, the energy stored in the link is discharged into the PV-side capacitor. In this case,
the PV-side filter capacitor absorbs the energy discharged into the input. Therefore, in order to provide
the LVRT feature, the PV-side filter capacitor needs to be designed based on the reactive power rating
of the inverter. Once the link is completely discharged, it will be recharged from the PV with current
flowing in the opposite direction. In fact, this method of control can also be used for normal opera-
tion. In the case of normal operation, the energy remaining in the link after turning off the output-side
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Figure 5.19 ac-link universal inverter for PV application with LVRT feature [6]

switches, which needs to be discharged into the PV-side capacitor, is much lower than that of the grid
fault case.

5.7.2.2 Battery–Utility Interface

A battery–utility interface is a bidirectional dc–ac converter. In such a system, during times of excess
energy, the battery is charged from the grid through the interfacing ac–dc converter, storing dc electricity
in the battery. Once the stored energy is required, the battery should switch from charge mode to discharge
mode such that it can feed the load. Of course, for this purpose, the dc electricity should be converted to
ac through the dc–ac inverter.

Electrochemical batteries can switch between their charge and discharge modes very quickly; therefore,
the main challenge is to develop low cost and robust bidirectional converters that can switch rapidly
between charge and discharge modes.

The duration of the power reversal process in soft switching ac-link universal power converters is only
limited by the resonance period of the input/output filters. As the frequency of the link can be as high as
permitted by the switches and their associated controller, the resonance frequency of the input and output
filters can be very high, resulting in a short power reversal time. This feature, along with other merits of
the soft switching ac-link universal power converter, makes it an excellent candidate for battery–utility
interface applications.

5.7.3 Multiport Conversion

Owing to the intermittent nature of PV and wind power, hybrid energy sources are very common in
renewable energy systems. In the case of a hybrid system, both power sources need power electronics
interfaces to be connected to the load. One solution is to use two separate converters, but a more efficient
and reliable method is to use a multiport converter to connect several power sources to the load. Thus, it
is essential to investigate multi-input/output converters.

As an example, a hybrid PV–battery source is considered in this section. Two common inverter con-
figurations exist for hybrid distributed energy systems including dc sources. The first system is formed
by a hybrid inverter that consists of two inverters operating in parallel, whose outputs are tied to the
grid through a low-frequency transformer. Similar to traditional single-input/single-output inverters,
the main drawback of this scheme is the existence of the low frequency and, thus, the bulky trans-
former. The other configuration is a multi-input dc–dc converter coupling with an inverter for feeding
ac loads, which has the same disadvantages as the multi-stage PV inverters discussed in the previous
section [18–26].
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Figure 5.20 Multiport ac-link universal converter [11]

In light of these problems, a single-stage multiport high-frequency ac-link converter might be an
outstanding candidate for this application. Figure 5.20 depicts the schematic of a soft switching mul-
tiport ac-link universal power converter interfacing a PV source, a battery and a three-phase ac load.
There are three switch bridges in this configuration: one connected to the PV modules, one connected
to the battery and one connected to the load. As seen in Figure 5.20, the PV switch bridge contains only
unidirectional switches, while the other two bridges contain bidirectional switches to allow bidirectional
power flow.

Depending on the power generated by the PV modules, the battery state of charge (SOC) and the load
requirements, there are four possible power flow scenarios in this converter, that is, power flow:

1. From the PV modules to the load
2. From the battery to the load
3. From the PV modules to the load and the battery
4. From the PV modules and the battery to the load

If the grid-connected configuration is considered, another scenario is one in which power flows from
the grid to the battery.

Depending on the power flow scenario, there might be more than one input phase pair used to charge
the link or more than one output phase pair into which the link is discharged. In order to have more control
over the currents and to minimize input and output current harmonics, the link charging or discharging
mode can be split into two or more modes.

Figures 5.21–5.23 represent one cycle of the link current in each power flow scenario. Of course,
the sequence of the charging or discharging of the sources/loads in a link cycle also depends on their
voltage values. For example, in Figure 5.23, it is assumed that the voltage of the battery is higher than
the voltage across the PV modules; therefore, it charges the link in mode 1 and the PV modules charge
the link during mode 3. If the voltage across the PV modules is higher than the battery voltage, they
charge the link during mode 1 and the battery charges the link in mode 3.
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Figure 5.21 Link current of the multiport ac-link universal power inverter during the first and second power flow
scenarios [11]
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Figure 5.22 Link current of the multiport ac-link universal power inverter during the third power flow scenario [11]

In the first and second power flow scenarios, the converter behaves as a dc–ac inverter. In this case,
the link cycle is divided into 12 modes with 6 power transfer modes and 6 resonating modes. The link
is energized from the battery (in the second power flow scenario) or PV modules (in the first power flow
scenario) during modes 1 and 7, and is de-energized into the load during modes 3, 5, 9 and 11. Modes 2,
4, 6, 8, 10 and 12 are the resonating modes.

In the third power flow scenario, the converter converts dc power to ac and dc (dc/ac+dc). In this
scenario, the link cycle is divided into 16 modes with 8 power transfer modes and 8 resonating modes.
The link is energized from the PV during modes 1 and 9 and is de-energized to the load and the battery
during modes 3, 5, 7, 11, 13 and 15.

In the fourth power flow scenario, power flows from two dc sources to an ac load (dc+dc/ac). In this
case, the link cycle is divided into 16 modes, including 8 power transfer modes and 8 resonating modes.
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Figure 5.23 Link current of the multiport ac-link universal power inverter during the fourth power flow
scenario [11]

The link is energized from the PV and the battery during modes 1, 3, 9 and 11 and is de-energized into
the load during modes 5, 7, 13 and 15.

5.8 Summary
The ac-link universal power converter is a new class of power converter with several advantages. In
fact, this converter is an extension of the dc-dc buck–boost converter to dc–ac, ac–dc and ac–ac con-
verters. Hence, the main energy storage component in this converter is the link inductor, which has a
high-frequency alternating current. Placing a small capacitor in parallel with the link inductor facilitates
the zero voltage turn-on and soft turn-off of the switches. In this converter, the input and output are iso-
lated; however, if galvanic isolation is required, a single-phase high-frequency transformer can be added
to the link.

Considering its negligible switching losses, higher efficiency, higher reliability and compactness, this
converter is an excellent candidate for several applications, including PV power generation, wind power
generation, battery–utility interfaces and power electronics interfaces for hybrid energy sources.
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6.1 Introduction
To date, wind power is still the most promising renewable energy source, as reported in [1], because it
has relatively low energy cost. The wind turbine system (WTS) technology started with a few tens of
kilowatts of power in the 1980s, whereas nowadays, multi-megawatt (MW) wind turbines are generally
installed and their size is still growing [2–5]. There is a widespread use of wind turbines in the distri-
bution networks and more and more wind power stations are acting as traditional power plants, which
are connected to the transmission networks. For example, Denmark has high wind power penetration in
major areas of the country, and today, more than 30% of the country’s electrical power consumption is
covered by wind [6].

Initially, wind power did not have a serious impact on the power grid system. The wind turbine solution
was based on a squirrel-cage induction generator (SCIG) connected directly to the grid, and thus, power
pulsations in the wind were almost directly transferred into the networks. Furthermore, there was no
controllability for the delivered active and reactive powers, which are important control parameters in
regulating the frequency and voltage of the grid system. Nowadays, following the dramatic increase in the
penetration and power level of wind turbines, wind power has a significant impact on the grid operation.
Wind turbine solutions with more power electronics have become dominant [7]; this is mainly because
the power electronics can change the characteristics of the wind turbines from being an unregulated
energy source to being an active power generation unit. It is worth mentioning that the power electronics
technology used for wind turbines is not new, but some special considerations that are valid in wind
power applications have to be carefully taken into account [2–5, 8].

The scope of this chapter is to give an overview and discuss some trends in power electronics technolo-
gies used for wind turbines. First, the developments of technology and of market trends in wind power
applications are discussed. Next, different wind turbine concepts are reviewed and some dominant and
promising power converter solutions in wind power applications are presented. Furthermore, some con-
trol methods and grid demands, as well as the emerging reliability challenges, for future wind turbines
are explained.
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6.2 Development of Wind Power Generation
The wind power has grown rapidly to a cumulative level of 282 GW worldwide with over 45 GW installed
in 2012 alone; this is more than any other renewable energy source [1]. The annual market for electri-
cal power capacity in 2011 was around 208 GW; this number indicates that wind power is really an
important player in the modern electrical energy supply system. The worldwide energy penetration by
wind power was 2.5% in 2010 and the prediction for 2019 is more than 8% or 1 TW. China became the
largest market in 2011 with over 17.6 GW wind power installed, together with the entire European Union
(EU) (9.6 GW) and the United States (6.8 GW), sharing around 85% of the global market in 2011. The
cumulative capacity of wind power generation from 1996 to 2012 is shown in Figure 6.1.

Regarding the markets and manufacturers, in 2011, the Danish company Vestas was still on the top posi-
tion among the largest wind turbine manufacturer in the world, closely followed by GE and Goldwind,
both sharing the second position in the market. Figure 6.2 summarizes the worldwide top suppliers of
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Figure 6.1 Cumulative installed capacity of wind power from 1996 to 2012 [1]
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wind turbines in 2011. It is interesting to note that four Chinese companies are in the top 10 manufacturers
with a total market share of 26%.

The size of the wind turbine unit is also increasing dramatically in order to reduce the price per
generated kilowatt-hour. In 2011, the average individual wind turbine size delivered to the market was
1.7 MW, among which the average offshore turbine size achieves a power level of 3.6 MW. The grow-
ing trends of emerging wind turbine size between 1980 and 2012 are shown in Figure 6.3 [7]. It can be
noted that in 2012, the cutting-edge 8 MW wind turbines with diameters of 164 m had already appeared
on the market [9]. Currently, most manufacturers are developing wind turbine systems in the range of
4.5–8 MW, and it is expected that the increasing number of large wind turbines with multi-MW power
levels, even up to 10 MW, will be present in the next decade, driven mainly by the overall goal to lower
the energy cost [10].

6.3 Wind Power Conversion
The WTS captures wind power by means of aerodynamic blades and converts it to rotating mechanical
power in the shaft of the generator. In order to have proper power conversion, the tip speed of the blade
should be lower than half that of the sound speed, and thus, the rotational speed will decrease as the
diameter of the blade increases. For typical multi-MW wind turbines, the rotational speed ranges between
5 and 16 rpm, and this might result in bulky generator solutions and might increase installation costs. One
of the most weight-efficient solutions to convert the low-speed, high-torque mechanical power is to use
a gearbox, as illustrated in Figure 6.4 [6].

Today, the high-speed doubly fed induction generator (DFIG) with a large gearbox and a partial-scale
power converter is dominating the market, but in the future, in order to obtain optimum overall per-
formance, multipole permanent magnet synchronous generators (PMSGs) with simpler or no gearbox
solutions using a full-scale power converter, are expected to take over. Actually, synchronous generators
with either external excitation or with permanent magnets are becoming the preferred technology in the
best-selling power ranges of the wind turbines [1–4]. However, the uncertain price trends of permanent
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magnet materials might change the philosophy of the adopted generator and drive trains of WTSs in
order to avoid the risk of high expense.

Between the grid and the generator, a power converter can be inserted where the transformers and filters
have a pivotal role regarding the volume and losses of the entire system. All wind turbine manufacturers
use a step-up transformer for connecting the converter/generator to the power grid; however, research
is ongoing to replace it with more power semiconductors – leading to future high-power high-voltage
transformerless solutions, which is a future technological challenge [12].

6.3.1 Basic Control Variables for Wind Turbines

For a WTS, it is essential to be able to limit the mechanical power generated by the turbines under
higher wind speeds in order to prevent overloading. The power limitation can be achieved by stall con-
trol (blade position is fixed but stall of the wind appears along the blade), active stall control (blade angle
is adjusted in order to create stall along the blades), or pitch control (blades are turned out of the wind).
The characteristics of the output mechanical power using the three types of power limitation methods
are compared in Figure 6.5 [3]. It can be seen clearly that pitch control can achieve the best power limi-
tation performance, and it has already become the dominant technology in the most recently established
wind turbines.

Another control variable of wind turbines is the rotational speed of blades. In the past, this control
freedom has not been utilized and the rotational speed is fixed during the entire operational range of
wind speeds. Although fixed speed turbines have the advantages of being simple and robust with low-cost
electrical parts, the drawbacks are even more significant, such as uncontrollable electrical power, large
mechanical stress during wind gusts, and limited output power quality.

Nowadays, variable speed wind turbines are widely used in order to achieve better aerodynamic
efficiency and overall control performance. By introducing variable speed operation, it is possible to
continuously adapt the rotational speed of the wind turbine to the wind speed, such that the tip speed
ratio is maintained constant in order to achieve the maximum power coefficient of the blades and,
thereby, the maximum power-extracting efficiency of the wind turbine. The power variations in wind
will be absorbed by the speed changes of the rotor; thus, the mechanical stress and acoustic noise can
be reduced. In addition, the power converters used for speed adjustment can also provide better power
controllability of the wind turbines, which helps fulfill the higher technical demands imposed by the
grid operators. This feature is becoming a critical determining factor in the development of future wind
power technologies [12].



140 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

1

0.8

Pitch
control

Active
stall

Passive
stall

0.6

0.4

P
ow

er
 (

pu
)

0.2

0
0 5 10

Wind speed (m/s)

15 20 25

Figure 6.5 Power limitation by different methods (passive stall is based on fixed speed operation) [11]

6.3.2 Wind Turbine Concepts

The solutions used for WTSs have also changed dramatically during the last 30 years with four to five
generations having emerged, as illustrated in Figure 6.3. Generally, existing wind turbine configurations
can be categorized into four concepts [5]. The main differences between these concepts are the types
of generator, the power electronics, speed controllability and the way in which the aerodynamic power
is limited.

6.3.2.1 Fixed Speed Wind Turbines (WT Type A)

As shown in Figure 6.6, this configuration corresponds to the so-called Danish concept that was very
popular in the 1980s. The wind turbine is equipped with an asynchronous SCIG and smoother grid
connection can be achieved by incorporating a soft starter, which is bypassed during the normal gen-
eration mode.
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Figure 6.6 Fixed speed wind turbine with direct grid connection using a soft starter during connection
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A disadvantage of this early concept is that a reactive power compensator (e.g., capacitor bank) is
required to compensate the reactive power demand from the asynchronous generator (AG). Because the
rotational speed is fixed without any controllability, other considerations are that the mechanical parts
must be strong enough to withstand adverse mechanical torque, and the wind speed fluctuations are
transferred directly into the electrical power pulsations, which could yield to unstable voltage/efficiency
in the case of a weak grid.

6.3.2.2 Partial Variable Speed Wind Turbine with Variable Rotor Resistance (WT Type B)

As presented in Figure 6.7, this concept is also known as OptiSlip (Vestas™) and emerged in the
mid-1990s [9, 13]. It introduces the variable rotor resistance and, thus, limits the speed controllability
of wind turbines. Typically, a wound rotor induction generator (WRIG) and the corresponding capacitor
compensator are used, and the generator is connected directly to the grid by a soft starter, as with the
Type A concept.

A technological improvement of this concept is that the rotational speed of the wind turbine can be
partially adjusted by dynamically changing the rotor resistance. This feature contributes to mechanical
stress relief and smoother output of electrical power. However, the constant power loss dissipating in the
rotor resistors is a significant drawback for this concept.

6.3.2.3 Variable Speed WT with Partial-Scale Frequency Converter (WT Type C)

Currently, this concept is the most established solution and it has been widely used since the start of
the century. As shown in Figure 6.8, a back-to-back power electronic converter is adopted in conjunc-
tion with a DFIG. The stator windings of the DFIG are connected directly to the power grid, while the
rotor windings are connected to the power grid by the power electronic converter, which normally has a
capacity of 30% of that of the wind turbine [14, 15].

Through use of a power electronic converter, the frequency and current in the rotor can be regulated
flexibly and, thus, the variable speed range can be extended further to a satisfactory level. Meanwhile,
the power converter can regulate partially the output power of the generator, improving the power quality
and providing limited grid support. The smaller converter capacity makes this concept attractive from a
cost point of view. However, its main drawbacks are the use of slip rings and the challenging power con-
trollability in the case of grid faults; these disadvantages might compromise the reliability performance
and they might not satisfy future grid requirements.
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Figure 6.7 Partial-scale variable speed wind turbine with variable rotor resistance
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6.3.2.4 Variable Speed Wind Turbine with Full-Scale Power Converter (WT Type D)

Another promising concept that is becoming popular for newly developed and installed wind turbines is
shown in Figure 6.9. It introduces a full-scale power converter to interconnect the power grid and stator
windings of the generator; thus, all the power generated by the wind turbine can be regulated. In this
concept, the AG, wound rotor synchronous generator (WRSG) and PMSG have all been reported.

The elimination of slip rings, a simpler or even an eliminated gearbox, full power and speed con-
trollability, as well as better grid support capability, are the main advantages of this solution compared
with the DFIG-based concept. Owing to the use of a full-scale power converter, the voltage level of
the power conversion stage can be flexible. In the future, the voltage might be high enough to connect
directly to the power grid without need of a bulky low-frequency transformer, this advantage might be an
attractive feature for future WTSs. However, the more stressed and expensive power electronics and the
price of permanent magnet materials might raise some uncertainties for this concept regarding further
commercialization [7].

6.3.2.5 Wind Turbine Concepts Comparison

Comparing the different wind turbine solutions reveals a contradiction between cost and performance.
Table 6.1 shows a comparison of the grid-side control, cost, maintenance and internal turbine perfor-
mance of the four turbine concepts [11]. It can be seen that owing to the use of power electronic con-
verters, Type C and Type D WTSs can achieve much better power controllability regarding the rotational
speed, control bandwidth and delivered active/reactive power compared with Types A and B solutions.
Moreover, it is clear that wind turbine concepts of Types C and D enable many important features when
connecting to the power grid; therefore, they are much more suitable to be grid integrated. Consider-
ing that the price for the power semiconductor devices has been kept decreasing during recent decades,
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Figure 6.9 Variable speed wind turbine with full-scale power converter
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Table 6.1 System comparison of wind turbine configurations

System Type A Type B Type C Type D

Variable speed No No Yes Yes
Control active power Limited Limited Yes Yes
Control reactive power No No Yes Yes
Short circuit (fault-active) No No No/yes Yes
Short circuit power Contribute Contribute Contribute Limit
Control bandwidth 1–10 s 100 ms 1 ms 0.5–1 ms
Standby function No No Yes + Yes ++
Flicker (sensitive) Yes Yes No No
Soft starter needed Yes Yes No No
Rolling capacity on grid Yes, partly Yes, partly Yes Yes
Reactive compensator (C) Yes Yes No No
Island operation No No Yes/no Yes
Investment ++ ++ + 0
Maintenance ++ ++ 0 +

Types C and D concepts are more cost-effective compared with Types A and B; thus, they have come to
dominate the current market [3–5].

6.4 Power Converters for Wind Turbines
Because of the rapid development of capacity and technology in wind power generation, the power
electronic converter is becoming an increasingly important part of the entire system, as indicated in
Figure 6.3. However, power electronic converters also need to satisfy requirements that are much tougher
than ever before. Generally, these requirements can be categorized into the following three groups, as
shown in Figure 6.10 [7]:

On the generator side: the current flowing in the generator rotor or stator should be controlled to adjust
torque and, consequently, the rotating speed of the wind turbine. This will contribute to the active power
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Figure 6.10 Requirements of modern wind power converters
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balance not only in normal operation when extracting the maximum power from the wind turbine, but
also in the case of grid faults when the generated power needs to be reduced quickly. Moreover, the
converter should have the capability to handle a variable fundamental frequency and voltage amplitude
from the generator outputs.

On the grid side: the converter must comply with the grid requirements regardless of the wind speed.
This means that it should have the capability to control the reactive power Q delivered to the power grid
and to perform a fast response on the active power P response. The fundamental frequency, as well as
voltage amplitude on the grid side, should be maintained almost fixed under normal operation, and the
total harmonic distortion (THD) of the current must be restrained at a low level [2, 16, 17].

Inherently: the converter system needs to be cost-effective, easy to maintain and have high reliability.
This requires high power density, reliability and modularity designs for each part of the converter system.
Furthermore, the wind power converter might need the ability to store some active power and boost up
the voltage from the generator side to the grid side.

Considering the mission profiles for modern wind power converters, some of the dominant and promis-
ing converter topologies in wind power applications will be shown and discussed in the following.

6.4.1 Two-Level Power Converter

A pulse width modulation-voltage source converter with two-level output voltage (2L-PWM-VSC) is
the most frequently used three-phase topology in wind power applications. The knowledge available in
this converter topology is extensive and well established. However, the 2L-PWM-VSC topology might
suffer from larger switching losses and lower efficiency at MW and medium-voltage (MV) levels. The
available switching devices or converter building blocks might need to be connected in parallel or in
series in order to obtain the required power and voltage [18]. Another problem of the 2L-PWM-VSC
is the two-level output voltage, which introduces relatively higher dv/dt stresses to the generator and
transformer windings and bulky output filters might be necessary to limit the voltage gradient and reduce
the harmonics level [19]. In WTSs, the 2L-PWM-VSC can be used in different configurations:

6.4.1.1 Two-Level Unidirectional Voltage Source Power Converter (2L-UNI)

It is becoming a trend to use PMSG for wind turbine concepts with full-scale power converters. Because
there is no reactive power required in such a generator and because active power flows unidirectionally
from the generator to the power grid, only a simple diode rectifier need be applied on the generator side,
which achieves a cost-efficient solution, as shown in Figure 6.11. However, the diode rectifier might intro-
duce low-frequency torque pulsations that could trigger shaft resonance [20]. Semicontrolled rectifier
solutions are also possible using this circuit topology [21].

In order to obtain variable speed operation and a stable DC bus voltage, a boost DC/DC converter could
be inserted in the DC-link, or the DC-voltage could be controlled by using rotor excitation, as shown in
Figure 6.11. It must be mentioned that for power levels in the range of MW, the DC/DC converter needs
to be made by several interleaved units or by a three-level solution [22].

6.4.1.2 Two-Level Back-To-Back Voltage Source Power Converter (2L-BTB)

It is very popular to configure two 2L-PWM-VSCs in a back-to-back structure (2L-BTB) in the wind
power conversion system, as shown in Figure 6.12. A technical advantage of the 2L-BTB solution is the
full power controllability (four-quadrant operation) with a relatively simple structure and few compo-
nents, which contributes to a well-proven robust and reliable performance. The 2L-BTB topology is a
state-of-the-art solution in DFIG-based wind turbines (see, e.g., [3, 4, 23]). Several manufacturers are
also using this topology for a full-scale power converter concept with an SCIG.
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Figure 6.11 Two-level unidirectional voltage source converter for wind turbine (2L-UNI) [7]
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Figure 6.12 Two-level back-to-back voltage source converter for wind turbine (2L-BTB) [7]

6.4.2 Multilevel Power Converter

With the capabilities of more output voltage levels, higher voltage amplitude and larger power handling
ability, the multilevel converter topologies are becoming interesting and promising candidates in the wind
turbine applications [24–26]. Generally, the multilevel converters can be classified into three categories
[26–29]: neutral-point diode clamped, flying capacitor clamped and cascaded converter cells. In order
to achieve a cost-effective design, multilevel converters are mainly used in 3–8 MW variable speed wind
turbines with full-scale power converters.

6.4.2.1 Three-Level Neutral-Point Diode Clamped Back-To-Back Topology (3L-NPC BTB)

The three-level neutral-point diode clamped topology is one of the most commercialized multilevel
topologies on the market. Similar to the 2L-BTB, it is usually configured as a back-to-back structure
in wind turbines, as shown in Figure 6.13, which for convenience, is called 3L-NPC BTB.

It achieves one more output voltage level and less dv/dt stress compared with the 2L-BTB; thus,
the filter size is smaller. The 3L-NPC BTB is also able to double the voltage amplitude compared
with the 2L-BTB converter via switching devices with the same voltage rating. The mid-point volt-
age fluctuation of the DC bus used to be a drawback of the 3L-NPC BTB, but this problem has
been researched extensively and is considered improved by the controlling of redundant switching
states [30]. However, it is found that the loss distribution is unequal between the outer and inner
switching devices in a switching arm, and this problem might lead to de-rated power capacity when it
is practically designed.



146 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

Transformer

3L-NPC

Filter Filter

3L-NPC

Figure 6.13 Three-level neutral-point clamped back-to-back converter for wind turbine (3L-NPC BTB) [7]

6.4.2.2 Three-Level H-Bridge Back-To-Back Topology (3L-HB BTB)

The 3L-HB BTB solution comprises two 3-phase H-bridge converters configured in a back-to-back struc-
ture, as shown in Figure 6.14. It achieves an output performance similar to the 3L-NPC BTB solution,
but the unequal loss distribution and clamped diodes can be avoided. Thereby, more efficient and equal
loading of the power switching devices, as well as higher designed power capacity, might be obtained
[24, 25, 31]. Moreover, as only half of the DC bus voltage is needed in the 3L-HB BTB compared with
the 3L-NPC BTB, there are fewer series connections of capacitors and no mid-point in the DC bus; thus,
the size of the DC-link capacitors can be reduced further.

However, the 3L-HB BTB solution needs an open-winding structure both in the generator and in the
transformer in order to achieve isolation among each phase. This feature has advantages and disadvan-
tages. On the one hand, a potential fault-tolerant ability is obtained, if one or even two phases of the
generator are out of operation. On the other hand, doubled cable length is needed and extra cost, weight,
loss and inductance can be major drawbacks in such a converter configuration.

6.4.2.3 Five-Level H-Bridge Back-To-Back Topology (5L-HB BTB)

The 5L-HB BTB converter comprises two 3-phase H-bridge converters making use of 3L-NPC switching
arms, as shown in Figure 6.15. This is an extension of the 3L-HB BTB solution and shares the same
requirements for an open-winding generator and transformer. The 5L-HB BTB can achieve five-level
output voltage and double the voltage amplitude compared with the 3L-HB BTB solution with the same
devices. These features enable the use of smaller output filters and lower current rating in the switching
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Figure 6.14 Three-level H-bridge back-to-back converter for wind turbine (3L-HB BTB) [7]
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Figure 6.15 Five-level H-bridge back-to-back converter for wind turbine (5L-HB BTB) [7]

devices and cables [19, 32]. However, the 5L-HB BTB converter introduces more switching devices,
which could reduce the reliability of the total system.

6.4.3 Multicell Converter

Nowadays, most of the newly established wind turbines achieve the multi-MW power level. In order to
handle the fast growth in power capacity, some multicell converter configurations (i.e., parallel/series
connection of converter cells) have been developed and are widely adopted by the industry.

6.4.3.1 Multicell Converter with Paralleled Converter Cells (MC-PCC)

Figure 6.16 (a) shows a multicell solution adopted by Gamesa in the 4.5-MW wind turbines [33],
which have 2L-BTB single-cell converters paralleled both on the generator side and on the grid side.
Siemens also introduced a similar solution in their best-selling multi-MW wind turbines, as indicated in
Figure 6.16 (b) [34]. The standard and proven low-voltage converter cells, as well as the redundant and
modular characteristics, are their main advantages. This converter configuration is the state-of-the-art
solution in the industry for wind turbines with power levels above 3 MW.

6.4.3.2 Cascaded H-Bridge Converter with Medium-Frequency Transformers (CHB-MFT)

This configuration shares a similar idea to the next generation traction converters [35, 36], and it has been
proposed in the European UNIFLEX-PM Project [37], as shown in Figure 6.17. It is based on a structure
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of back-to-back cascaded H-bridge converters with galvanic insulated DC/DC converters as an interface.
The DC/DC converters have a medium-frequency transformer (MFT) operating at several kilohertzs up
to dozens of kilohertzs; thereby, the transformer size can be reduced significantly in both weight and vol-
ume. Moreover, because of the cascaded structure, it can be connected directly to the distribution power
grid (10–20 kV) with high-output voltage quality, filterless design and redundant capability [35, 36]. This
solution would become more attractive if it could be placed in the nacelle of wind turbines because the
heavy/bulky low-frequency transformer could be replaced by the more compact and flexibly configured
power semiconductor devices.

6.4.3.3 Modular Multilevel Converter (MMC)

This configuration shares a similar idea with some of the emerging converters used for high-voltage
direct current (HVDC) transmission [38, 39], as shown in Figure 6.18. It is also based on a back-to-back
structure with cascaded DC/AC converter cells. One advantage of this configuration is the easily scalable
voltage/power capability; therefore, it can achieve very high power conversion at dozens of kilovolts with
good modularity and redundancy performance. The output filter can also be eliminated because of the
significantly increased voltage levels. However, the useable voltage rating in a WTS might be limited
significantly by the insulation capability of the generator. Moreover, the low fundamental frequency of
the generator outputs, which is the normal case for MW wind turbines, might introduce large DC voltage
fluctuations on the generator-side converters, resulting in bulky DC capacitors in the converter system,
which might be undesirable in wind power applications.

It can be seen that multicell converters have a modular and fault-tolerant capability, which can con-
tribute to achieve higher reliability performance. However, all of the three configurations have signif-
icantly increased components count, which could compromise the system reliability and increase the
cost significantly. The overall merits and defects of these multicell converters in wind power appli-
cations still needs further evaluation, because the technologies for power semiconductor devices are
developing rapidly.
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6.5 Power Semiconductors for Wind Power Converter
As the backbone component for the converters, power semiconductor devices are also playing an impor-
tant role in the development of high-performance wind turbines [40]. The dominant choices for power
switching devices, as reported in the wind power industry, are based on the module packaging insulated
gate bipolar transistor (IGBT), the presspack packaging IGBT and the presspack packaging integrated
gate-commutated thyristor (IGCT). These three types of power semiconductor devices have quite differ-
ent characteristics and they are compared in Table 6.2 [7].

The module packaging technology for IGBT has a longer record of applications and fewer
hardware-mounting regulations. However, owing to the soldering and bond wire connections of the
internal chips, module packaging devices might suffer from larger thermal resistance, lower power
density and higher failure rates [7]. The presspack packaging technology improves the connection of
the chips by direct presspack contacting, which leads to improved reliability (known from industrial
experience), higher power density (easier stacking for connection) and better cooling capability, but with
the disadvantage of higher cost compared with the module packaging devices. Presspack IGCTs were
introduced into MV converters in the 1990s and are already becoming state-of-the-art technology used in
high-power motor drives, but they have not yet been adopted widely in the wind power industry [40–42].
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Table 6.2 Dominant power switching devices for wind power application

IGBT module IGBT presspack IGCT presspack

Power density Moderate High High
Reliability Moderate High High
Cost Moderate High High
Failure mode Open circuit Short circuit Short circuit
Easy maintenance + − −
Insulation of heat sink + − −
Snubber requirement − − +
Thermal resistance Moderate Small Small
Switching loss Low Low High
Conduction loss High High Low
Gate driver Small Small Large
Major manufacturers Infineon, Mitsubishi ABB, Semikron, Fuji Westcode, ABB ABB
Medium voltage ratings 3.3 kV/4.5 kV/6.5 kV 2.5 kV/4.5 kV 4.5 kV/6.5 kV
Maximum current ratings 1.5 kV/1.2 kA/750 A 2.2 kA/2.4 kA 2.1 kA/1.3 kA

6.6 Controls and Grid Requirements for Modern Wind Turbines
Controlling a wind turbine involves both fast and slow control dynamics [43–53], as shown in
Figure 6.19, where a general control structure for a state-of-the-art WTS, including the turbine,
generator, converter and power grid are indicated. The wind turbine concept can either be the Type C
shown in Figure 6.8, or Type D, as shown in Figure 6.9.

Generally, the energy flowing in and out of the generation system has to be managed carefully. The
power generated by turbines should be controlled by means of mechanical parts (e.g., pitch angle of
blades and yawing system). Meanwhile, the entire control system has to follow the power production
commands given by the transmission system operator (TSO).

The more advanced features of wind turbine might be taken into account in the control system, such
as the maximization of the generated power, riding through the grid faults and providing grid support.
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With the concept of variable speed wind turbines, the current in the generator will typically be changed
by controlling the generator-side converter and thereby, the rotational speed of the turbine rotor can be
adjusted to achieve maximum power production based on the available wind power. Regarding the grid
fault and support conditions, coordinated control by several subsystems of the wind turbine, such as the
grid-side converter, braking chopper, pitch angle system and generator, might be necessary.

Finally, basic control, such as current regulation, DC bus stabilization and grid synchronization
has to be performed quickly by the power converter; proportional-integral (PI) controllers and
proportional-resonant (PR) controllers are typically used.

Most countries have dedicated grid codes for wind turbines and they are updated regularly [54–58].
In most cases, these requirements reflect the significant penetration of wind power into the grid system,
and the requirements cover a wide range of voltage levels from MV to very high voltage. Basically, the
grid codes are always trying to make wind farms act as conventional power plants from the point of view
of the electricity network. Thus, generally, the focus is on the power controllability, power quality, fault
ride-through capability and grid support capability of WTSs during network disturbances. Examples of
grid codes in different countries for active and reactive power control, power quality and ride-through
capabilities are given in the following, and they are regulations either for individual wind turbines or for
the entire wind farm.

6.6.1 Active Power Control

According to most grid codes, individual wind turbines must be able to control the active power in the
point-of-common coupling (PCC) within a given power range. Typically, the active power is controlled
based on the system frequency, for example, in Denmark, Ireland and Germany, such that the power
delivered to the grid is decreased when the grid frequency rises above 50.1 Hz. Typical characteristics
for frequency control in the Danish and German grid codes are shown in Figure 6.20.

For larger generation units on the wind farm scale, which are normally connected at the transmission
line, the wind turbines should act as conventional power plants providing a wide range of controlled
active power based on the demands of the TSO. In addition, they have to participate in primary and
secondary control of the power system. Several active power control requirements for wind farms by the
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Figure 6.20 Frequency control profiles for wind turbines connected to (a) the Danish grid [57] and (b) the German
grid [58]
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Figure 6.21 Regulations for active power control required by the Danish grid codes: (a) delta control, (b) balance
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Danish grid codes are illustrated in Figure 6.21(a)–(d). It can be seen that these active power controls
always require some reserved power capacity from the possible power generation by the wind farms,
which will provide enough support in case extra active power is demanded, reducing the need for the
energy storage systems.

6.6.2 Reactive Power Control

During normal operation, the reactive power delivered by the wind turbine or wind farm also has to be
regulated by the grid codes within a certain range. The grid codes in different countries specify different
reactive power control behaviors.

As shown in Figure 6.22, both the Danish and the German grid codes give a range for controlling the
reactive power of the WTS against the active power output. In addition, the TSOs will normally spec-
ify the reactive power range delivered by wind farms according to the grid voltage levels, as shown in
Figure 6.23, where the German grid code for offshore wind farms is given as an example. It should
be noted that this basic form of reactive power control should be realized slowly on a timescale of
minutes [54].

6.6.3 Total Harmonic Distortion

Power quality issues are addressed especially for wind turbines connected to MV networks. However,
some grid codes, for example, in Denmark and Ireland, also have requirements at a transmission level.
Generally, two standards are used for defining the power quality parameters, namely, IEC 61000-x-x and
EN 50160. Specific values are given for fast variations in voltage, short-term flicker severity, long-term
flicker severity and THD. The limits for individual orders of harmonic distortion are also given based on
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Figure 6.22 Reactive power ranges under different generating powers: (a) for a wind turbine specified by Danish
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standards, or in some cases, for example, Denmark, on custom-defined harmonic compatibility levels.
Interharmonics might also be considered by the grid codes.

6.6.4 Fault Ride-Through Capability

In addition to normal operation, TSOs in different countries have issued strict low-voltage ride-through
(LVRT) codes for wind turbines/wind farms. Figure 6.24 [54–58] shows the boundaries with various grid
voltage dipping amplitudes and the allowable disturbance time for a wind farm. One of the uncertainties
still under discussion is the definition of the voltage amplitude during unsymmetrical grid faults; this is
not clearly specified in most grid codes.
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In addition to the fault ride-through capability, it is becoming necessary that wind power generation
systems should provide reactive power (up to 100% current capacity), in order to contribute to the voltage
recovery when grid faults are present. Figure 6.25 shows the required amount of reactive current for wind
farms against the grid voltage amplitude specified by the German [58] and Danish grid codes [57]. This
demand is relatively difficult to meet by some of the wind turbine concepts, such as Type A (Figure 6.6),
Type B (Figure 6.7) and even Type C (Figure 6.7).

The grid codes have raised great challenges for WTSs during the last decade and are continuing to push
technological developments in power electronics for wind power applications. On the one hand, these
requirements have increased the cost per produced kilowatt-hour but, meanwhile have made wind power
technology much more suitable to be utilized and integrated into the power grid. It can be predicted that
stricter grid codes in the future will keep challenging WTSs and push forward the technology of power
electronics.
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6.7 Emerging Reliability Issues for Wind Power System
The dramatic growth in the total number of installations and of the individual capacity of wind turbines
makes their failure harmful or even unacceptable from the TSO point of view. Failures of WTSs will not
only cause stability problems for the power grid owing to the sudden absence of large amounts of power,
but also result in very high costs for repair and maintenance, especially for those turbines that are large
and remote. Therefore, reliability performance is a critical design consideration for the next generation
of wind power converter systems.

Unfortunately, former field feedback has shown that the larger wind turbines seem more prone to
failure, as indicated in [59]. When looking at the failure rates and downtime distribution of individual
WTSs, as shown in Figure 6.26, it is obvious that the control and power electronic parts tend to have
higher failure probability than other subsystems by a factor of 2–4 [60]. It is noted that although the
generator and gearbox have the largest downtime (i.e., time needed for repair), their probability of failure
is lower than that of the electrical and control parts. Thus, understanding and improving the reliability
performance of the power electronic converters will be crucial for wind turbines in the future, especially
for the larger ones at multi-MW level.

Research into the reliability of power electronics has been carried out for decades and is now moving
from a solely statistical approach that has been proven unsatisfactory in the automotive industry to a
more physical approach, which not only involves statistics but also investigation and modeling of the
root cause behind the failures [61, 62]. As shown in Figure 6.27, in order to achieve more cost-efficient
and reliable power electronics, multidisciplines are necessary, which involve stress analysis, strength
modeling, statistical considerations and also the online monitoring/control/maintenance of the converter
system.

Stress analysis might focus on the complete mission profile definition, converter design and stress
estimation and measurement. This group of disciplines will target the accurate determination of the con-
verter’s loading profile, which can trigger failure mechanisms of critical components, such as thermal
cycling in power devices [63], voltage increase in the DC bus [64], vibration and humidity [65, 66]

Strength modeling might involve the identification, modeling and accelerating tests of failure mech-
anisms in the converter system, for example, the bond wire lift-off and soldering cracks inside the
power devices [63]. The goal of this group of disciplines is to seek correlations between the estab-
lished/measured stresses and the quantified fatigues/failures of critical components.

The monitoring and control approach might relate to lifetime monitoring [67, 68], stress relief controls
[69, 70] and intelligent maintenance. This group of disciplines will target the monitoring and control of
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the converter’s lifetime during operation. For example, the collector–emitter voltage VCE of an IGBT,
which is subject to an accelerated test, experiences a sudden increase just before IGBT failure [67], and
it could be used for predictive maintenance in a WTS.

The probability and statistics might add the statistical distribution and correlation to the acquired
stress, strength and component configuration. This group of disciplines will target the enhancement of the
robustness of the designed converter and take into account the severe usage, as well as quality variations
of the components.

6.8 Conclusion
This chapter discusses the power electronics used in WTSs. The configurations and roles of power
electronics in various wind turbine concepts are illustrated showing that the wind turbine behav-
ior/performance is significantly improved by introducing power electronics. It is possible for wind
turbines to act as an active contributor to the frequency and voltage control in the grid system by means
of power control using power electronic converters.

As the WTS capacity and voltage are increasing, a trend is to use multilevel topologies or parallel the
converter cells in the wind power converter, and a number of these are shown in this chapter. Different
layers of control are discussed, as are the state-of-the-art requirements by grid codes. Finally, the emerg-
ing challenges regarding reliability and the approaches for more reliable wind power converters are also
highlighted.
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7.1 Introduction
Grid-connected photovoltaic (PV) energy is one of the fastest growing and most promising renewable
energy sources in the world. In fact, since 2007, it has increased over 10 times (from 10 to 100 GW of
installed capacity), with 60 GW installed in the last two years alone, as can be seen in Figure 7.1 [1]. Fur-
thermore, PV power has reached 35% of the installed wind power capacity, although in 2007 it accounted
only for 10%. Following this trend, PV energy penetration is currently around five years behind the wind
energy industry. Nevertheless, grid-connected PV systems are experiencing an accelerated version of the
trend experienced by wind energy during the last two decades, which offers a promising glimpse of the
future ahead for the solar industry.

The main reason for this remarkable development is the increased competitiveness of PV energy
because of the cost reduction of PV modules and the introduction of economic incentives or subsidies.
The latter is a reaction to the continuously rising fossil fuel prices, their limited reserves and geopolit-
ical concentration and growing environmental concerns. This has made PV-generated electrical energy
cost-effective and competitive in some regions of the world with good solar irradiation conditions. It is
expected that PV technology costs will continue to decline in the next decade, making large-scale PV
systems more and more attractive. In addition, PV systems can range from small scale to large scale,
making it possible to implement PV plants by individuals compared to other renewable energy sources
(wind, marine, geothermal, etc.) that have higher capital costs.

Although the core of a PV system is the PV cell (also known as a PV generator), power electronics
plays a fundamental role as an enabling technology for an efficient PV system control and interface to
transfer the generated power to the grid [2]. The functions of the power converter stage of a PV system
include maximum power point tracking (MPPT), DC-to-AC power conversion, grid synchronization,
grid code compliance (power quality), active and reactive power control and anti-islanding detection.
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An overview of a generic power converter interface for grid-connected PV systems is shown in
Figure 7.2. The system includes a PV generation system, which can be a single module, a string of
series-connected modules, or an array of parallel-connected strings. The PV system is followed by a
passive input filter, generally a capacitor, which is used to decouple the input voltage and current from
the subsequent power stages by reducing current and voltage ripple (and hence power) at the PV side.
The input filter can be followed by a DC–DC stage, which is generally used to perform the MPPT of
the PV system, elevate its output voltage and in some occasions also provide galvanic isolation (when
using DC–DC converters with high-frequency (HF) transformers). As will be discussed later, some PV
systems include several DC–DC power converters to distribute the conversion and control on the DC
side. The DC–DC stage (or the input filter if no DC–DC stage is used) is connected through a DC link
to the grid-tied DC–AC converter, commonly referred to as the PV inverter. In PV systems where no
DC–DC stage is used, the input filter is equivalent to the DC-link capacitor as shown in Figure 7.2.
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Figure 7.2 Overview of a generic grid-connected PV energy conversion system
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The PV inverter is connected to the grid via an output filter, usually made of a combination of inductors
(L) and capacitors (C), typically in L, LC, or LCL configurations. The AC filter enables harmonic
mitigation and assists the converter–grid interface control. Depending on the PV system requirements
and the grid connection available, a low-frequency (LF) transformer is used to elevate the voltage and
provide isolation (this is not necessary if an isolated DC–DC stage is used).

The grid-tied converter also includes a grid monitoring and interaction unit (with circuit breaker and
fuse) to disconnect the system when required, such as during the night, grid faults, or islanding operation.
The feedback for the control system is composed of several current and voltage sensors at the PV input
side (for MPPT), DC-link stage (for DC-link voltage control) and grid side (for grid synchronization
and active/reactive power control). The control system is further composed of analog-to-digital signal
converters, digital microprocessors (or equivalent) and gate drive units to control the semiconductor
devices of the different power stages.

Not all grid-connected PV systems are the same; they can vary significantly in size and power from
a small-scale (a single module of a few hundred watts) to a large-scale power plant (currently up
to 290 MW). They can also be arranged in different string configurations and connected to different
available grids (single phase or three phase, 50 or 60 Hz, low voltage (LV) or medium voltage (MV) at
point of common coupling (PCC), etc.). Therefore, several power conversion configurations have been
developed for better adjustment to the needs of each PV system. This chapter presents the most widely
used grid-connected PV system configurations, DC–DC and DC–AC power converter topologies,
including their operating principles and control schemes. Additional PV system concepts, such as
anti-islanding detection, maximum power point (MPP) and different MPPT methods are introduced.
Finally, a brief discussion on the recent developments in multilevel converter-based PV systems is
also included.

7.2 Power Curves and Maximum Power Point of PV Systems
PV modules are composed of series-connected PV cells, which are essentially made of two layers of
crystalline silicon semiconductor devices (monocrystalline and polycrystalline), or the so-called thin-film
devices (cadmium telluride, copper indium gallium selenide and amorphous silicon), forming a p–n type
junction field [3]. The underlying operating principle of all these technologies is the photoelectric effect,
by which photons of equal or greater energy than the bandgap of the semiconductor material can excite
and free electrons. When the PV circuit is closed (by connecting a load or converter), the freed electrons
generate a DC current from the positive layer to the negative layer to fill the “positive holes.” Therefore,
the current generated by a PV module is directly dependent on the number of incoming photons and,
thus, the solar irradiation: higher irradiation means more photons, hence more free electrons and thus
higher currents.

7.2.1 Electrical Model of a PV Cell

The electrical characteristics of a PV module or cell are nonlinear and are highly dependent on solar
irradiation and temperature [4]. The PV cell can be electrically modeled by an equivalent circuit such as
the one shown in Figure 7.3, with a photocurrent source in parallel with a diode, a shunt resistance Rsh

and a series resistance Rs.
The model of Figure 7.3 can be mathematically described by Kishor et al. [4]

iPV = iL − i0

[
e

q(vPV+iPVRs)
nKT − 1

]
−

vPV + iPVRs

Rsh

(7.1)

where iPV is the output current of the PV cell, which is a function of its output voltage vPV, and a number
of variables as defined in Table 7.1.
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Figure 7.3 PV cell electrical model

Table 7.1 PV cell parameters

Variable Parameter

vPV Cell output voltage (V)
iPV Cell output current (A)
Rs Cell series parasitic resistance (Ω)
Rsh Cell shunt parasitic resistance (Ω)
q Electronic charge: 1.6× 10−19 (Coulombs)
K Boltzmann constant: 1.38× 10−23 (J/K)
T Absolute temperature (K)
n Diode ideality factor: ideally n= 1
io Cell reverse saturation current: 10−12 (A/cm2)
iph Cell photocurrent: 35–40 mA/cm2/Sun for Si cells

7.2.2 Photovoltaic Module I–V and P–V Curves

Typical PV module’s current–voltage (I–V) curves and power–voltage (P–V) curves can be observed
in Figure 7.4. From the I–V curves, it can be seen that the PV module behaves as a DC current source
that remains almost constant even if the PV module is connected to different output voltage potentials.
When the voltage across the module gets higher, the free electrons start recombining and do not generate
current. This effect is not linear with respect to the voltage and it cuts off abruptly. When all electrons
are recombined and no current is produced, the module is operating at an open-circuit voltage voc. This
voltage varies slightly for different levels of solar irradiation (at the same temperature), as it can be seen
in Figure 7.4(a). In contrast, when short circuited, the module produces the largest current (short-circuit
current isc), which is very linearly dependent on the solar irradiation (the more photons, the more free
electrons). Consequently, the P–V curves (obtained by multiplying the axes of the I–V curve) of the PV
module will be composed of three segments: a constant positive dp/dv> 0 slope equal to the generated
constant DC current, a negative dp/dv< 0 slope when operating close to the open-circuit voltage, and a
dp/dv= 0 segment corresponding to the MPP for that given irradiation [5]. The voltage at which the MPP
is obtained is known as the maximum power voltage vmp. The slopes of the I–V curve can be adjusted by
the shunt resistance Rsh and series resistance Rs in the PV cell model to better represent the real PV cell.

The open-circuit voltage, although not much affected by different levels of solar irradiations, does vary
significantly when the module is operating at different temperatures, as can be seen in Figure 7.4(b). In
summary, the higher the temperature, the lower the open-circuit voltage, reducing the maximum power
that can be generated by the module.

Both solar irradiation levels and temperature affect the maximum power that can be drawn from the
modules. When connecting a passive load, the I–V curve of the load will intersect the I–V curve of the
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Figure 7.4 I–V and P–V curves of a PV module under: (a) different levels of solar irradiation at 25 ∘C and
(b) different temperatures at 1000 W/m2

module and define the power generated by the module. However, a controlled power converter, whether
DC–DC or DC–AC, can control the load curve characteristic and intersect the PV curve at the MPP.
This is achieved by controlling the PV output voltage at vmp. As the operating conditions of irradiation
and temperature are inherently time variant, the instantaneous vmp is unknown (unless irradiation and
temperature are measured, which is expensive). The search for the MPP is then performed by the power
converter, hence the importance of power electronics for this particular application. The control tech-
niques used for such task are known as maximum power point tracking (MPPT) methods and will be
discussed later in this chapter. The MPPT algorithm generates the voltage reference to be controlled by
the converter.

It is worth mentioning that the power curves shown in Figure 7.4 correspond to a single PV module;
hence series-connected modules forming a PV string will have a different combined MPP, depending on
module mismatch, temperature differences and partial shading of the modules. The same applies to PV
arrays formed by parallel-connected strings. In these cases, the I–V curve has several local MPPs and
one global MPP, making it more difficult to achieve a true MPPT.

7.2.3 MPP under Partial Shading

Partial shading and module mismatch, because of differences in fabrication or differences caused by
usage and aging, have been identified as the main causes of reduced energy yield of PV strings and
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arrays. They are also responsible of the creation of hot spots in cells of a module, which reduce not only
energy production but also the lifespan of the module.

In a string of two or more series-connected modules, a shaded module will have a very low or even
zero photocurrent, and thus the current generated by the other modules passes through the shunt resistor,
resulting in a negative voltage potential. Since Rsh is usually large, the shaded module reduces the overall
voltage of the string instead of adding to it. To overcome this effect, a diode is usually added in parallel
to the modules [5], so that in the case of partial shading the current passes through the diode resulting
in only the semiconductor voltage drop. Similarly, in parallel-connected modules or strings, a diode is
connected in series to each string to prevent reverse currents flowing into the lower voltage string [5].

Figure 7.5 illustrates a qualitative example of the effect of partial shading on the I–V curves of a PV
string of two series-connected modules with and without a parallel-connected bypass diode. Connecting
a diode in parallel to each module avoids the decrease in the short-circuit current isc during partial shading
and thus increases the possible power yield of the whole PV string.

7.3 Grid-Connected PV System Configurations
Grid-connected PV energy conversion systems can be grouped into four different types of configura-
tions: centralized configuration for large-scale PV plants (three phase), string configuration for small-
and medium-scale PV systems (single phase and three phase), multi-string configuration for small- to
large-scale systems (single phase and three phase) and AC-module configuration for small-scale systems
(commonly single phase) [2]. Simplified diagrams of each of these configurations are given in Figure 7.6.

The centralized topology (Figure 7.6(a)) has, as its main characteristic, the use of a single three-phase
voltage source inverter (VSI) to connect the whole PV plant to the grid [6], or a portion of it, in case the
PV plants exceed the power rating of the existing central inverters. The PV system is formed by the series
connection of modules (string) to reach the desired DC-link voltage and by several strings in parallel to
reach the power rating of the inverter. The advantages of this configuration are its simple structure, single
LF transformer and single control system (single set of sensors, control platform and grid monitoring
unit). This comes at the expense of reduced power generation because of a single MPPT algorithm for
the whole PV system. Also, diode conduction losses are introduced by the string series blocking diodes.
Currently, the central configuration is the most widely used topology for large-scale PV plants.
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The string configuration (Figure 7.6(b)) uses one inverter per PV string; hence there is no need for a
series blocking diode. In addition, for a PV plant consisting of several string inverters instead of a sin-
gle central inverter, there will be more individual MPPT available, increasing the total energy yield [7].
Partial shading and mismatch are reduced at a string level and not at an array level. The string configura-
tion also increases modularity, since additional PV strings and string inverters can be added to the power
plant without affecting existing strings. On the downside, compared to a central inverter, the string con-
figuration has a higher component count, multiple LF or HF transformers if isolation is required and a
need for several individual grid control systems (sensors, control platform, grid monitoring units, etc.)
for a power plant of the same size. For large PV plants, the investment cost of a string inverter configu-
ration can reach up to 60% higher than that of a central inverter configuration [7]. Therefore, the string
topology is widely adopted as a solution for small- and medium-scale PV systems such as rooftop and
residential systems.

The multi-string configuration (Figure 7.6(c)) merges the benefits of the centralized and string sys-
tems [8]. It introduces the distributed MPPT capability of the string configuration through individual
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DC–DC converters interfacing each string to the centralized inverter. The DC–DC stage may also serve
for voltage elevation and isolation if HF-isolated DC–DC converters are used. In this way, the system
gains higher energy yield and modularity compared to the central topology, while retaining its major ben-
efits (simple structure and single grid-side control system). In terms of component count, the multi-string
configuration is above the central topology, because of additional DC–DC converters, and below the
string inverter, since the DC–DC stage requires fewer components compared to the grid-tied inverters.
Among the disadvantages are higher DC-cable losses, which are necessary to connect smaller parts of
the PV system and DC–DC converters to the central inverter. The multi-string configuration is popular
for small- and medium-scale PV systems such as rooftop ones. More recently, it has also been introduced
for large- or utility-scale PV plants.

Finally, the AC-module or module-integrated topology, commonly referred to as micro-inverter
(Figure 7.6(d)), is the most distributed power converter architecture for grid-connected PV systems,
since it features one inverter per PV module [9]. Therefore, it has the best MPPT capability of all
configurations. Because PV modules usually generate an LV (<50 V), voltage elevation is required
for grid connection of this configuration. Therefore, AC-module topologies usually include a DC–DC
boosting stage to elevate the voltage of the module. In most cases, the DC–DC stage also includes
a HF isolation transformer to provide galvanic isolation. In this configuration, all power electronic
devices, components, filters, control system and so on are distributed among all modules of the plant,
and therefore it may result in higher cost and reduced converter efficiency (excluding MPPT efficiency,
which is higher). Therefore, this topology is intended for small-scale PV systems and more domestic use.

A summary of the main characteristics of the four configurations is given in Table 7.2.

7.3.1 Centralized Configuration

The central configuration is the most widely adopted PV system for large-scale or utility-scale PV
plants. Currently, utility-scale PV plants are experiencing an explosive growth and paving the way for
large-scale PV energy penetration around the world. Just five years ago, there were a handful of PV plants
with over 20 MW of installed capacity, with the biggest being the Olmedilla de Alarcon Solar Park in
Spain with 60 MW of peak installed capacity (commissioned in 2008). Currently, more than 50 plants
surpass 40 MW [10], with the biggest reaching 290 MW (Agua Caliente Solar Project, Yuma, United
States) [11]. Larger plants, in the gigawatt range, are currently under development in the United States,
China, Greece and Dubai, and there are more than 25 plants over the 250 MW range worldwide all to
be completed within this decade [12]. Figure 7.7 shows the Sarnia PV plant located in Ontario, Canada,

Table 7.2 Summary of grid-connected PV system configuration characteristics

Configuration Power range Cost/W Devices Advantages Disadvantages

Central
inverter

<1.6 MW Low IGBT Simple design, single
control system

Mismatch losses, reduced
energy yield, string
blocking diodes

String inverter <10 kW Medium MOSFET/IGBT Separate MPPT,
reduced DC wiring

High component counts,
several grid control
systems

Multi-string
inverter

<500 kW Medium/low MOSFET/IGBT Separate MPPT,
single-grid control
system

Medium component
counts, two-stage power
conversion

AC-module
inverter

<300 W High MOSFET No DC wiring,
high-energy yield

Highest component count,
one control system per
module
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Figure 7.7 Sarnia PV power plant, Ontario, Canada, 97 MW peak, 1.3 million modules (photo courtesy of First
Solar) [13]
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Figure 7.8 Typical central inverter configuration based on two-level voltage source inverter

with a peak installed capacity of 97 MW, which was the biggest PV plant operating in 2011 (1.3 million
PV modules).

Figure 7.8 shows a typical configuration of a grid-connected central inverter PV system. The PV mod-
ules are connected in series to form strings, which in turn are connected in parallel to form an array
connected to the central inverter. The first versions of the central topology were line-commutated invert-
ers with a power factor of 0.7. The current central inverter technology is typically a two-level three-phase
voltage source converter and is shown in Figure 7.8. It is equipped with self-commutated insulated gate
bipolar transistor (IGBT) technology, controlled by digital signal processor (DSP) and modulated with
carrier-based pulse width modulation (PWM) or space vector-based PWM modulation (SVM). The basic
function of the inverter is to perform the DC–AC conversion from DC PV power to the three-phase AC
grid. In addition, the inverter is in charge of performing the MPPT of the PV array by controlling the
DC-link voltage to vmp, and synchronizing the AC grid currents with the grid voltage for active and reac-
tive power control. The inverter is connected to the grid via an inductive grid filter and a LF transformer
to go from LV to MV of a few thousand volts (LV/MV) in order to reduce losses in transmitting PV
energy to the grid.
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The typical DC-link voltage in the central inverter PV system shown in Figure 7.8 is between 550
and 850 V. The maximum operating DC-link voltage of the converter is limited to 1000 V, since this
is the insulation capability of most commercial PV modules (a string may not surpass 1000 V). This
means that if a typical module of 30 V vmp and 250 W peak power is considered, a string could be made
of around 15–25 series-connected modules, with a total peak power of 3.75–6.25 kW. Since the current
IGBT technology limits the two-level VSI operating at LV to<800 kW, more than 120 strings (over 3000
modules) can be concentrated into a single central inverter. Therefore the chance of partial shading and
module mismatch is highly likely, which requires a parallel connection to each module of a bypass diode
(commonly already integrated in the module), and a series connection of a blocking diode to prevent
weaker modules and strings from behaving as loads.

As the central inverter is the sole power converter stage of the system, high-power conversion efficiency,
usually 97% can be achieved from the PV system to the grid. However, the fact that a single inverter has
only one controlled DC-link voltage limits the MPPT capability of the central inverter to a single degree
of freedom, reducing the generated energy output, compared to the distributed MPPT systems. Another
disadvantage is the long DC cables from the strings located faraway from the inverter. Nevertheless,
the low cost, capability of concentrating a large PV plant and also the simple structure have made this
configuration the most adopted in utility-scale PV plants.

Figure 7.9 shows a typical utility-scale PV plant like the Sarnia solar plant shown in Figure 7.7. These
large PV farms, rated at over tens and even hundreds of megawatts, surpass the power rating of the
largest central inverters (800 kW) and therefore require the connection of several central inverters. The
central inverters are located next to an LV to MV transformer to elevate the voltage of the AC collector
busbar of the PV plant (usually ranging from 2.3 to 35 kV). Then, the power of the PV plant is trans-
mitted to a substation where a transformer elevates the voltage from medium to high voltage for power
transmission.

As PV farms become larger and larger, the PV inverter industry has introduced dual-central invert-
ers, shown in Figure 7.10, which are basically two central inverters connected to the PV AC collector
busbar through a 12-pulse transformer to reduce LF and some switching harmonics. This is why some
manufacturers offer central inverters rated up to 1.6 MW, actually consisting of two 800 kW central
inverters. Costs are reduced by using a single-grid monitoring system for both inverters and concentrating
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Figure 7.10 Dual-central inverter configuration with multi-winding transformer

Table 7.3 Examples of commercial dual-central inverters

Parameter Satcon Prism
Platform Equinox

ABB
PVS800-MWS

SMA MV Power
Platform 1.6

Input voltage range (V) 550–850 525–825 641–820
Power (MW) 1.5 1.25 1.6
Maximum DC voltage (V) 1000 1000 1000/1100
Input current (A) 2820 (2× 1410) 2480 (2× 1240) 2800 (2× 1400)
Efficiency (%) 98.5 97.8 98.6
Isolation Integrated MV

transformer up to 35 kV
Integrated MV

transformer up to 20 kV
Integrated MV

transformer up to
34.5 kV

Independent MPPT 2 2 2
Photo

the control system, power converter, filters and even the transformer into a single housing, generally a
container. In addition, the 12-pulse transformer is capable of canceling or reducing certain harmonics.
Table 7.3 shows some commercial examples of these inverters and their ratings.

The two-level VSI is currently on the edge of its capability as an optimal solution for the central inverter
of large-scale PV plants. To increase converter efficiency, reduce filter size, improve power quality and
be able to fulfill the increasingly demanding grid codes, new central inverter topologies have been devel-
oped. Among them are the three-phase three-level neutral point clamped (3L-NPC) converter and the
three-phase three-level T-type converter (3L-T), as shown in Figure 7.11(a) and (b), respectively. These
two central inverter topologies belong to the multilevel converter family.

Multilevel converters were originally conceived for high-power (>1 MW) and MV applications because
of their capability to surpass classic semiconductor voltage blocking limits. However, they have recently
been introduced for LV, low-power and high-performance/high-efficiency/high-power quality demanding
applications, such as uninterruptible power supplies (UPSs) and PV energy conversion systems.

The extra level in the phase output voltage of these three-level inverters offers a reduction to half the
original dv/dt generated by the 2L-VSI. This allows a reduction in the device’s average switching fre-
quency, hence switching losses, which improves the power conversion efficiency without compromising
power quality. Several semiconductor manufacturers (Infineon, Semikron, Fuji, Mitsubishi, to name a
few) offer power converter modules with these device arrangements specifically designed for UPS and
PV systems.
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Figure 7.11 Multilevel central inverter PV systems: (a) 3L-NPC inverter PV system and (b) 3L-T inverter PV system

7.3.2 String Configuration

String inverters are reduced versions of the central inverter, in the sense that instead of PV arrays with
parallel-connected strings, only single strings (with no need for a blocking diode) are connected through a
dedicated grid-tied inverter with an independent MPPT as shown in Figure 7.6(b). This technology results
in an increase in energy yield by 1–3% compared with that of the central inverter topology because of the
reduction in mismatch and partial shading losses [7]. As they only interface a single PV string, they are
aimed at low-power and single-phase grid connection and they are very popular for small-scale domestic
systems (typically rooftop).

Depending on the country and grid connection standard, string inverters may or may not require gal-
vanic isolation. When galvanic isolation is required, LF transformers on the grid side or HF transformers
in the DC–DC converter stage are used. Both introduce galvanic isolation, but they can also be used for
voltage elevation purposes. The LF (grid frequency) transformer has significantly lower power density
compared to HF transformers. Nevertheless, DC–DC converters with HF isolation require very high
switching frequencies of 20–100 kHz, which may result in more losses. To reduce this effect, fast and
efficient switching devices are used. The HF isolation stage also turns out in a more complex circuit
structure, more complex control and electromagnetic interference (EMI)/electromagnetic compatibility
(EMC) design considerations compared with that of LF transformer or transformerless solutions.

In some countries, including Spain and Germany, isolation is not required, which can lead to cost reduc-
tion, more compact and more efficient string inverters. However, transformerless operation also requires a
more careful design of the converter topology and modulation schemes, since a switched common-mode
voltage introduces the risk of high leakage ground currents, because of the parasitic capacitance of the
PV string [14]. This capacitance formed between the conductive layers, polymers, glass and frame of the
PV modules (shown in Figure 7.12(a)) finds a current path since it is directly connected to the AC grid
that is grounded for potential equalization as well as for the PV module frame (shown in Figure 7.12(b)).
This capacitance increases with the size of the PV system and can be quite large, hence the risk of high
leakage ground currents by the dv/dt’s in the switched common-mode voltage. Since in these cases no
transformer is used, an additional DC–DC stage could also be necessary to elevate the voltage for grid
connection, depending on the size of the PV string (number of modules in series). If a DC–DC stage is
added, they are known as two-stage string inverters.

Table 7.4 shows a summary of all combinations between the DC–DC stage and isolation options that
are found in practical string configurations. Several manufacturers have developed and offered propri-
etary topologies or combinations of different DC–DC and DC–AC stages, including different types of
isolation, even for single- or three-phase grid connection [15–18]. Therefore, there is a wide selection
of string inverters, which cannot all be covered in this chapter.

The most popular string inverter is the single-phase full-bridge inverter, also known as H-bridge
inverter. Many string inverter topologies are derived from this topology or used it as the basic building
block with a few additional components to improve efficiency and performance. Different combinations
of isolation and two-stage conversion using the H-bridge string inverter are shown in Figures 7.13
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Figure 7.12 Parasitic capacitance and leakage current in transformerless PV systems: (a) parasitic capacitance (cross
section of PV module) and (b) leakage current path

Table 7.4 String configurations depending on isolation and DC–DC stage

With DC–DC stage

DC

DC

DC
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DC
DC

AC

DC

AC

DC

AC

Without DC–DC stage
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Low-frequency
isolation

High-frequency
isolation

and 7.14. Note that transformerless topologies must have the grid filter divided into two symmetric
parts: one in the phase and the other in the neutral wires in order to reduce the common-mode voltage
changes that otherwise can lead to higher leakage currents.

Figure 7.13(a) shows the most basic H-bridge string inverter configuration with a grid-side LF trans-
former and no DC–DC stage. The advantage of this configuration is the simple power circuit, galvanic
isolation and voltage elevation provided by the transformer, which allows a larger range of input voltages.
Unipolar PWM is used to generate a three-level voltage waveform with a harmonic content at double the
device switching frequency in order to obtain higher power quality. A hybrid modulation is also used, in
which the output phase leg of the H-bridge is controlled by a carrier-based PWM while the neutral leg
is controlled by a fundamental frequency square waveform in order to reduce the switching losses com-
pared to that of the unipolar PWM. However, it produces higher grid current ripple because of the lower
equivalent switching frequency of the output voltage. Since both are three-level modulation schemes,
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Figure 7.13 String inverters based on the H-bridge topology: (a) with low-frequency isolation transformer, (b) trans-
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Figure 7.14 Variants of the transformerless H-bridge string inverter: (a) H5, (b) HERIC, (c) H6D1 and (d) H6D2

the bypass switching state (zero voltage level) prevents a reactive current flow between the filter inductor
and the DC-link capacitor. The disadvantages of this topology are mainly introduced by the LF trans-
former: higher cost, lower power density, non-unity power factor at lower-than-rated operation because
of the magnetizing current and reduced efficiency (2% extra losses). This topology was commercialized
by several manufacturers, but is continually losing popularity because of its low efficiency and large size.

The transformerless version of the H-bridge string inverter, also known as H4 topology, is only possible
with a symmetric filter (components equally distributed between phase and neutral wires) at the grid side,
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and unlike the isolated version it cannot be controlled using unipolar PWM or hybrid modulation. This
is due to the square-wave components in the common-mode voltage, leading to high leakage currents
and corresponding safety hazards [15]. Instead, bipolar PWM (two-level output voltage) is used, since
it produces a constant common-mode voltage together with the split symmetric filter, resulting in a line
frequency voltage across the parasitic capacitance, which is safe for transformerless operation. However,
it has lower efficiency since there is a reactive current flow between the passive elements of the circuit
at zero voltage through the freewheeling diodes when using this modulation, as the DC-link capacitor is
not isolated from the grid at any time [16]. This is the main reason why the H4 topology is not a popular
configuration in modern string inverters.

Both versions of the H-bridge string inverter, with and without an LF transformer, can be found with
an additional boost DC–DC stage. The main purpose of the boost converter is to elevate the PV string
voltage, since the MPP voltage can vary depending on radiation and temperature. Hence, the DC–DC
stage decouples the PV DC voltage from the inverter DC-link voltage. This is a desirable feature con-
sidering that the grid-tied inverter requires a DC-link voltage higher than the peak grid voltage to work
properly (to be able to control the grid current). This extends the input voltage range of the system and
also allows a more steady DC-link voltage, which improves the grid control performance. This config-
uration is shown for the transformerless H-bridge string inverter in Figure 7.13(b), although the same
DC–DC converter can be added to the LF-isolated version. Note that there is an optional bypass diode
(shown in gray), which disables the DC–DC stage when the PV system DC voltage is greater than the
inverter DC-link voltage, to improve efficiency when operating close to the nominal design conditions,
avoiding the switching losses and also the boost diode reverse recovery. Despite the additional DC–DC
stage, this configuration retains the same drawbacks that are inherent in the use of a grid-tied H-bridge
inverter addressed earlier.

Finally, Figure 7.13(c) shows an HF-isolated two-stage H-bridge string inverter. In this particular
example, the isolated DC–DC stage is composed of a MOSFET full-bridge inverter and a diode
full-bridge rectifier. Although the MOSFET H-bridge is most commonly used in this configuration,
many HF-isolated DC–DC stages could be used instead, including the half-bridge, push–pull, forward
and flyback converters. This approach greatly reduces the size of the converter compared to that of
the LF isolation topologies, thus improving the power density (volume and weight). It also allows the
use of unipolar PWM and extends the input voltage range of the PV system compared to that of the
transformerless topologies, thus allowing a more flexible design of the PV string and a wide range for
MPPT. However, the additional converter stages introduce design complexity, higher losses, higher cost
and lower reliability.

To overcome the problem of the reactive current transfer between the grid filter and the DC-link capac-
itor in transformerless H-bridge string inverters, several proprietary solutions have been introduced by
different manufacturers [15–17]. Figure 7.14(a) shows the H5 string inverter introduced by SMA, in
which a switch has been added between the DC-link and the H-bridge inverter to open the current path
between the passive components when freewheeling in order to increase the efficiency. The same objec-
tive can be accomplished by introducing a bidirectional switch that bypasses the whole H-bridge inverter,
separating the grid filter from the converter during freewheeling, as shown in Figure 7.14(b). This con-
verter is also known as the Highly Efficient and Reliable Inverter Concept (HERIC) converter, introduced
by Sunways. Although the HERIC converter has one more switch compared to that of the H5, it has only
two switches in the current path at any time, while the H5 has three switches when it is not freewheeling,
which results in higher conduction losses.

These converters enable the generation of a three-level voltage output, including the zero voltage level,
without producing a switched common-mode voltage and therefore are suitable for transformerless
operation. In this way, very efficient, low-cost and high-power density string inverters are obtained
compared to those in Figure 7.13 featuring the H-bridge inverter only. In addition, these converters
may also include an additional DC–DC stage in order to extend the input voltage flexibility and
decouple the PV system DC voltage from the inverter DC-link voltage for better grid converter control
performance.
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An alternative way to isolate the DC side from the AC side during freewheeling is to add an additional
switch in the negative DC bar to the H5 topology, forming the H6 topology as shown in Figure 7.14(c).
The advantage is that the freewheeling is evenly distributed among the H-bridge devices over a funda-
mental cycle, ensuring an even usage of all switches [17]. The disadvantage is that four switches conduct
during normal operation, causing more conduction losses. If a diode is connected in parallel to the DC
side of the H-bridge of the H6 topology, an auxiliary freewheeling current path is added, allowing the
use of bipolar PWM in the H-bridge, resulting in a unipolar output voltage. This converter is also known
as H6D1. A disadvantage is that an additional diode is conducting during freewheeling, compared to
that of the H6, and hence there are more losses. By adding two auxiliary freewheeling diodes instead
of one diode, the H6D2 string inverter as shown in Figure 7.14(d) is formed, with the additional diode.
The blocking voltage across the DC switches can be fixed to half the DC voltage, reducing the losses
compared to that of the H6D1. Both the H6D1 and H6D2 inverters were introduced by Ingeteam [19].

Other string inverters introduced in practical PV applications are the single-phase three-level NPC
(3L-NPC) [20], the transistor clamped converter, also known as the T-type converter and Conergy
NPC [20] and the five-level H-bridge NPC (5L-HNPC) [21], as shown in Figure 7.15.

The 3L-NPC string inverter, also known as the diode-clamped converter, is connected to the phase and
neutral of the grid through the output phase node and the DC-link neutral point, respectively. Depending
on the switching state, the inverter clamps the grid phase to the positive, negative and neutral potentials
of the DC link, hence the three levels. The connection to the neutral point is achieved by switching on the
two internal devices and by freewheeling through the clamping diodes. This switching state generates a
zero voltage level at the output, since the neutral point is grounded. The three voltage levels have the same
power quality as the unipolar voltage generated by the H-bridge, but in this case without the problems of
HF commutations in the common-mode voltage, since the neutral of the grid is permanently connected
to the neutral point of the DC link and does not change its potential with respect to the PV system for
any switching state. Since the common-mode voltage is, in fact, constant (DC voltage), there are no
problems with leakage currents and EMI, making the 3L-NPC a suitable topology for transformerless
applications. The main drawback is that the DC-link voltage is the double of the H-bridge topologies,
which might require an additional boost stage that introduces losses, particularly when a large boost
effort is needed [15]. Note that in this case the grid filter does not need to be symmetrically divided in
both current paths of the grid connection, as with H-bridge topologies. The 3L-NPC string inverter has
been introduced in practice by Danfoss.

An alternative way to clamp the phase of the grid to the neutral point of a split DC link is through
a bidirectional switch between the two nodes, hence the name “transistor clamped inverter.” Since it
forms a T with the half-bridge converter leg that is connected to the positive and negative bars of the DC
link, it is also called T-type converter. Particularly in PV applications, it is more commonly referred to
as the Conergy NPC, since it was introduced by the company of the same name. As with the previous
topology, the converter generates three voltage levels but does not require the two additional clamping
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Figure 7.15 Neutral point clamped string inverters without isolation: (a) 3L-NPC, (b) T-type and (c) 5L-HNPC
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diodes. Nevertheless, the phase leg switches have to block double the usual voltage if connected to the
same grid, which is not the case for the clamping switches, which share the blocking voltage. Since the
neutral of the grid is permanently connected to the neutral of the DC link (which is grounded), it causes
a fixed common-mode voltage, and hence there is no risk of leakage current, which therefore is suitable
for transformerless operation. For the same reason, no symmetrical division of the grid filter is necessary.

More recently the 5L-HNPC string inverter has been introduced by ABB [21]. Unlike the two previous
converters, this topology does not connect the grid neutral to the midpoint of the DC link and to ground.
In fact, it is a full-bridge made of two 3L-NPC phase legs capable of generating a five-level output voltage
between both phase leg terminals. Like the H-bridge, since both converters are full-bridge topologies, it
requires a split symmetrical grid filter for transformerless operation together with a particular modulation
technique. Although the converter is capable of generating five levels, only three levels are generated in
order to avoid switched common-mode voltages.

The cascaded H-bridge (CHB) multilevel converter has also found practical application for string
inverters, and was introduced by Mitsubishi [22]. The converter consists of three series-connected
H-bridge cells operating with unequal DC-voltage ratios, as shown in Figure 7.16. The PV system is
connected through a boost DC–DC stage to only one of the H-bridge cells, which is the only one pro-
cessing active power to the grid. The other two cells use floating DC-link capacitors and act as auxiliary
series active filters for power quality improvement through the generation of more voltage levels. The
voltage ratio has been chosen to be 1 : 2 : 4 among the H-bridges, since it prevents regenerating operation
of the floating cells, making the voltage balancing mechanism feasible. With this asymmetry ratio, 13
voltage levels are obtained at the grid terminals, allowing an important reduction in devices switching
frequency without compromising power quality and reducing filtering requirements. Moreover, the large
power cell connected to the PV system operates at fundamental switching frequency, further improving
efficiency. However, the topology requires a bidirectional bypass switch connected to the large cell,
in order to reduce the changing potential between the PV system and ground to reduce the possibility
of leakage currents and enable transformerless operation. The main advantage of this converter is the
high-power quality and efficiency. On the other hand, the main drawbacks are the asymmetry in the
blocking voltages among devices and the more complex control scheme, which includes voltage balance
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Figure 7.16 String inverter based on cascaded H-bridge with unequal DC-link voltages
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Table 7.5 Examples of commercial string inverters

Parameter Sunways
NT 5000

Danfoss
DLX 4.6

ABB
PVS 300 TL8000

Mitsubishi
PV-PN40G

Maximum input voltage (V) 900 600 900 380
Rated AC power (kW) 4.6 4.6 8 4
Grid connection Single phase Single phase Single phase Single phase
Topology HERIC HNPC 1:2:4-CHB
Efficiency (%) 97.8 97.3 97 97.5
Isolation Transformerless HF transformer Transformerless Transformerless
Independent MPPT 1 (2 strings) 1 (3 strings) 1 (4 strings) 1
Photo

of floating capacitors. Table 7.5 shows some examples of commercial string inverters discussed in this
section and their main characteristics.

7.3.3 Multi-string Configuration

Central and string inverter configurations interface a PV array and a single PV string to the grid, respec-
tively. Hence, only one MPPT is possible for the respective array or string. In order to introduce more
flexibility in the PV system design, while mitigating the effects of partial shading and module mismatch,
the multi-string concept was introduced [8]. The multi-string configuration is basically a two-stage cen-
tral configuration with the peculiarity that it has more than one DC–DC stage (usually from 2 to 4).
Hence, it combines the advantages of string inverter (high-energy yield by individual MPPT) and central
inverter (low cost).

Each DC–DC converter is used to connect a PV array or string to a central inverter that concentrates all
DC–DC stages into one grid connection. This configuration decouples the PV system from the inverter
DC link, enabling a robust grid-tied converter control and extends the PV input voltage operating range.
The flexibility of having a decoupled PV system from the grid connection enables the integration of even
different module technologies (e.g., crystalline or thin film) and orientations (e.g., south, east and west)
in the same PV plant. The modular nature of this inverter makes it more flexible and more robust since
the failure of one string does not affect the entire PV plant.

Multi-string inverters can be found for single- and three-phase grid connections and can range from
small systems of a few kilowatts to medium systems of several tens of kilowatts. Examples of commercial
multi-string inverters and their main characteristics are given in Table 7.6.

The main difference between the multi-string configuration and the central and string configuration is
the multiple DC–DC stages connected in parallel to the DC link. Hence, all inverter topologies seen in
the previous sections can be potentially used as multi-string inverters by connecting two or more DC–DC
stages to the DC link and therefore they will not be analyzed again.

One of the first multi-string inverters introduced in practice was the half-bridge inverter with boost
converters in the DC–DC stage introduced by SMA [8]. Others that have followed include the H-bridge,
the H5 converter, the three-phase two-level VSI, the 3L-NPC and the three-phase three-level T-type
converter (3L-T) [15]. Figure 7.17 shows some examples of practical multi-string configurations.

The most common DC–DC stages used for multi-string configurations are the boost converter (as
shown in Figure 7.17(a) and (b)) and the HF-isolated DC–DC switch mode converter based on an
H-bridge, HF transformer and diode rectifier (shown in Figure 7.17(c)). The boost is very simple in
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Table 7.6 Examples of commercial multi-string inverters

Parameter SMA
Sunny Boy 5000TL

Danfoss
TLX 15

SATCON
Solstice

Nominal input voltage (V) 750 700 600
Maximum input power 5250 W 15 kW 100 kW
Grid connection Single phase Three phase Three phase
Maximum input current (A) 15 3× 12 182
Maximum efficiency (%) 97 98 96.7
Isolation Transformerless Transformerless LF transformer
Independent MPPT 2 (2 strings each) 3 4–6 (9 strings each)
Photo

structure, design and control and is capable of elevating voltage and controlling the MPPT. The boost
converter can be found implemented with the inductor and diode in the positive DC bar as well as in the
return path in the negative DC bar, depending on the PV module technology. In particular, thin-film PV
modules benefit more from having the inductor and diode in the negative bar [15].

On the other hand, the HF-isolated DC–DC converter offers additional input–output voltage flexibility,
thanks to the transformer turns ratio between the primary and secondary sides. Nevertheless, it has a
high component count compared to that of boost converters and reduced efficiency because of the high
switching frequencies and transformer. However, since isolation is required in some countries, this is
a viable option with efficiencies comparable to that of LF transformers but with higher power density.
The development of new, faster and more efficient semiconductor devices in the future will make this
DC–DC converter more competitive compared to that of other DC–DC converter stages.

7.3.4 AC-Module Configuration

The AC-module configuration uses a dedicated grid-tied converter for each PV module of the system.
Therefore, this configuration is also known as module-integrated inverter and micro-inverter because of
the small size and low power rating of the converter. The LV rating of PV modules (generally around
30 V) requires voltage elevation for grid connection. This can be achieved by adding a DC–DC boost
stage before the micro-inverter or by using a line frequency step-up transformer at the grid side. The
latter is not a practical solution, since the size and cost of LF transformers for a single PV module, with
a power rating ranging from 150 to 250 W, is not competitive compared to that of other configurations.
Therefore, all AC-module configurations that are commercially available have a DC–DC stage prior to
the micro-inverter. If isolation is required, HF transformers are included in the DC–DC stage, which is
the case in most commercial AC-module topologies.

Figure 7.18 shows one of the most commonly used AC-module configurations found in the litera-
ture and in practice: the flyback/H-bridge topology. A practical version of this topology was devel-
oped by Enphase Energy [23], currently commercialized by Siemens. The flyback converter performs
MPPT and voltage elevation and provides galvanic isolation, while the H-bridge inverter controls the
DC-link voltage (output voltage of the flyback), grid synchronization and active/reactive power con-
trol. The topology shown in Figure 7.18 features interleaved flyback converters connected in parallel
at the input and output, which are controlled by phase-shifted carriers. This concept divides the power
among the different flyback converters, enabling higher switching frequencies of the flyback semicon-
ductor due to the lower current, reducing the rating of the device while enabling the use of smaller HF
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Figure 7.17 Examples of multi-string topologies: (a) three-phase 2L-VSI with boost proposed by Steca,
(b) three-phase 3L-NPC with boost used by Danfoss and (c) H-bridge inverter with high-frequency DC–DC stage
used by Fronius and Danfoss

transformers. This configuration not only reduces the size of the DC–DC stage but, more importantly,
allows a reduction in the current ripple at both input and output because of the phase-shifted carrier
modulation, and thereby extending the lifespan of the capacitors. Since capacitors are the most unre-
liable component of the circuit, the use of an interleaved DC–DC stage improves the lifecycle of the
whole converter, making it possible to extend the manufacturer’s warranty up to the lifetime of PV mod-
ules (usually 25 years). The small size of the converter allows a very compact enclosure design that can
be attached to the back of each PV module hence the name “module-integrated inverter.”

Another commercial AC-module integrated converter, shown in Figure 7.19, includes a resonant
H-bridge stage with an HF isolation transformer and a diode bridge rectifier as the DC–DC converter
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Figure 7.19 AC-module PV system based on resonant H-bridge HF DC–DC converter and H-bridge inverter

Table 7.7 Examples of commercial AC-module inverters

Parameter Power One Aurora
MICRO-0.3-I

Siemens
Micro-inverter System

Enecsys Single
micro-inverter

Maximum input voltage (V) 60 45 44
Input power (W) 200 and 300 190–260 240
AC connection Single phase Single phase, three phase Single phase
Maximum input current (A) 10.5 10.5 12
Peak efficiency (%) 96.5 96.3 95
Isolation HF H-bridge DC–DC HF flyback DC–DC HF H-bridge DC–DC
Independent MPPT 1 per module 1 per module 1 per module
Photo

instead of the flyback. The H-bridge has better power conversion properties compared to that of the
flyback (reduced ripple and higher power capacity). Therefore, interleaved operation is not necessary,
although it requires more devices at both sides of the HF transformer. This converter has been developed
by Enecsys [24]. An alternative topology patented by the same manufacturer includes a DC–DC stage
with a half-bridge and two capacitors before the HF transformer instead of the H-bridge.

Generally, MOSFET devices are used in the DC–DC conversion stage because of the higher switching
frequencies required by the converter and the LV rating, while IGBT devices are used in the grid-tied
inverter circuit. Examples of AC-module integrated inverter configurations are given in Table 7.7 along
with the most important parameters.
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Although the concept of module-integrated inverters has been around for decades, this configuration
has not been widely adopted even for small- or medium-scale PV plants. Among the reasons are that the
cost per watt (and even volume per watt) of distributing the power electronics and the control system
among all modules is higher (more sensors, control platforms, gate drives, semiconductors, etc.). Fur-
thermore, despite having the best MPPT capability of all configurations (one module, one MPPT), it has
lower power converter efficiency because of the high switching frequency and larger voltage elevation
ratio required for grid connection. Nevertheless, this concept might benefit from new, faster and more
efficient semiconductor devices (SiC and GaN) and gain more importance in the future.

7.4 Control of Grid-Connected PV Systems
According to the previous sections, grid-connected PV systems can be composed of one or two power
conversion stages (DC–DC and DC–AC) and different converter topologies. Therefore, the control
system and modulation schemes depend on the topology and vary from one topology to another.
Nevertheless, the main control objectives are universal and include MPPT of the PV system, grid
synchronization, DC-link voltage control, active and reactive power control and grid monitoring
including anti-islanding detection.

7.4.1 Maximum Power Point Tracking Control Methods

Following the analysis of the power curves of PV modules presented in Section 7.2, it is clear that to
maximize the energy output of a PV system, it should be operating around the MPP. The MPP depends
on the solar irradiation and temperature of the module, which are variable in time. The MPP is achieved
by controlling the load curve of the PV module or string, making it to intersect the I–V curve where
iPV × vPV is maximal. As defined in Section 7.2, the voltage at which this occurs is known as the max-
imum power voltage vmp which should be considered as the reference voltage for the control system
v∗PV = vmp. This voltage could be obtained through direct measurement of the solar irradiation and the
module temperature, which are used to compute vmp from the PV module physical model. However,
solar irradiation sensors (pyranometers), in particular, are very expensive. Therefore, numerical methods
based on electrical variable measurements (already needed for the converter control) are used to search
for the MPP. Since this task is performed online and updated periodically over time, they are known as
MPP tracking (MPPT) methods.

There are several MPPT methods found in practice and in the literature that can reach up to 99% of the
MPP efficiency [25, 26]. A classification of the most common MPPT methods is given in Figure 7.20.
Hill-climbing and fractional methods are widely adopted in commercial PV systems.

MPPT methods
for PV systems

Neural network  basedFuzzy logic based

Perturb and observe
(P & O)

Incremental
conductance

Fractional methodsHill-climbing techniques

Fractional open-
circuit voltage

Fractional short-
circuit current

Figure 7.20 MPPT algorithm classification
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7.4.1.1 Perturb and Observe Algorithm

Hill-climbing algorithms are the most popular methods used in practice. Their popularity is due to the
implementation simplicity and effective tracking of the MPP. Perturb and Observe (P&O) is a type of
hill-climbing method consisting of a continuous reference voltage search process to reach the MPP [27].
The search is performed by perturbing the reference voltage and then measuring the system response
(observing) to determine the direction of the next perturbation. The reference voltage perturbations are
performed in the direction in which the power should increase.

Increasing the reference voltage v∗PV of the PV system when it operates at the left side of the MPP
would increase the power output of the system (refer to Figure 7.4 for details), whereas such perturbation
would decrease the power output if the system was operating at the right side of the MPP of the P–V
curve for a given solar irradiation and temperature. The opposite reactions are obtained when decreasing
the reference voltage on both sides of the MPP. Therefore, the MPP can be tracked by introducing a
perturbation in the reference voltage (Δv). The perturbation in the reference voltage is always of the
same magnitude while the sign is determined by the power variation. If the power has increased from the
last sample, the sign of the perturbation is maintained. If the power has decreased, the sign is reversed.
Figure 7.21 shows a diagram of the algorithm implementation and execution.

This process is repeated until the system reaches the MPP and oscillates around it, locked in three
voltage references in steady state, as can be seen in Figure 7.22. When a change occurs in solar irradiation
or temperature, the system will change to a different P–V curve, which will be detected by the power
calculation and compared to that of a previous value and will introduce the corresponding perturbation
to the voltage reference. This is shown in Figure 7.22, where a step in temperature from 50 to 25 ∘C has
been introduced at Δt5. Note how the voltage reference drifts to a new set of three voltage levels around
the new MPP.

The magnitude of the oscillation around the MPP depends on the magnitude of the perturbation
|Δv|. The magnitude of the perturbation is designed to be at least as large as the voltage ripple in
the input capacitor of the converter (or the output of the PV array). Otherwise, the ripple in the
voltage will lead to poor power calculations, which may result in inadequate directions for the
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perturbation and prevent the system from locking in the three voltage levels, which is around the MPP in
steady state.

The other parameter that needs to be designed in P&O algorithms is the time interval in which
the reference is updated Δt. This time period needs to be large enough to allow the power converter
controller to reach the steady state around the input voltage reference before a new perturbation is
introduced.

One of the drawbacks of this method is that it fails under rapid variation in solar irradiance and
other environmental conditions. This happens when the change in power because of operating condi-
tions is larger than the changes because of the perturbation produced by the algorithm. This condition
may result in shifting the operating point in the opposite direction. This problem can be avoided by
estimating the variation in power caused by the change of operating conditions separately and then
perturbing the system to decide the direction of the next perturbation. The algorithm is also sensitive
to measurement noise and to large ripples in the PV output voltage. The latter occurs for low capac-
itances at the PV output, causing a large oscillation around the MPP. Since the P–V curve falls very
steeply on the left side of the MPP, large oscillations in the PV voltage may produce large drops in the
generated power.

7.4.1.2 Incremental Conductance Algorithm

This method is similar to the P&O algorithm and was proposed for rapidly changing atmospheric condi-
tions [25, 26]. This method is derived from the power curves of Figure 7.4, where the slope of the curve
is positive on the left side, negative on the right side and zero at the peak. The slope of the power curve
can be found from

dPPV

dvPV

=
d(iPVvPV)

dvPV

= iPV + vPV

diPV

dvPV

(7.2)

The maximum power is then obtained when the power derivative is zero; hence

dPPV

dvPV

= 0 ⇒
diPV

dvPV

= −
iPV

vPV

(7.3)

where iPV/vPV represents the conductance, while diPV/dvPV represents the incremental conductance. The
derivative of the current with respect to the derivative of voltage can be approximated as the difference
between the actual values and the previous instant values in that iteration process. Hence, by comparing
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the conductance iPV/vPV to the incremental conductance diPV/dvPV as shown in Figure 7.23, the algorithm
can track the MPP and stay there until a change of diPV or dvPV occurs as a result of a change in atmo-
spheric condition.

7.4.1.3 Fractional Open-Circuit Voltage Method

The I–V curves of a PV module, string, or array, such as the one shown in Figure 7.4, suggest a linear
relation between the open-circuit voltage (voc) and the MPP voltage (vmp) for different irradiance and
temperature conditions. This linear relation can be described by

vmp = k1 voc for k1 < 1 (7.4)

The proportionality constant k1 depends on the characteristics of the PV system and is determined by
measuring the vmp and voc under different irradiance and temperature conditions. Although the constant
k1 differs according to the type of the PV system, the range of k1 is reported in the literature to be between
0.71 and 0.8. In order to find the MPP using Equation 7.4, the value of voc must be measured for a given
irradiance and temperature. This can be achieved online by shutting down the power converter – either
the DC–DC or the DC–AC stage depending on the configuration connected to the PV system – to
simulate no load conditions, in order to measure voc. In order to track the MPP under variable conditions,
this process is repeated periodically every Δt (usually around 15 ms).

This method is simple and straightforward to implement [26]. However, there is an error of approx-
imation in the linearity of PV modules and the frequent shutdown of the system necessary to measure
voc causes power losses. The latter issue can be avoided by using a separate PV cell to measure voc. This
solution comes at an additional cost and mismatch between the characteristics of the reference PV cell
and the actual PV system can cause a steady-state error in the MPPT.
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7.4.1.4 Fractional Short-Circuit Current Method

This method is the current counterpart to the open-circuit voltage method [26]. Instead, the MPP current
imp is computed through the linear relation with the short-circuit current isc under different environmental
conditions. This can be expressed by

imp = k2 isc for k2 < 1 (7.5)

The proportionality constant k2 depends on the characteristics of the PV system and has been reported
to be typically between 0.78 and 0.92. Measuring the short-circuit current isc online is more complex than
measuring the open-circuit voltage and may require additional components in the power circuit such as
a bypass switch. As with the open-circuit voltage method, this method produces additional losses during
the measurement of isc.

7.4.2 DC–DC Stage Converter Control

According to Section 7.2, some string configurations all multi-string configurations and most AC-module
integrated configurations include a DC–DC stage between the PV system and the grid-tied inverter. The
main function of the DC–DC stage is to introduce a decoupling between the two DC voltages, hence
decoupling the MPP voltage reference at the output of the PV system from the DC-link voltage reference
at the input of the grid-tied inverter. Additional functions of the DC–DC stage include voltage elevation
to adapt LV levels from the PV system to DC-link voltage requirements for grid connection and also
galvanic isolation for those DC–DC converters with HF transformers.

The control scheme may vary from one DC–DC converter topology to another and also be different
depending on the control method (linear, hysteresis, fuzzy, etc.). Nevertheless, most control structures
found in practice are based on cascaded linear control loops, with a slower outer DC-voltage control
loop and a faster inner current control loop. As an example, without loss of generality, the boost con-
verter control will be analyzed, since it is the most representative of all DC–DC converters. Only slight
modifications in the modulation stage are required for the other DC–DC converters.

Figure 7.24 shows a block diagram of a classic control system used to perform MPPT of the PV
system with a boost converter. Any voltage-based MPPT algorithm may be used to generate the outer
loop reference voltage v∗PV. The PV system current iPV and voltage vPV measurements are required for the
MPPT algorithm (e.g., P&O). The outer voltage loop controls the input capacitor voltage of the boost
converter, that is, the PV system output voltage. Therefore, the reference for this loop is given by the
MPPT algorithm. The voltage error is controlled using a linear proportional-integral (PI) controller whose
output is the current through the input capacitor ic. As the DC–DC converter does not directly control
the capacitor current, a feedforward compensation can be included to compute the DC–DC converter
current reference; in the case of the boost converter, this is the inductor current iL.
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υPV
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Figure 7.24 DC–DC converter stage control block diagram (adjusted here for a boost converter)
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The boost inductor current iL is measured for feedback to compute the current error, which is also
controlled with a PI regulator (hysteresis controllers may be used here but introduce variable switching
frequency). The output of the current control loop is the duty cycle reference of the boost converter,
which is modulated using carrier-based PWM. The resulting gate signal (Sb) is used to control the boost
semiconductor.

Note that a necessary condition, by design, for the proper operation of the boost converter and to
effectively control the boost inductor current is that the output voltage is greater than the input voltage
(vDC > vPV), which is the case for most DC–DC stages used in PV systems. The output voltage of the
boost converter vDC is controlled by the grid-tied inverter and can be considered as a fixed voltage source
for the boost control purposes.

The boost converter control system essentially adjusts the duty cycle to achieve the desired
input–output voltage ratio imposed by the MPPT algorithm reference and the DC-link voltage ref-
erence. In the steady state, the boost controller should settle the duty cycle of the boost converter D,
fulfilling the voltage conversion condition

vDC

vPV

= 1
1 − D

(7.6)

7.4.3 Grid-Tied Converter Control

The main function of the grid-tied inverter is to provide grid synchronization and to control active and
reactive power flow or, seen differently, to control the grid currents and the DC-link capacitor voltage.
In PV configurations where no DC–DC stage is included, as in the central topology and some string
inverters, the DC-link voltage control also performs the MPPT of the PV system.

Among the most commonly used control schemes for three-phase grid-tied inverters (also known in the
motor drive industry as active front-end rectifiers) are voltage-oriented control (VOC) and direct power
control (DPC) [28]. Nevertheless, in PV applications, most grid-tied inverters are controlled using VOC.
As the name suggests, VOC uses a rotational dq reference frame transformation oriented with the grid
voltage vector to transform all AC quantities to DC values to simplify the control system design and
enable the use of PI controllers. The grid current in the dq frame can be decomposed into the real part
on the d-axis (isd), which is aligned with the grid voltage vector and hence it is proportional to the active
power P and the imaginary part on the q-axis (isq), which is perpendicular to the grid voltage vector and
hence proportional to the reactive power Q.

VOC is based on a cascaded voltage and current control loop as shown in Figure 7.25. The outer
voltage loop controls the DC-link voltage vDC using a PI controller whose output is proportional to the
active power and hence to the desired value of isd, while reactive power is controlled with isq. Both current
control loops are regulated using PI controllers, whose outputs are the dq reference voltages. These are
converted to phase values to be modulated by the inverter using PWM. Note that the q-axis current
reference can be arbitrarily adjusted. Normally, isq is set to zero, although during voltage dips the grid
operator might request the injection of reactive power to help support the grid, as it is currently the case
in wind power plants.

For feedback purposes, the three phase currents (ia, ib, ic) are measured and transformed to dq values.
Grid synchronization is achieved by extracting the grid voltage vector angle 𝜃s, which is necessary in
order to have the dq frame correctly aligned with the grid voltage vector. Usually a phase-locked loop
(PLL) is considered for such purposes, for which the grid phase voltages are measured (va, vb, vc). Note
that the dq current control loops shown in Figure 7.25 include feedforward crossed compensation compo-
nents for decoupling between the dq current axes. This can be explained using the equivalent space vector
circuits in the static and rotational frames as shown in Figure 7.26. From Figure 7.26(b), the grid-side
voltage equation can be obtained:

vs = isRs + Ls

dis

dt
+ j𝜔sLsis + vc (7.7)
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Then, decomposing Equation 7.7 into the d- and q-components yields

vsd = idsRs + Ls

disd

dt
− j𝜔sLsisq + vcd

vsq = idqRs + Ls

disq

dt
+ j𝜔sLsisd + vcq = 0 (7.8)

Note that vsq is zero, since the dq frame is aligned with the voltage space vector vs and hence there is
no projection over the q-axis. From Equation 7.8, it is clear there is a coupling between the dq currents.
In order to reduce the effects of one variable on the other, the coupling terms can be fed forward since
the parameters are known, and the involved variables have already been measured. Since the voltages to
be modulated are the voltages generated by the converter (vcd and vcq), solving Equation 7.8 will deliver
the decoupling term included in the block diagram of Figure 7.25. The active and reactive power can be
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computed by

P = 3
2

Re{vsi
∗
s} =

3
2

vsdisd

Q = 3
2

Im{vsi
∗
s} = −

3
2

vsdisq (7.9)

Note that Equation 7.9 can be used to compute the q-axis current reference from the desired reactive
power reference in the case it is not zero.

Finally, the only design constraint left is the minimum DC-link voltage vDC required to enable the
appropriate control of the grid currents. This limit can be deduced from Figure 7.27, where the first
quadrant of the space vector diagram of the grid-tied converter system is shown. Considering Equation 7.7
in steady state and neglecting the drop in the resistance result in the space vector vc given by

vc = vs − j𝜔sLsis (7.10)

According to the vector diagram of Figure 7.27, the converter space vector must be included within
the circumference of radius h for its generation to be feasible. The radius h depends on the converter
DC-link voltage and it is equal to

h =
vDC

3
(7.11)

Replacing this limit (h> |vc|) in Equation 7.10 and solving vDC in the magnitude of the resulting vector
yields

vDC ≥
√

3
[
v̂2

s +
(
𝜔sLsvîs

)2
]

(7.12)

The result of Equation 7.12 establishes that the DC-link voltage reference will depend on the grid
voltage amplitude, grid frequency, grid filter inductance and rating of the converter given by the peak
grid current. Note that in the case if no DC–DC stage is included in the PV system, this value will also
set a limit for the MPP voltage of the PV array. Therefore, the number of series-connected PV modules in
the string needs to be carefully designed in order to provide an MPP voltage above this limit even under
the most adverse environmental conditions (minimum radiation and maximum temperature at which the
plant operates).
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Figure 7.27 Space vector diagram of the grid-tied converter system
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For single-phase grid-connected PV systems, such as some string, multi-string and AC-module inte-
grated configurations, the previous VOC scheme in a dq rotating reference frame is not possible. Instead
VOC is adapted by synchronizing the grid current reference directly with the single-phase grid voltage.
The single-phase VOC block diagram is shown in Figure 7.28. The same cascaded control structure
remains, in which the outer DC-link voltage loop is controlled using a PI regulator [16]. The output of
the voltage controller is the active power, which is divided by the grid voltage amplitude to obtain the
grid current reference. In addition, a sine wave function reconstructed with a PLL to extract the angle of
the grid voltage is multiplied to synchronize the reference current with the grid for unity power factor
operation. The PLL is preferred instead of using the direct measurement of the grid voltage, in order to
avoid the introduction of grid harmonics and other perturbations to the grid current reference.

Since the grid current reference is sinusoidal, PI controllers would generate steady-state error and phase
displacement. Therefore, proportional-resonant controllers are used to tune to the grid frequency 𝜔s.
The output of the gird current controller is the grid filter inductor voltage reference. Neglecting the
voltage drop in the resistance and considering that the grid voltage is already measured, a feedforward
compensation can be used to compute the converter voltage reference by

v∗c = v∗L + vs (7.13)

The converter voltage reference v∗c is then modulated using the appropriate PWM strategy depending
on the converter topology.

Single-phase grid-connected systems have a strong second harmonic (2𝜔s) in the DC-link voltage
because of rectification. This harmonic must be filtered during feedback to prevent a third harmonic from
appearing in the grid current reference because of frequency convolution when multiplying the active
power (which would include the second harmonic) with the synchronization sine wave with fundamental
frequency. This is achieved with a notch filter tuned to 2𝜔s. If this step is not performed, the grid current
will have an important third harmonic. Another way to compensate this is to greatly reduce the outer
voltage loop bandwidth, so the second harmonic is rejected. However, this would degrade the overall
performance of the system.

7.4.4 Anti-islanding Detection

According to IEEE standard 1547-2008 [29], a power system “island” is defined as “a condition in which
a portion of an area of the electric power system is energized solely by one or more local electric power
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systems through the associated PCC while that portion of the area of the electric power system is electri-
cally separated from the rest.” Grid-connected PV systems can become islanded if they are disconnected
from the grid, for example, during a grid fault. If this situation is not detected, the PV system will continue
generating power, feeding the local loads. This situation is more likely to occur in distributed generation
power systems such as the one shown in Figure 7.29.

Islanding operation can pose a serious risk to utility workers and maintenance personnel, since the
lines remain energized [30]. It can also damage local loads as the voltage and frequency at PCC may
drift from rated values. In addition, once islanding operation is over and the grid is reconnected, the PV
system inverter will very likely be out of synchronization, causing damage to the converter and local loads
because of the phase difference between the grid and inverter voltage. For this reason, grid connection
standards of distributed generation systems mandate fast disconnection and cease of generation when
island condition is detected.

Islanding detection methods can be classified into three categories, as shown in Figure 7.30, depending
on the location in which the detection is performed: by the power converter (converter-resident), by
additions to the power system (external impedance insertion), or by the grid operator (grid-resident)
[31, 32].

Converter-resident methods can be further divided into passive and active methods. Passive methods
use grid parameters and measurements (voltage, frequency, harmonic content, etc.) to detect islanding
operation by comparing the measurements with boundary limits. These limits define the non-detection
zone (NDZ), in which the islanding is not detected, particularly when the local loads have similar power
capacity to the PV system, and all the generated power is consumed locally, producing only slight
variations in voltages and currents at PCC when islanding occurs. Therefore, passive methods have a
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Grid-residentConverter-resident
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Active methods Passive methods

Figure 7.30 Anti-islanding detection methods for grid-connected PV systems
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large NDZ. Nevertheless, passive methods are conceptually simple, incur little or no additional cost, are
easy to implement and do not introduce any change in the power quality of the system. These methods
are used in small- and medium-scale PV converters. Typical passive methods are under- and overvoltage
detection, under- and overfrequency detection and voltage phase jump detection.

Note that according to the definitions of power flow in the distributed generation system in
Figure 7.29(a), during normal operation, the following holds

Pload = PPV + ΔPg

Qload = QPV + ΔQg (7.14)

Active power is only related to voltage; hence during island operation, according to Figure 7.29(b), the
voltage at the PCC should change to

ṽpcc = vpcc

√
PPV

Pload

(7.15)

However, if the power consumed by the local loads is similar to that of the power generated by the PV
system, then PPV ≈Pload, which substituted in Equation 7.15 shows that there will be little or no variations
in the PCC voltage and remain within the NDZ.

Active converter-resident methods were developed to reduce the NDZ of passive methods. This is
achieved by injecting perturbations to the system, hence the name “active,” to accelerate the drift of
variables or drive the system toward the boundary limits. Usually, the perturbation is injected to the grid
current reference waveform. One of these methods is active frequency drift (AFD) [33], in which a phase
perturbation is injected to the current reference waveform, which causes the inverter frequency to drift
in case of islanding operation, which does not happen when the grid is available. Then, the induced
frequency drift can then easily be detected with some boundary limits. Figure 7.31 shows the injected
perturbation and the resulting current reference waveform. As can be observed, the smaller NDZ obtained
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Figure 7.31 Active frequency drift (AFD) anti-islanding detection method: (a) AFD injected waveform and
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with AFD comes at the expense of increased THD, which degrades the power quality provided by the
grid-tied converter compared to that of the passive methods. Active converter-resident methods are also
mainly used in small- to medium-scale PV converters.

External impedance insertion can be implemented by connecting a low-value impedance, usually a
capacitor bank, at the utility side of the PCC when the grid is disconnected, which creates a step change
in the phase between the current and the voltage of the converter at the PCC. This phase jump is then easily
detected by passive island detection methods resident in the converter. However, the implementation of
this method requires additional switching equipment and capacitor banks, making it less attractive for
small PV systems.

Grid-resident methods are based on direct communication between the grid operator and the power
converter such as PLCC (power line carrier communication) or SCADA (supervisory control and data
acquisition). The grid operator directly informs the converter of the island condition, triggering the cease
of power generation by the PV system. These methods require the involvement of the utility and are
therefore not suitable for small- and medium-scale PV systems. Nevertheless, they are the mainstream
solution for large-scale PV converters, where island operation is more critical because of the larger hazard
that can be produced by a larger PV system.

There are several other anti-islanding detection methods, many of which are proprietary technology.
A review of mainstream anti-islanding detection methods for PV systems is given in [32].

7.5 Recent Developments in Multilevel Inverter-Based PV Systems
Multilevel converters can reach higher voltages and power ratings and operate with lower switching
frequency (below 1 kHz) compared to that of 2L-VSC because of an inherent increase in the output
voltage waveform quality. This has made them very popular over the last two decades for high-power
MV motor drive applications such as fans, pumps, conveyors, traction and propulsion drives [34]. They
have these qualities since they are able to generate a stepped voltage waveform that better approxi-
mates a desired reference (usually sinusoidal). This is achieved by arranging the power switches and
capacitive DC sources in such a way that they can be interconnected, generating different voltage levels
through a proper modulation. Currently there are a wide variety of multilevel converter topologies as
shown in the classification of Figure 7.32, many of which are commercialized and found in industrial
applications [34].

As shown in Figure 7.32, multilevel converters belong to the indirect conversion category, with a
capacitive DC link, making them a voltage source type. The classification also includes direct AC–AC
converters and current source converters, which are currently the main competitors of the multilevel volt-
age source converter technology: cyclo-converters load commutated inverters and PWM current source
inverters. However, these power converters are developed mainly for high-power variable-speed motor
drives and therefore they are not really suitable for PV power generation.

Although the multilevel converter concept has been around since the 1960s, the earliest multilevel
converters to find industrial application were the NPC, CHB and flying capacitor (FC) converters. Cur-
rently, the three-level NPC and 7- to 13-level CHB converters are the most commonly found multilevel
converters in practice. The voltage and power ratings of these converters go from 2.3 to 6.6 kV and
from 1 to 40 MW, respectively. These converters are mainly used in pumps, fans, compressors, con-
veyors and rolling mill applications. Nevertheless, in the past few years, multilevel converters have
expanded their industrial presence with several new topologies and industrial applications. Among them
are the three-level active NPC (3L-ANPC), five-level H-bridge NPC (HNPC), five-level hybrid between
FC and ANPC (5L-ANPC), three-level neutral point piloted (NPP) and modular multilevel converter
(MMC) [34, 35]. New applications include train traction, ship propulsion, wind energy conversion,
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HVDC transmission and hydro-pumped storage, to name a few. Many of them are addressed in Ref. [35]
and the references therein.

Because of the previously mentioned advantages, multilevel converters have also been proposed for
interfacing PV systems to the grid [36], most of them based on the NPC [37–42] and CHB [43–51]
topologies. In Refs. [37–41], NPC-based multilevel converter topologies are used to interface a single
PV string per DC-link capacitor of the corresponding NPC topology. This approach does not need a
DC–DC stage like the multi-string topology and effectively increases the voltage and enables MPPT of
each string. However, it allows only a few string connections, which for a three-level NPC (3L-NPC)
would be only two strings. This severely limits the size of the PV power plant managed by the multilevel
converter, underutilizing the multilevel converter power capacity. In fact, commercial NPC converters
are available from 0.8 to 44 MW for motor drive applications [34]. Thus, to fully use a 0.8 MW converter
for PV power generation, several PV strings should be connected in parallel to both DC-link capacitors.
In addition, the lack of a voltage boost stage would require the connection of a high number of modules
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in series in each string to reach the medium voltage (MV) range in which the NPC converter operates
(3.3 and 6.6 kV).

The series connection of PV panels and parallel connection of PV strings introduce the same problem
of the centralized topology. Panel mismatch and partial shading will reduce the power output. An
additional problem is that the MPPT performed for each DC-link capacitor introduces an inherent
DC-link imbalance (they have to operate at different voltages to ensure MPPT), which introduces
distortion at the AC side. Furthermore, if the string output voltage reference given by the MPPT is
low because of solar radiation and temperature conditions, the DC side could have a reduced voltage
that affects or even disables the proper control of the AC side of the converter. This problem has been
preliminarily addressed in Ref. [42], where an NPC multi-string configuration is presented, as shown in
Figure 7.33. In this case, two DC buses are kept constant and separate the inverter from the MPPT side,
which is performed by DC–DC converters. This allows an independent MPPT for each string without
affecting the inverter and reduces the number of series-connected modules per string since voltage
elevation is achieved by the two stacked DC buses and the DC–DC converters.

CHB multilevel converters have also been proposed for PV applications by exploiting a feature that is
considered as a drawback when operating as an inverter in motor drive applications, which is the need
for several isolated DC sources connected to each cell. However, in PV systems, the PV strings naturally
provide the isolated DC sources. This allows the inclusion of several strings with independent MPPT and
provides inherent voltage elevation because of series connection of the H-bridges. The main challenge
in CHB-based PV systems is the inherent power imbalance among cells in each converter leg and the
power imbalance among the different phases. Therefore, most contributions in the literature are centered
on the single-phase solution.

In Ref. [49], the multilevel multi-string concept was applied to the CHB, as shown in Figure 7.34.
In this case, each H-bridge cell provides a DC busbar for string connection through DC–DC convert-
ers. This concentrates a very large number of PV strings in a single converter up to several tens of
megawatt. The series connection of the H-bridge cells elevates the voltage to 3.3 and 6.6 kV for three and
six series-connected cells, respectively. The main challenge is not only that there is a power imbalance
among cells of one phase, but that the three phases are also inherently unbalanced. The cell imbalance
is dealt with in the same way as with the single-phase CHB PV system presented in Ref. [45], while
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the phase imbalance is solved by shifting the neutral of the converter voltage in such a way that the
grid currents become balanced. This has been achieved in the modulation stage with a simple feedfor-
ward mechanism that compensates the voltage reference inversely to the imbalance so that the currents
are balanced [49].

7.6 Summary
This chapter presents a comprehensive overview of grid-connected PV systems, including power curves,
grid-connected configurations, different converter topologies (both single and three phases), control
schemes, MPPT and anti-islanding detection methods. The focus of the chapter has been on the main-
stream solutions available in the PV industry, in order to establish the current state of the art in PV
converter technology. Some examples of commercial PV converters have been included for this pur-
pose. In addition, some recently introduced concepts on multilevel converter-based PV systems for
large-scale PV plants have been discussed, along with trends, challenges and possible future scenarios
of PV converter technology.
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8.1 Introduction
In recent years, there has been an accelerated development in renewable energy sources, such as pho-
tovoltaic (PV) and wind energy, to meet the increasing energy demands of growing populations. Most
installed wind turbines are variable speed turbines, actuating doubly fed induction or synchronous gener-
ators in the kilowatt and megawatt ranges [1–3]. As many of the large wind turbines are located offshore,
there is a need for robust machine and converter technologies that will require little maintenance. Since
doubly fed induction and synchronous machines use brushes and commutators, which require frequent
maintenance and replacement, new electric machine structures to replace wind generators are under
investigation. The interior permanent magnet (IPM) machine is one such machine, with a considerable
potential for wind power generation. This is because brushes and commutators are not required and there
is no field winding copper loss since the excitation of permanent magnet is buried in the rotor. The IPM
also offers better efficiency compared to other machines, although it is more expensive.

It is anticipated that microgrid systems consisting of many renewable energy sources, including IPM
generators, serving autonomous loads or connected to the grid will become prevalent. The IPM genera-
tor will be required to supply an active power to the grid under minimum generator loss conditions at a
controllable grid power factor. For a desired power rating, the IPM generator, rectifier, inverter and the
topology of the filter connecting the inverter output to the grid must also be selected as well as the values
of its inductors and capacitors. Then controllers will be designed to ensure system stability, robustness
and high dynamic performance under all operating conditions. This sequential method of system design
(structural (plant) design, control system design) has long been established to problematize the optimal
static and dynamic operations of complex and nonlinear engineering and biological systems. In partic-
ular, controllers can be limited by system characteristics induced by nonlinearity, such as input/output
multiplicities, open-loop instability and right half-plane zeros or non-minimum phase phenomenon that
limits the achievable controller bandwidth.

A microgrid consisting of different types of renewable sources and loads is best conceived as a non-
linear system. The dynamic models of the sources are nonlinear and some of the loads are modeled as
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nonlinearly voltage and/or current dependent. The main focus of research to date has been on the control
of microgrid systems, aimed at achieving maximum power extraction from renewable sources, the shar-
ing of real and reactive powers between parallel sources and the seamless transition between autonomous
and grid-connected modes of operation. Another area of great exertion is the design of the interface filters
between the grid and the energy sources to meet steady-state filtering requirements in order to prevent
converter-induced harmonics from flowing into the grid, while not provoking instabilities because of the
variations in operating conditions and system parameters. Although there is an emerging consensus that
the inductor-capacitor-inductor LCL filter is the best, research is ongoing to determine the controller
structure for the system, the state variables to be fed back and the selection of filter parameters [4–7].

In order to elucidate the apparent difficulties in arriving at the optimal control structure for the LCL fil-
ter, this chapter refers to the concept of system controllability to highlight the inherent characteristics of
the system. Controllability is originally defined as the ability of a system to move quickly and smoothly
from one operating condition to another and deal effectively with disturbances [7]. Controllability analy-
sis gives insights into the inherent characteristics and phase behavior of the system, which should inform
the system design and the selection of controller architecture [8–10].

From the control viewpoint of a linear system, in a stable system all the real parts of the poles should
be on the left-hand side of the s-plane. In addition, a minimum phase system has all the real parts of the
zeros of its characteristic equation transfer function in the left-hand plane. Therefore, using the poles
and zeros, the response of the system to any input can be studied or predicted; moreover, the type of
controller needed to improve its response can be selected more clearly.

PV system is one of the most popular methods for directly producing electricity from the irradiation
of the sun. It is environmentally friendly, renewable and free after initial production. Generally, the goal
is to obtain the maximum possible power from PVs. For the maximum power point (MPP) tracking of
solar cells, two main algorithms are suggested: open-loop and closed-loop controls. Open-loop control
is the simplest, but the effect of solar irradiance variations is not taken into account and the efficiency
may not be satisfactory.

In closed-loop control, owing to the nonlinear characteristic of the solar cells and unpredictable envi-
ronmental conditions and their effect on the output of the PV panel, designing a precise controller is
very complex and sometimes not completely applicable. The most popular methods for the close MPP
control of PV systems are incremental conductance (INC) and the perturbation and observation (P&O)
algorithm.

Three techniques have been proposed in the literature for implementing the P&O algorithm: reference
voltage perturbation [11–13], reference current perturbation [14, 15] and direct duty ratio perturbation
[12, 16, 17]. Reference current perturbation has a slow transient response to irradiance changes and
a high susceptibility to noise and proportional-integral (PI) controller oscillation. Reference [18] com-
pares voltage perturbation and direct duty ratio perturbation on the basis of system stability, performance
characteristics and energy utilization for standalone PV pumping systems. In reference to voltage per-
turbation, the system has a faster response to irradiance and temperature transients; however, it loses
stability if operated at a high perturbation rate or if low-pass filters are used for noise rejection. Direct
duty ratio control offers better energy utilization and better stability characteristics at a slower transient
response and worse performance at a rapidly changing irradiance. System stability is not affected by the
use of low-pass feedback filters and it allows the use of high perturbation rates.

Most electrical power systems and the microgrid are highly complex and nonlinear systems. They
are also multi-input multi-output (MIMO) systems, which makes their analysis even more complex.
Unlike linear systems their characteristic equations cannot be defined and in many cases their stability
can only be defined locally over the steady state operation points using the eigenvalues of the linearized
characteristic equations. In order to define the minimum/non-minimum phase of the nonlinear system,
the concept of zero dynamics has been used [10]. The unstable zero dynamics may cause problems
for both the dynamic and steady-state responses. From a dynamic point of view, it causes an inverse
response in which the response spends part of its time going in the wrong direction. Hence, it reduces
the bandwidth of the controller, causes a delay in reaching the steady-state value and limits the degree
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of achievable control quality [19–21]. The problem of a non-minimum phase system in steady state is
called input multiplicity, in which the same output can be obtained from combinations of different inputs
and output variables. It is therefore possible to have an unobservable transition from one steady-state
output to another.

This chapter therefore investigates the controllability of an IPM wind turbine generator connected to
the grid using the analysis of its open-loop stability and zero phase behaviors. The zero dynamics of the
grid-connected IPM generator using either an L or LCL filter are investigated. The wind turbine is work-
ing at the MPP tracking scenario, and other operational objectives include generator loss minimization,
the control of the grid reactive power and the converter DC-link voltage. The effect of filter structure on
the inherent characteristics of the grid-connected generator determined through the study of zero dynam-
ics constitutes the main theme of this chapter. It is also observed that the use of the feedback linearization
methodology for controller design, where the stability of the zero dynamics permits the use of static con-
troller gains, is becoming advantageous in the design of controllers for energy systems. This chapter is
an extension of the work reported in [22].

8.2 Zero Dynamics of the Nonlinear System
The definition of a nonlinear system with m number of inputs and outputs is

⎧⎪⎨⎪⎩
𝜕x
𝜕t
= f (x) +

m∑
j=1

gj(x)uj(x)

yi = hi(x), i = 1, … ,m

(8.1)

The number of derivations (differentiations) of the output needed to see the input in its equation
(explicit relation between input and output) is called the relative order of the output. In an MIMO, the
relative order is the sum of all relative orders of the outputs.

Another way to define the relative order of any output is to fulfill the following condition

LgLri−1
f hi(x) =

[
Lg1Lri−1

f hi (x) ,Lg2Lri−1
f hi(x), … ,LgmLri−1

f hi(x)
] ≠ [0, 0, … , 0] (8.2)

where the lie derivative definition is
Lfh(x) =

𝜕h
𝜕x

f (x) (8.3)

L2
f h(x) = LfLf(x), LgLfh(x) = Lg

(
𝜕h
𝜕x

f (x)
)

(8.4)

The relative order of the MIMO system is

r = r1 + r2 + · · · + rm (8.5)

If the relative order of the system is less than the order of the system (number of dynamic states), part
of the system is unobservable and there are internal dynamics. Internal dynamic states are not reflected
during the process of feedback linearization and control design of the system; therefore, their stability
must be ascertained. Zero dynamics is a special case of the internal dynamics and is defined as the
internal dynamics of the system when the selected system outputs are set to zero by the input. There are
two methods to isolate the zero dynamics.

8.2.1 First Method

In the first method [23] for finding the zero dynamics, after defining the number of internal dynamics
(n–

∑
ri) all the outputs should be made equal to zero. In this case, some dynamic states will be removed,

leaving the internal dynamics which are independent of the input variables.
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It should be noted that if the purpose for checking the stability of the zero dynamics is to use the
input/output linearization method for controller design, the characteristic matrix can be defined as

Ch(x) =
⎡⎢⎢⎣

Lg1Lr1−1
f h1 · · · LgmLr1−1

f h1

⋮ ⋮
Lg1Lrm−1

f hm · · · LgmLrm−1
f hm

⎤⎥⎥⎦ (8.6)

The non-singularity of the characteristic matrix in an MIMO system is a sufficient condition for
input/output linearization to be achievable through static state feedback. For systems for which this
condition is not satisfied, controllers with dynamic contents can be employed to transform them to new
equations satisfying the characteristic matrix [20].

8.2.2 Second Method

In the second method based on [24], a new coordinate system with t(x) is generated in which the elements
of the following matrix are linearly independent

𝜂 =
⎡⎢⎢⎢⎣
𝜂
(0)

𝜂
(1)

⋮
𝜂
(m)

⎤⎥⎥⎥⎦
=
[
t1 (x) · · · tn−∑ ri

(x) h1(x) Lfh1(x) · · · Lr1−1
f h1(x) · · · hm(x) Lfhm(x) · · · Lrm−1

f hm(x)
]T

(8.7)
The original dynamic equations of the system are now converted into the new coordinates in which the

input variables have been eliminated. For an MIMO system, the following can be defined

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Fi = Lf ti (x) i = 1, … , (n −
m∑

i=1

ri)

Gi =
[
Lg1ti · · ·Lgmti

]
i = 1, … , (n −

m∑
i=1

ri)

Ci =
[
Lg1Lf

ri−1hi (x) · · ·LgmLf
ri−1hi(x)

]
i = 1, … ,m

Wi = Lf
ri hi(x) i = 1, … ,m

(8.8)

The zero dynamics after converting the matrices to the new coordinates (the output variables will be
either zero or at their steady-state values) are defined as follows

d𝜂(0)n−∑ ri

dt
= Fn−∑ ri

(𝜂) − Gn−∑ ri
(𝜂)

⎡⎢⎢⎣
C1 (𝜂)
⋮

Cm(𝜂)

⎤⎥⎥⎦
−1 [

W1 (𝜂) · · · Wm(𝜂)
]

(8.9)

8.3 Controllability of Wind Turbine Connected through L Filter
to the Grid

As illustrated in Figure 8.1, in the study system, an IPM generator driven by a wind turbine supplies
power to the grid. A back-to-back AC/DC/AC inverter converts the AC generator output voltage to a
DC voltage and then to another three-phase AC voltage. The grid-side inverter is interfaced to the grid
through the L-type filter.

In the IPM machine, the dynamics of the rotor can be neglected because the permanent magnet is a
poor electrical conductor. Ignoring the core loss of the machine, the dynamic equations of the generator
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Figure 8.1 Schematic diagram of IPM wind turbine connected to the main grid with L-type filter [23]

are as follows

Mq1

Vdc

2
= Vsq = RsIsq + LsqpIsq + 𝜔rLsdIsd + 𝜔r𝜆m (8.10)

Md1

Vdc

2
= Vsd = RsIsd + LsdpIsd − 𝜔rLsqIsq (8.11)

The converter DC capacitor equation is given as

CdcpVdc = I1 − I2 = −
3
4
(Mq1Isq +Md1Isd) − I2 (8.12)

where Vsqdand Isqd are the complex qd-axis voltages and currents of the stator, Mqd1 and Vdc are the
complex qd-axis modulation indexes of machine-side converter and the DC-link voltage, respectively.
Rs is the stator resistance and Lsqd and 𝜆m are qd-axis stator inductance and magnetization flux of the
generator.

The dynamic equations of the main grid with an L-type filter and grid-side converter are

Mq2

2
Vdc − Vgq = Rs2Is2q + Ls2pIs2q + 𝜔eLs2Is2d (8.13)

Md2

2
Vdc − Vgd = Rs2Is2d + Ls2pIs2d − 𝜔eLs2Is2q (8.14)

The parameters of the IPM machine and the grid are presented in Table 8.1. For generation of copper
loss minimization, the following requirement should be met [25]

𝛾 =

|||||||||

𝜕Te

𝜕Isq

𝜕Te

𝜕Isd
𝜕Ploss

𝜕Isq

𝜕Ploss

𝜕Isd

|||||||||
= f (Isq, Isd) = 0 (8.15)

𝛾 =
(9P

4

)
(Rs(Lsd − Lsq)Isq

2 − Rs(Lsd − Lsq)Isd
2 − Rs𝜆mIsd) (8.16)

8.3.1 Steady State and Stable Operation Region

Under steady-state operating conditions, the derivatives of the states in (8.10)–(8.14) are set to zero.
The resulting equations with the algebraic equation defining the reference grid reactive power and the
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Table 8.1 Parameters of the IPM machine for controllability analysis

Vm-rated 180 V Im-rated 5.5 A
𝜔rm-rated 1800 rpm P (no. of poles) 4
Rs 1.5Ω 𝜆m 0.21 Wb
Lsd 0.035 H Lsq 0.11 H
Cdc 600e−6 F J 0.089 kg/m2

Vgq 170 V Vgd 0 V
Rs2 0.01Ω Ls2 0.4 mH

condition for minimum generator loss (8.16) are used to determine the steady-state operation. The known
variables are [

Vgq Vgd Qg

(
𝜔r ⇐⇒ Tt

)
Vdc

]
(8.17)

and the unknown variables are [
Isq Isd Mq1 Md1 Is2q Is2d Mq2 Md2

]
(8.18)

The rotor speed and the DC capacitor voltage are varied (𝜔r and Vdc) to solve the steady-state equations
given as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−Mq1

Vdc

2
+ RsIsq + 𝜔rLsdIsd + 𝜔r𝜆m = 0

−Md1

Vdc

2
+ RsIsd − 𝜔rLsqIsq = 0

−Mq2

Vdc

2
+ Vgq + Rs2Is2q + 𝜔eLs2Is2d = 0

−Md2

Vdc

2
+ Vgd + Rs2Is2d − 𝜔eLs2Is2q = 0

−3
4

(
Mq1Isq +Md1Isd

)
− 3

4
(Mq2Is2q +Md2Is2d) = 0

Tt −
(3P

4

)
(𝜆mIsq + (Lsd − Lsq)IsqIsd) = 0

𝛾 =
(9P

4

)
(Rs(Lsd − Lsq)Isq

2 − Rs(Lsd − Lsq)Isd
2 − Rs𝜆mIsd) = 0

−Qg +
(3

2

)
(VgqIs2d − VgdIs2q) = 0

(8.19)

The steady-state operation regions of the generator system are illustrated in Figure 8.2. In this figure,
the output active and reactive powers of the IPM generator are shown. The stator current and voltage of
the machine are presented in Figure 8.2b and c, respectively. The steady-state parameters of the machine
are simply related to the input wind power or rotor speed that is directly related to it by the MPP algorithm.
The modulation index of the machine-side converter is related to both rotor speed and DC-link voltage
and it is always in the linear region below unity. Because all the power coming from the wind on the
other side is transmitted to the grid and the voltage of the grid is constant, the modulation index of the
grid-side converter in Figure 8.2 is simply related to the DC-link voltage magnitude.
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Figure 8.2 Steady-state operation region of the system: (a) output active power of the generator (W), (b) output
reactive power of the generator (var), (c) stator current (A), (d) stator voltage (V), (e) modulation index magnitude of
machine-side converter and (f) modulation index magnitude of grid-side converter [23]

To study the stability region of the system in all feasible operation regions, the model equations of the
electrical subsystem is linearized and its characteristic equation is defined as a sixth-order equation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pΔIsq =
1

Lsq

(
Mq1

ΔVdc

2
− RsΔIsq − 𝜔r0LsdΔIsd − LsdIsd0Δ𝜔r − Δ𝜔r𝜆m

)

pΔIsd =
1

Lsd

(
Md1

ΔVdc

2
− RsΔIsd + 𝜔r0LsqΔIsq + LsqIsq0Δ𝜔r

)

pΔIs2q =
1

Ls2

(
Mq2

ΔVdc

2
− Rs2ΔIs2q − 𝜔eLs2ΔIs2d

)

pΔIs2d =
1

Ls2

(
Md2

ΔVdc

2
− Rs2ΔIs2d + 𝜔eLs2ΔIs2q

)

pΔVdc = −
3

4Cdc

(Mq1ΔIsq +Md1ΔIsd +Mq2ΔIs2q +Md2ΔIs2d)

pΔ𝜔r =
(

3p2

8J

)
(𝜆mΔIsq + (Lsd − Lsq)Isq0ΔIsd + (Lsd − Lsq)Isd0ΔIsq)

(8.20)
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⎡⎢⎢⎢⎢⎢⎢⎣

pΔIsq

pΔIsd

pΔIs2q

pΔIs2d

pΔVdc

pΔ𝜔r

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
Rs

Lsq

−
𝜔r0Lsd

Lsq

0 0
Mq1

2Lsq

−
LsdIsd0 + 𝜆m

Lsq

𝜔r0Lsq

Lsd

−
Rs

Lsd

0 0
Md1

2Lsd

LsqIsq0

Lsd

0 0 −
Rs2

Ls2

−𝜔e

Mq2

2Ls2

0

0 0 𝜔e −
Rs2

Ls2

Md2

2Ls2

0

−
3Mq1

4Cdc

−
3Md1

4Cdc

−
3Mq2

4Cdc

−
3Md2

4Cdc

0 0

3p2
(
𝜆m +

(
Lsd − Lsq

)
Isd0

)
8J

3p2(Lsd − Lsq)Isq0

8J
0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡⎢⎢⎢⎢⎢⎢⎣

ΔIsq

ΔIsd

ΔIs2q

ΔIs2d

ΔVdc

Δ𝜔r

⎤⎥⎥⎥⎥⎥⎥⎦
(8.21)

|𝜆I − A| = a6𝜆
6 + a5𝜆

5 + a4𝜆
4 + a3𝜆

3 + a2𝜆
2 + a1𝜆 + a0 = 0 (8.22)

Using the Routh–Hurwitz criteria

𝜆
6 a6 a4 a2 a0

𝜆
5 a5 a3 a1

𝜆
4 b1 =

a4a5 − a3a6

a5

b2 =
a2a5 − a1a6

a5

a0

𝜆
3 c1 =

a3b1 − a5b2

b1

c2 =
a1b1 − a5a0

b1

𝜆
2 d1 =

b2c1 − b1c2

c1

a0

𝜆
1 e1 =

c2d1 − c1a0

d1

𝜆
0 a0

(8.23)

the requirements for the stability of the system are{
a6 > 0, a5 > 0, a4 > 0, a3 > 0, a2 > 0, a1 > 0, a0 > 0

b1 > 0, c1 > 0, d1 > 0, e1 > 0
(8.24)

As shown in Figure 8.3, only the coefficient a0 affects the stability region in which the system is
unstable when operated above a particular rotor speed.
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Figure 8.3 Stability region based on Routh–Hurwitz criteria. The final coefficient of the characteristic equation [23]

8.3.2 Zero Dynamic Analysis

To analyze the zero dynamics of the system, the first method is adopted. The four inputs and four out-
puts are

Y =
[
𝛾 𝜔r Vdc Qg

]T
, U =

[
Mq1 Md1 Mq2 Md2

]T
(8.25)

With differentiating of the outputs to define the relative orders{
r1 = 1, r2 = 2

r3 = 1, r4 = 1
and r =

4∑
i=1

ri = 5 (8.26)

Therefore, the system has one (n–
∑

ri) internal dynamic. The zero dynamics is obtained when all the
output variables are set to zero. With the grid voltage taken as the reference for the qd synchronous
reference frame transformation and aligning the grid voltage in the q-axis (Vgq = Vg,Vgd = 0)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

CdcpVdc = 0 = −3
4

(
Mq1Isq +Md1Isd

)
− 3

4
(Mq2Is2q +Md2Is2d)

p𝜔r = 0 = Tt −
(3P

4

)
(𝜆mIsq + (Lsd − Lsq)IsqIsd)

Qg = 0 = 3
2
(VgqIs2d − VgdIs2q), 𝜔r = 0, Vdc = 0

𝛾 = 0 =
(9P

4

)
(Rs(Lsd − Lsq)Isq

2 − Rs(Lsd − Lsq)Isd
2 − Rs𝜆mIsd)

(8.27)

then

Isq = −
Md1Isd

Mq1

(8.28)

and the only remaining dynamic, the zero dynamic of the system, is

RsIsd + LsdpIsd = 0 (8.29)
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Hence since the resistances and inductances of the generators have positive values, the zero dynamics
is always stable, indicating that the nonlinear generator connected to the grid system through L-type filter
has a minimum phase characteristics.

8.4 Controllability of Wind Turbine Connected through LCL Filter
to the Grid

The LCL filter shown in Figure 8.4 is a third-order filter that provides a much better ripple and harmonic
attenuation over the higher frequency range using smaller passive elements. Therefore, they are more
suited for high-power conversion systems and have already been widely employed in wind farms of over
hundreds of kilowatts [26–29]. The second inductance represents the inductance of the filter, the grid
and the isolating transformer. The resistances also include the copper loss of the grid, transformer and
switching loss of the grid-side converter.

8.4.1 Steady State and Stable Operation Region

The total dynamic equations of the system with the LCL filter are

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Mq1

Vdc

2
= RsIsq + LsqpIsq + 𝜔rLsdIsd + 𝜔r𝜆m

Md1

Vdc

2
= RsIsd + LsdpIsd − 𝜔rLsqIsq

Mq2

Vdc

2
− Vcq = Rs2Is2q + Ls2pIs2q + 𝜔eLs2Is2d

Md2

Vdc

2
− Vcd = Rs2Is2d + Ls2pIs2d − 𝜔eLs2Is2q

Vcq − Vgq = RgIgq + LgpIgq + 𝜔eLgIgd

Vcd − Vgd = RgIgd + LgpIgd − 𝜔eLgIgq

pVcq =
1

Cg

(
Is2q − Igq − 𝜔eCgVcd

)
pVcd =

1
Cg

(Is2d − Igd + 𝜔eCgVcq)

CdcpVdc = I1 − I2 = −
3
4
(Mq1Isq +Md1Isd) −

3
4
(Mq2Is2q +Md2Is2d)

p𝜔r =
( p

2J

)
(Tt − Te) =

( p

2J

)
Tt −

( p

2J

)(3P
4

)
(𝜆mIsq + (Lsd − Lsq)IsqIsd)

(8.30)

In steady state, the derivative parts are zero so eight equations including six dynamic equations in the
steady-state condition along with the two algebraic equations of reactive power and loss minimization
can be solved. Therefore, the known variables are[

Vgq Vgd Q2

(
𝜔r ⇐⇒ Tt

)
Vdc

]
(8.31)

and the unknown variables are[
Isq Isd Mq1 Md1 Is2q Is2d Mq2 Md2 Igq Igd Vcq Vcd

]
(8.32)

So 𝜔r and Vdc can be varied to calculate the other 12 variables. The results are illustrated in
Figures 8.5–8.11.
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Figure 8.4 The IPM machine as a wind turbine generator connected through LCL filter
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The stability region of this system can be studied using the small signal analysis in any steady-state
point. The eigenvalues of the system at that point can be defined and checked for stability.
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pΔIsq =
1

Lsq

(
Mq1

ΔVdc

2
− RsΔIsq − 𝜔r0LsdΔIsd − LsdIsd0Δ𝜔r − Δ𝜔r𝜆m

)

pΔIsd =
1

Lsd

(
Md1

ΔVdc

2
− RsΔIsd + 𝜔r0LsqΔIsq + LsqIsq0Δ𝜔r

)

pΔIs2q =
1

Ls2

(
Mq2

ΔVdc

2
− ΔVcq − Rs2ΔIs2q − 𝜔eLs2ΔIs2d

)

pΔIs2d =
1

Ls2

(
Md2

ΔVdc

2
− ΔVcd − Rs2ΔIs2d + 𝜔eLs2ΔIs2q

)

pΔIgq =
1
Lg

(ΔVcq − RgΔIgq − 𝜔eLgΔIgd)

pΔIgd =
1
Lg

(ΔVcd − RgΔIgd + 𝜔eLgΔIgq)

pΔVcq =
1

Cg

(ΔIs2q − ΔIgq − 𝜔eCgΔVcd)

pΔVcd =
1

Cg

(ΔIs2d − ΔIgd + 𝜔eCgΔVcq)

pΔVdc = −
3

4Cdc

(Mq1ΔIsq +Md1ΔIsd +Mq2ΔIs2q +Md2ΔIs2d)

pΔ𝜔r =
(

3p2

8J

)
(𝜆mΔIsq + (Lsd − Lsq)Isq0ΔIsd + (Lsd − Lsq)Isd0ΔIsq)

(8.33)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

pΔIsq

pΔIsd

pΔIs2q

pΔIs2d

pΔIgq

pΔIgd

pΔVcq

pΔVcd

pΔVdc

pΔ𝜔r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIsq

ΔIsd

ΔIs2q

ΔIs2d

ΔIgq

ΔIgd

ΔVcq

ΔVcd

ΔVdc

Δ𝜔r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.34)

With the characteristic equation

|𝜆I − A| = a10𝜆
10 + a9𝜆

9 + a8𝜆
8 + a7𝜆

7 + a6𝜆
6 + a5𝜆

5 + a4𝜆
4 + a3𝜆

3 + a2𝜆
2 + a1𝜆 + a0 = 0 (8.35)

The stability can be defined using the Routh–Hurwitz criteria. Because all eigenvalues in all operation
regions are negative, the system is always stable.

8.4.2 Zero Dynamic Analysis

The dynamic equation of the system with the LCL filter in the nonlinear format is

Ẋ = f (x) + g1u1 + g2u2 + g3u3 + g4u4 (8.36)
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where

f (x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
Rsx1

Lsq

−
x10Lsdx2

Lsq

−
x10𝜆m

Lsq

−
Rsx2

Lsd

+
x10Lsqx1

Lsd

−
x7

Ls2

−
Rs2x3

Ls2

−
𝜔eLs2x4

Ls2

−
x8

Ls2

−
Rs2x4

Ls2

+
𝜔eLs2x3

Ls2

x7

Lg

−
Vgq

Lg

−
Rgx5

Lg

−
𝜔eLgx6

Lg

x8

Lg

−
Vgd

Lg

−
Rgx6

Lg

+
𝜔eLgx5

Lg

x3

Cg

−
x5

Cg

−
𝜔eCgx8

Cg

x4

Cg

−
x6

Cg

+
𝜔eCgx7

Cg

0( p

2J

)
Tt −

(
3P2

8J

)
(𝜆mx1 + (Lsd − Lsq)x1x2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.37)

g1(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x9

2Lsq

0
0
0
0
0
0
0

−
3x1

4Cdc
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, g2(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
x9

2Lsd
0
0
0
0
0
0

−
3x2

4Cdc
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, g3(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
x9

2Ls2
0
0
0
0
0

−
3x3

4Cdc
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, g4(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
x9

2Ls2
0
0
0
0

−
3x4

4Cdc
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.38)

The output equations are

Y =
⎡⎢⎢⎢⎣
h1 (x)
h2(x)
h3(x)
h4(x)

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣

(9P
4

)
(Rs(Lsd − Lsq)x1

2 − Rs(Lsd − Lsq)x2
2 − Rs𝜆mx2)

x10

x9
3
2
(Vgqx6 − Vgdx5)

⎤⎥⎥⎥⎥⎥⎦
(8.39)

where
X =

[
Isq Isd Is2q Is2d Igq Igd Vcq Vcd Vdc 𝜔r

]
(8.40)

The new states and inputs are
U =

[
Mq1 Md1 Mq2 Md2

]
(8.41)
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With the same output variables in the new 10th-order system as the LCL filter defined in (7.39), the
relative orders are defined as {

r1 = 1, r2 = 2

r3 = 1, r4 = 3
and r =

4∑
i=1

ri = 7 (8.42)

Therefore, there are three (n–
∑

ri) internal dynamics. In this system, the second method has been used
for defining the zero dynamics. In the first step, based on (8.7), the new coordinates of the system are

𝜂 =
⎡⎢⎢⎢⎣
𝜂
(0)

𝜂
(1)

⋮
𝜂
(m)

⎤⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

t1(x)
t2(x)
t3(x)(9P

4

)
(Rs(Lsd − Lsq)x1

2 − Rs(Lsd − Lsq)x2
2 − Rs𝜆mx2)

x10( p

2J

)
Tt −

(
3P2

8J

)
(𝜆mx1 + (Lsd − Lsq)x1x2)

x9

3
2
(Vgqx6 − Vgdx5)(

3
2

VgdRg + Vgq𝜔eLg

Lg

)
x5 +

(
3
2

Vgd𝜔eLg − VgqRg

Lg

)
x6 −

3
2

Vgd

Lg

x7 +
3
2

Vgq

Lg

x8

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

−3
2

Vgd

LgCg

x3 +
3
2

Vgq

LgCg

x4 +
3
2

(
Vgd

LgCg

−
VgdR2

g + Vgq𝜔eLgRg

Lg
2

+
Vgd𝜔

2
eL2

g − Vgq𝜔eLgRg

Lg
2

)
x5

+3
2

(
−
Vgq

LgCg

−
Vgd𝜔eLgRg + Vgq𝜔

2
eL2

g

L2
g

−
Vgd𝜔eLgRg − VgqR2

g

L2
g

)
x6

+3
2

(
VgdRg + 2Vgq𝜔eLg

L2
g

)
x7 +

3
2

(
2Vgd𝜔eLg − VgqRg

L2
g

)
x8

+

(
3
2

VgdRg + Vgq𝜔eLg

Lg

)(
−
Vgq

Lg

)
+

(
3
2

Vgd𝜔eLg − VgqRg

Lg

)(
−
Vgd

Lg

)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8.43)

𝜂 =
⎡⎢⎢⎢⎣
𝜂
(0)

𝜂
(1)

⋮
𝜂
(m)

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜂1
(0)

𝜂2
(0)

𝜂3
(0)

𝜂1
(1)

𝜂1
(2)

𝜂2
(2)

𝜂1
(3)

𝜂1
(4)

𝜂2
(4)

𝜂3
(4)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

t1(x)
t2(x)
t3(x)

a1x1
2 + b1x2

2 + c1x2

x10

a2x1 + b2x1x2 + c2

x9

a3x6 + b3x5

a4x5 + b4x6 + c4x7 + d4x8

a5x3 + b5x4 + c5x5 + d5x6 + e5x7 + h5x8 + i5 + j5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.44)
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where t(x) is chosen as
t1(x) = x5, t2(x) = x4, t3(x) = x3 (8.45)

With t(x) given in (8.45), the linearized matrix of 𝜂 will be

Δ𝜂 =
⎡⎢⎢⎢⎣
Δ𝜂(0)
Δ𝜂(1)
⋮

Δ𝜂(m)

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0

2a1x1o 2b1x2o + c1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1

a2 + b2x2o b2x1o 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 b3 a3 0 0 0 0
0 0 0 0 a4 b4 c4 d4 0 0
0 0 a5 b5 c5 d5 e5 h5 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.46)

in which the determinant of the linearized matrix 𝜂(x) is not equal to zero

det(Δ𝜂) = −(2b2x1o
2a1 − 2b1x2oa2 − 2b1x2o

2b2 − c1a2 − c1b2x2o)(c4h5 − e5d4)a3 ≠ 0

c4h5 − e5d4 = −
9
2

Vgd
2
𝜔eLg + Vgq

2
𝜔eLg

Lg
3

≠ 0 (8.47)

Therefore, all the elements of the matrix are linearly independent. The system equations in the new
coordinates are given as

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

x2

x3

x4

x5

x6

x7

x8

x9

x10

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

fx1

(
𝜂1
(1)
, 𝜂2

(2))
fx2(𝜂1

(1)
, 𝜂2

(2))
𝜂3
(0)

𝜂2
(0)

𝜂1
(0)

fx6(𝜂1
(0)
, 𝜂1

(4))
fx7(𝜂1

(0)
, 𝜂2

(0)
, 𝜂3

(0)
, 𝜂1

(4)
, 𝜂2

(4)
, 𝜂3

(4)) + Cx7

fx8(𝜂1
(0)
, 𝜂2

(0)
, 𝜂3

(0)
, 𝜂1

(4)
, 𝜂2

(4)
, 𝜂3

(4)) + Cx8

𝜂1
(3)

𝜂1
(2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.48)

The zero dynamics are determined by setting the output variables to either zero or the steady-state
values ⎧⎪⎪⎨⎪⎪⎩

h1(x) = 𝜂1
(1) = 𝛾 ss = 0

h2(x) = 𝜂1
(2) = 𝜔r_ref

h3(x) = 𝜂1
(3) = Vdc_ref

h4(x) = 𝜂1
(4) = Q2_ref

(8.49)

and their derivatives ⎧⎪⎨⎪⎩
𝜂2
(2) = 0

𝜂2
(4) = 0

𝜂3
(4) = 0

(8.50)
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With Equation 8.50, the new equations are given in (8.51) which are constant.{
x1 = ax1

x2 = ax2

(8.51)

Using (8.8), the following can be calculated

⎧⎪⎪⎪⎨⎪⎪⎪⎩

F1 = Lf t1 =
x7

Lg

−
Vgq

Lg

−
Rgx5

Lg

−
𝜔eLgx6

Lg

F2 = Lf t2 = −
x8

Ls2

−
Rs2x4

Ls2

+
𝜔eLs2x3

Ls2

F3 = Lf t3 = −
x7

Ls2

−
Rs2x3

Ls2

−
𝜔eLs2x4

Ls2

(8.52)

The other matrices are defined as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

G1 =
[
Lg1t1 Lg2t1 Lg3t1 Lg4t1

]
=
[
0 0 0 0

]
G2 =

[
Lg1t2 Lg2t2 Lg3t2 Lg4t2

]
=
[

0 0 0
x9

2Ls2

]

G3 =
[
Lg1t3 Lg2t3 Lg3t3 Lg4t3

]
=
[

0 0
x9

2Ls2

0
] (8.53)

To substitute the input variables with the states, the equations of C(x) and W(x) should be defined as

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

C1 =
(9P

4

)[(
Rs

(
Lsd − Lsq

)
x1

) x9

2Lsq

(−2Rs(Lsd − Lsq)x2 − Rs𝜆m)
x9

2Lsd

0 0
]

C2 = −
(

3P2

8J

)[
(𝜆m +

(
Lsd − Lsq

)
x2)

x9

2Lsq

(Lsd − Lsq)x1

x9

2Lsd

0 0
]

C3 = −
3

4Cdc

[
x1 x2 x3 x4

]

C4 =
[

0 0 −3
4

Vgd

LgCgLs2

x9
3
4

Vgq

LgCgLs2

x9

]
(8.54)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

W11 =
(9P

4

) ⎛⎜⎜⎜⎜⎝
2Rs

(
Lsd − Lsq

)
x1

(
−

Rsx1

Lsq

−
x10Lsdx2

Lsq

−
x10𝜆m

Lsq

)

−(2Rs(Lsd − Lsq)x2
2 + Rs𝜆m)

(
−

Rsx2

Lsd

+
x10Lsqx1

Lsd

)
⎞⎟⎟⎟⎟⎠

W21 = −
(

3P2

8J

)⎛⎜⎜⎜⎜⎝

(
𝜆m +

(
Lsd − Lsq

)
x2

)(
−

Rsx1

Lsq

−
x10Lsdx2

Lsq

−
x10𝜆m

Lsq

)

+(Lsd − Lsq)x1

(
−

Rsx2

Lsd

+
x10Lsqx1

Lsd

)
⎞⎟⎟⎟⎟⎠

W31 = 0

W41 = a5f31 + b5f41 + c5f51 + d5f61 + e5f71 + h5f81

(8.55)



218 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

The above equations are transformed into the new coordinates to yield the equations of the zero dynam-
ics which are as follows

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

�̇�
(0)
1 = Az1𝜂

(0)
1 + Bz1𝜂

(0)
2 + Cz1𝜂

(0)
3 + Dz1

�̇�
(0)
2 =

⎛⎜⎜⎜⎜⎝

Az2𝜂
(0)
1 + Bz2𝜂

(0)
2 + Cz2𝜂

(0)
3 +Mz2

(Dz2𝜂
(0)3
1 + Ez2𝜂

(0)2
1 + Fz2𝜂

(0)
1 + Gz2𝜂

(0)
1 𝜂

(0)
2 + Hz2𝜂

(0)
3 𝜂

(0)
1 )

𝜂
(0)
1 Vgq + 𝜂

(0)
2 Vgd

⎞⎟⎟⎟⎟⎠

�̇�
(0)
3 =

⎛⎜⎜⎜⎜⎝

Az3𝜂
(0)
1 + Bz3𝜂

(0)
2 + Cz3𝜂

(0)
3 +Mz3

+
(Dz3𝜂

(0)2
1 𝜂

(0)
2 + Ez3𝜂

(0)
1 𝜂

(0)
2 + Fz3𝜂

(0)2
2 + Gz3𝜂

(0)
3 𝜂

(0)
2 + Hz3𝜂

(0)
2 )

𝜂
(0)
1 Vgq + 𝜂

(0)
2 Vgd

⎞⎟⎟⎟⎟⎠

(8.56)

The equations of the zero dynamics are nonlinear and hence the stability can be checked using the
corresponding linearized equations. The characteristic equation of the zero dynamics is a cubic equation
given as

z3 + n2z2 + n1z + n0 = 0 (8.57)

The Routh–Hurwitz criteria for the stability of this characteristic equation is given as{
n2 > 0, n1 > 0, n0 > 0(
n1n2 − n0

)
> 0

(8.58)

Figure 8.12 shows how the signs of the two coefficients of (8.57) and (8.58) are influenced by the values
of the rotor speed and the DC capacitor voltage. The zero dynamics is unstable for the operating regions
considered, which leads to the conclusion that the IPM generator system has unstable zero dynamics,
and is in non-minimum phase for all operating conditions. For the selected controlled variables, there is
an inherent structural constraint that adversely affects the controller design.
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Figure 8.12 Two of the coefficients of the linearized zero dynamics characteristic equation: (a) the last coefficient
(n0) and (b) second coefficient (n2) [23]
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8.5 Controllability and Stability Analysis of PV System Connected
to Current Source Inverter

As illustrated in Figure 8.13, in the study system, a PV system is connected to the grid through a current
source inverter. The nonlinear characteristic equation of the PV system relating the PV voltage to its
output current is as follows

Ipv = npIph − npIrs

[
exp

(
q

k𝜃A

Vpv

ns

)
− 1

]
(8.59)

Iph = [Isrc + k
𝜃
(𝜃 − 𝜃r)]

S
100

(8.60)

Equations (8.59) and (8.60) define the steady-state equations relating the current flowing out of the PV
and the terminal voltage. In the equations, Irs and 𝜃 are the reverse saturation current and the temperature
of the p − n junction. Isrc is the short-circuit current of one PV cell, ns and np are the number of series and
parallel PV cells in a string, respectively. A is the ideality factor, S is the solar irradiation level, 𝜃r is the cell
reference temperature and k

𝜃
is the temperature coefficient. q(= 1.602e−19 C) and k(= 1.38e−23 J∕K) are

the unit electric charge and Boltzmann’s constant. The dynamic equations of the grid are{
Vmq − Vgq = RgIgq + LgpIgq + 𝜔eLgIgd

Vmd − Vgd = RgIgd + LgpIgd − 𝜔eLgIgq

(8.61)

where Vgqd and Igqd are the qd-axis grid voltage and current. The inverter and the DC-side dynamic
equations are as follows ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Is1q =
Mq

2
Id1

Is1d =
Md

2
Id1

Vdc =
3
4

(
MqVmq +MdVmd

)
(8.62)

⎧⎪⎨⎪⎩

Mq

2
Id1 − Igq = CmpVmq + 𝜔eCmVmd

Md

2
Id1 − Igd = CmpVmd − 𝜔eCmVmq

(8.63)

Vc1 −
3
4
(MqVmq +MdVmd) = Rd1Id1 + Ld1pId1 (8.64)

C1pVc1 = Ipv − Id1 and Vc1 = Vpv (8.65)

To control the input current of the inverter and the reactive power following into the grid

⎧⎪⎨⎪⎩
Rd1Id1

2 + 1
2

Ld1pId1
2 = Vd1Id1 −

3
2

(Mq

2
Id1Vmq +

Md

2
Id1Vmd

)
Qg =

3
2
(VgqIgd − VgdIgq)

(8.66)

If the grid voltage is aligned to the q-axis reference frame (Vgd = 0) and the system operates under a
unity power factor, then

Qg =
3
2
VgqIgd = 0 (8.67)
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Figure 8.13 A PV generator system with a current source inverter connected through LCL filter to the grid

8.5.1 Steady State and Stability Analysis of the System

Under steady state operating conditions the derivatives of the states are set to zero. The resulting equations
with the algebraic equation defining the reference grid reactive power and operating under the MPP of
PV are used to determine the steady-state operation. They are given in Figures 8.14–8.17. The known
variables are [

Vgq Vgd Qg Ipv Vpv

]
(8.68)

and the unknown variables are [
Mq Md Igq Igd Vmq Vmd Id1

]
(8.69)

The irradiation of the sun is varied (S1) and the PV voltage and current based on the MPP operation
are calculated to solve the steady-state equations, which is given as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vmq − Vgq − RgIgq − 𝜔eLgIgd = 0

Vmd − Vgd − RgIgd + 𝜔eLgIgq = 0

Mq

2
Id1 − Igq − 𝜔eCmVmd = 0

Md

2
Id1 − Igd + 𝜔eCmVmq = 0

Vd1 −
3
4

(
MqVmq +MdVmd

)
− Rd1Id1 = 0

Ipv − Id1 = 0

Qg =
3
2
VgqIgd = 0

(8.70)

To study the stability region of the system in all feasible operation regions, the model equations of the
electrical subsystem are linearized. The output, input and state variables of the system are

h(x) =
[

Id1
2

Qg

]
,U =

[
Mq

Md

]
, X =

[
Vmq Vmd Igq Igd Id1 Vpv

]
(8.71)
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To define the number of internal dynamics

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

pΔIgq =
1
Lg

(
ΔVmq − RgΔIgq − 𝜔eLgΔIgd

)
pΔIgd =

1
Lg

(
ΔVmd − RgΔIgd + 𝜔eLgΔIgq

)

pΔVmq =
1

Cm

(Mqo

2
ΔId1 +

Id1o

2
ΔMq − ΔIgq − 𝜔eCmΔVmd

)

pΔVmd =
1

Cm

(
Mdo

2
ΔId1 +

Id1o

2
ΔMd − ΔIgd + 𝜔eCmΔVmq

)

pΔId1 =
1

Ld1

(
ΔVpv −

3Mqo

4
ΔVmq −

3Vmqo

4
ΔMq −

3Mdo

4
ΔVmd −

3Vmdo

4
ΔMd − Rd1ΔId1

)

pΔVpv = −
qnpIrs

C1k𝜃Ans

exp

(
q

k𝜃A

Vpv

ns

)
ΔVpv −

1
C1

ΔId1

(8.72)

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−
Rg

Lg

−𝜔e
1
Lg

0 0 0

𝜔e −
Rg

Lg

0
1
Lg

0 0

− 1
Cm

0 0 −𝜔e

Mqo

2Cm

0

0 − 1
Cm

𝜔e 0
Mdo

2Cm

0

0 0 −
3Mqo

4Ld1

−
3Mdo

4Ld1

−
Rd1

Ld1

1
Ld1

0 0 0 0 − 1
C1

−
qnpIrs

C1k𝜃Ans

exp

(
q

k𝜃A

Vpv

ns

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.73)

The characteristic equation is defined as a sixth-order equation

|𝜆I − A| = a6𝜆
6 + a5𝜆

5 + a4𝜆
4 + a3𝜆

3 + a2𝜆
2 + a1𝜆 + a0 = 0 (8.74)

Using the Routh–Hurwitz, the criteria for stability is{
a6 > 0, a5 > 0, a4 > 0, a3 > 0, a2 > 0, a1 > 0, a0 > 0

b1 > 0, c1 > 0, d1 > 0, e1 > 0
(8.75)

The parameters of (8.75) are defined using (8.23). After applying the steady-state parameters, the
system is stable in the whole operation region.

8.5.2 Zero Dynamics Analysis of PV

To analyze the zero dynamics of the system, the two inputs and two outputs are

h(x) =
[
Id1

2 Qg

]T
, U =

[
Mq Md

]T
(8.76)
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Differentiating the outputs to define the relative orders, the results are (Figures 8.14–8.17){
r1 = 1,

r2 = 2,
and r =

2∑
i=1

ri = 3 (8.77)
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Figure 8.14 PV output voltage at MPP for different irradiation levels
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Figure 8.15 PV output current at MPP for different irradiation levels
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Figure 8.16 Inverter modulation index magnitude at different irradiation levels
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Figure 8.17 The q-axis capacitor voltage at different irradiation levels

Therefore, the system has three (n–
∑

ri) internal dynamics. The dynamic equations of the system in
nonlinear format are

Ẋ = f (x) + g1(x)u1 + g2(x)u2 (8.78)
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⎡⎢⎢⎢⎢⎢⎢⎣

ẋ1

ẋ2

ẋ3

ẋ4

ẋ5

ẋ6

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x3

Lg

−
Vgq

Lg

−
Rg

Lg

x1 − 𝜔ex2

x4

Lg

−
Rg

Lg

x2 + 𝜔ex1

−
x1

Cm

− 𝜔ex4

−
x2

Cm

+ 𝜔ex3

x6

Ld1

−
Rd1

Ld1

x5

Ipv

C1

−
x5

C1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
x5

2Cm

0

−
3x3

4Ld1
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u1 +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
x5

2Cm

−
3x4

4Ld1
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u2 (8.79)

Y =
[

h1(x)
h2(x)

]
=

[
x5

2

3
2
Vgqx2

]
(8.80)

The new coordinates of the system are

𝜂 =
⎡⎢⎢⎢⎣
𝜂
(0)

𝜂
(1)

⋮
𝜂
(m)

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

t1(x)
t2(x)
t3(x)
x5

2

3
2
Vgqx2

3
2
Vgq

(
x4

Lg

−
Rg

Lg

x2 + 𝜔ex1

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.81)

and if
t1(x) = x1, t2(x) = x3, t3(x) = x6 (8.82)

Δ𝜂 =
⎡⎢⎢⎢⎣
Δ𝜂(0)
Δ𝜂(1)
⋮

Δ𝜂(m)

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 2x5o 0

0
3
2
Vgq 0 0 0 0

3Vgq𝜔e

2
−

3VgqRg

2Lg

0
3Vgq

2Lg

0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

x1

x2

x3

x4

x5

x6

⎤⎥⎥⎥⎥⎥⎥⎦
(8.83)

det(Δ𝜂) =
9Vgq

2

2Lg

x5o ≠ 0 (8.84)

With t(x) given in (8.82), the determinant of the linearized matrix 𝜂(x) is not equal to zero, in which
case all the elements of 𝜂(x) are linearly independent. The system equations in the new coordinates are
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given as

⎡⎢⎢⎢⎢⎢⎢⎣

x1

x2

x3

x4

x5

x6

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜂1
(0)

2
3Vgq

𝜂1
(2)

𝜂2
(0)

2Lg

3Vgq

𝜂2
(2) − 𝜔eLg𝜂1

(0) +
2Rg

3Vgq

𝜂1
(2)

√
𝜂1
(1)

𝜂3
(0)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8.85)

The following can be calculated

⎧⎪⎪⎪⎨⎪⎪⎪⎩

F1 = Lf t1 =
x3

Lg

−
Vgq

Lg

−
Rg

Lg

x1 − 𝜔ex2

F2 = Lf t2 = −
x1

Cm

− 𝜔ex4

F3 = Lf t3 =
Ipv

C1

−
x5

C1

(8.86)

The other matrices are defined as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

G1 =
[
Lg1t1 Lg2t1

]
=
[
0 0

]
G2 =

[
Lg1t2 Lg2t2

]
=
[ x5

2Cm

0
]

G3 =
[
Lg1t3 Lg2t3

]
=
[
0 0

]
(8.87)

To substitute the input variables with the states, the equations of C(x)and W(x) should be defined as

⎧⎪⎪⎨⎪⎪⎩

C1 =
[
Lg1h1 Lg2h1

]
=
[
−

3x5x3

2Ld1

−
3x5x4

2Ld1

]

C2 =
[
Lg1Lfh2 Lg2Lfh2

]
=
[

0
3Vgqx5

4CmLg

] (8.88)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

W11 = Lfh1 =
2x5x6

Ld1

−
2Rd1

Ld1

x5
2

W21 = Lfh2 =
3Vgq

2

(
x4

Lg

−
Rg

Lg

x2 + 𝜔ex1

)

W31 = Lf
2h2 =

⎛⎜⎜⎜⎜⎜⎝

3Vgq𝜔e

2

(
x3

Lg

−
Vgq

Lg

−
Rg

Lg

x1 − 𝜔ex2

)

−
3VgqRg

2Lg

(
x4

Lg

−
Rg

Lg

x2 + 𝜔ex1

)
+

3Vgq

2Lg

(
−

x2

Cm

+ 𝜔ex3

)
⎞⎟⎟⎟⎟⎟⎠

(8.89)
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For calculation of zero dynamics, the outputs should be set at either zero or their steady-state values.
Thus, their derivatives will be zero. Therefore,{

h1 (x) = 𝜂1
(1) = Id1_ref

2

h1(x) = 𝜂1
(2) = Qg_ref ⇒ 𝜂2

(2) = 0
(8.90)

From the above results, during the calculation of zero dynamics

⎧⎪⎨⎪⎩
x2 = ax2 =

2Qg_ref

3Vgq

= cte

x5 = ax5 = Id1_ref = cte

(8.91)

and there is no need for their conversion to new coordinates

⎡⎢⎢⎢⎢⎢⎢⎣

x1

x2

x3

x4

x5

x6

⎤⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜂1
(0)

ax2

𝜂2
(0)

−𝜔eLg𝜂1
(0) +

2RgQg_ref

3Vgq

ax5

𝜂3
(0)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(8.92)

If the matrices Fi, Gi, Ci, Wi are converted to new coordinates

⎧⎪⎪⎪⎨⎪⎪⎪⎩

F1 = Lf t1 =
𝜂2
(0)

Lg

−
Vgq

Lg

−
Rg

Lg

𝜂1
(0) − 𝜔eax2

F2 = Lf t2 = −
𝜂1
(0)

Cm

+ 𝜔e
2Lg𝜂1

(0) −
𝜔e2RgQg_ref

3Vgq

F3 = Lf t3 =
Ipv

C1

−
ax5

C1

(8.93)

⎧⎪⎪⎨⎪⎪⎩

G1 =
[
Lg1t1 Lg2t1

]
=
[
0 0

]
G2 =

[
Lg1t2 Lg2t2

]
=
[ ax5

2Cm

0
]

G3 =
[
Lg1t3 Lg2t3

]
=
[
0 0

] (8.94)

⎧⎪⎪⎨⎪⎪⎩

C1 =
[
Lg1h1 Lg2h1

]
=

[
−

3ax5𝜂2
(0)

2Ld1

−
3ax5

2Ld1

(
−𝜔eLg𝜂1

(0) +
2RgQg_ref

3Vgq

)]

C2 =
[
Lg1Lfh2 Lg2Lfh2

]
=
[

0
3Vgqax5

4CmLg

] (8.95)
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

W11 = Lfh1 =
2ax5𝜂3

(0)

Ld1

−
2Rd1

Ld1

ax5
2

W21 = Lf
2h2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3Vgq𝜔e

2

(
𝜂2
(0)

Lg

−
Vgq

Lg

−
Rg

Lg

𝜂1
(0) − 𝜔eax2

)
+

3Vgq

2Lg

(
−

ax2

Cm

+ 𝜔e𝜂2
(0)
)

−
3VgqRg

2Lg

⎛⎜⎜⎜⎜⎜⎝

(
−𝜔eLg𝜂1

(0) +
2RgQg_ref

3Vgq

)

Lg

−
Rg

Lg

ax2 + 𝜔e𝜂1
(0)

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(8.96)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

�̇�
(0)
1 =

𝜂2
(0)

Lg

−
Vgq

Lg

−
Rg

Lg

𝜂1
(0) −

2𝜔eQg_ref

3Vgq

�̇�
(0)
2 = a21 + a22𝜂1

(0) +
a23

𝜂2
(0) +

a24𝜂1
(0)2

𝜂2
(0) +

a25𝜂1
(0)

𝜂2
(0) +

a26𝜂3
(0)

𝜂2
(0)

�̇�
(0)
3 =

Ipv

C1

−
Id1_ref

C1

(8.97)

⎧⎪⎪⎨⎪⎪⎩

�̇�
(0)
1 = a11 + a12𝜂1

(0) + a13𝜂2
(0)

�̇�
(0)
2 = a21 + a22𝜂1

(0) +
a23

𝜂2
(0) +

a24𝜂1
(0)2

𝜂2
(0) +

a25𝜂1
(0)

𝜂2
(0) +

a26𝜂3
(0)

𝜂2
(0)

�̇�
(0)
3 = a31

(8.98)

⎡⎢⎢⎣
Δ�̇�(0)1

Δ�̇�(0)2

Δ�̇�(0)3

⎤⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣

0 a12 a13

a22 +
2a24𝜂1

(0) + a25

𝜂2
(0)

− 1

𝜂2
(0)2
(a23 + a24𝜂1

(0)2 + a25𝜂1
(0) + a26𝜂3

(0))
a26

𝜂2
(0)

0 0 0

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎣
Δ𝜂1

(0)

Δ𝜂2
(0)

Δ𝜂3
(0)

⎤⎥⎥⎦ (8.99)

|SI − A| = s(s2 + b1s + b0) (8.100)

⎧⎪⎨⎪⎩
b1 =

1

𝜂2o
(0)2
(a23 + a24𝜂1o

(0)2 + a25𝜂1o
(0) + a26𝜂3o

(0))

b0 = −
(

a12a22 +
2a12a24𝜂1o

(0) + a12a25

𝜂2o
(0)

) (8.101)
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Figure 8.18 Two of the coefficients of the linearized PV zero dynamics characteristics

The Routh–Hurwitz criteria for the stability of this characteristic equation (Figure 8.18){
b1 > 0

b0 > 0
(8.102)

⎧⎪⎨⎪⎩
𝜂1o

(0) = x1 = Igqo

𝜂2o
(0) = x3 = Vmqo

𝜂3o
(0) = x6 = Vpvo

(8.103)

Therefore, besides one of the characteristic equation poles at origin (S=0), the second coefficient of the
Routh–Hurwitz criteria (b0) in all operating regions is negative as shown in Figure 8.18. This means that
the PV system connected to the current source inverter is in non-minimum phase throughout its operation
region.

8.6 Conclusions
This chapter investigated the controllability analysis of a wind-turbine-driven IPM generator interfaced to
the grid using either an L or LCL filter. The stability regions of the operation based on the MPP tracking of
the wind turbine and loss minimization of the generator were presented. With the aid of two methods used
for the extraction of the zero dynamics, it was shown that the generator fitted with the L filter has a stable
zero dynamics and possesses minimum phase characteristics which ensure that no structural limitation
is imposed on the design of the controllers. When the generator is grid-interfaced using the LCL filter,
the zero dynamics is unstable for all operating points, and in the small, the system is in non-minimum
phase. There is a structural constraint (such as a limited-current regulator bandwidth and response time)
on any controller to be designed for the system. Also the nonlinear controller design using the method
of feedback state linearization cannot be applied to the control of the four variables specified of the IPM
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generator with the LCL filter. Modest dynamic performance can, however, be achieved by using higher
order controllers and/or high gain observers.

The steady-state operation region and zero dynamics of the PV source connected to the current source
inverter were also studied. This system is in non-minimum phase throughout its operation region.

The controllability analysis for the IPM generator system suggests that the topological structure of the
interface filter and the controlled variables have significant effects on the phase behavior of the system,
the agility of any controller used, and hence the static and dynamic performance of the controlled gener-
ator system. This chapter provides an explanation as to why designing controllers for renewable energy
systems with LCL interfaces with the grid has continued to be challenging. The appropriate selection of
controlled variables, stating to be estimated using high-gain observers and using high-order controllers,
points the way for the design of controllers that will deliver a good static and dynamic performance.
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9.1 Distributed Power Generation Systems
In recent years, the electrical power system (EPS) has been subject to a worldwide restructuring process.
Indeed, deregulation and the advancement of technology have increased interconnection of distributed
power generation units to the main grid. The constant growth of distributed power generation systems
(DPGSs) presents an efficient and economical way of generating electric energy closer to the loads.
Moreover, environmental concerns have encouraged governments and the scientific community to work
together in order to maximize the use of renewable energy resources. The rating of DPGSs can vary
between a few kilowatts to as much as 10 MW.

Various types of new distributed resources, such as microturbines, small hydro cells and fuel cells, in
addition to the more traditional solar and wind power are creating significant new opportunities for the
integration of DPGSs into the electricity grid. Voltage source converters (VSCs) employing pulse width
modulation (PWM) techniques are often used to interface the DPGS to the grid [1, 2].

One of the most important issues introduced by the growth of DPGS is the stand-alone operation
mode. Improvements in power electronic technology make it possible to design DPGSs that can switch
between grid-connected and stand-alone modes without interruption to the load power supply [3, 4]. The
stand-alone mode of operation is important in the case of sensitive and critical loads, as it is necessary
to maintain continuous and uninterrupted AC power during planned or unplanned grid outage condi-
tions. The IEEE standard 1547.4 states the need for implementing intentional islanding operations of
DPGSs [5]. Grid-connected DPGSs should comply with the following regulations:

• regarding the power quality and protection (grid codes) [6],
• concerning the performance of DPGSs, such as energy efficiency and electromagnetic compatibility

and
• concerning safety.
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During grid-connected operation, all DPGSs should operate in accordance with IEEE Standard
1547–2003 [7]. The requirements should be met at the point-of-common coupling (PCC), where
monitoring and control equipment would be necessary to control islanding operations and to implement
the transition from normal operational mode to islanding mode and back.

The term stand-alone DPGS, sometimes referred to as microgrids, is used to refer to intentional island-
ing in electric power systems that contain distributed resources and loads [8]. Stand-alone DPGSs present
the following characteristics:

• to have distributed energy resources and loads
• to have the ability to disconnect from and parallel with the main grid
• to include some portions of the EPS
• are intentionally planned

The islanded DPGS needs to be designed to meet the active and reactive power requirements of the
loads within the island. The microgrid should also provide frequency stability and operate within the
specified voltage ranges during all expected load and resource changes. During the island mode condition,
transient stability should be maintained for load steps, DPGS outage and island faults. All faults must be
cleared within the island.

For the reconnection of the islanded DPGS to the grid, monitoring should indicate that the proper con-
ditions exist for synchronizing the island with the grid. The amplitude, frequency and phase displacement
between the two system voltages should be within acceptable limits in order to initiate a reconnection.

9.1.1 Single-Stage Photovoltaic Systems

In the power range of a few kilowatts, the single-stage transformerless power converter seems to be the
best choice to achieve low cost and high efficiency. Small power, high-efficiency and high-reliability
single-stage photovoltaic systems (PVSs) bring new control challenges; one of the most important being
the interaction with the utility grid. Consequently, grid interconnection requirements, which apply to
PVS distributed power generation, are continuously updated in order to maintain the power quality and
the stability of the utility grid. The demanding international standards allow strict limits for the current
total harmonic distortion (THD) factor [9, 7], which can be met by using inverters that feature not only
reduced harmonic production, but also are controlled, in order to provide rejection capability with respect
to the grid background distortion. For this purpose, current control is pivotal [10, 11]. Regarding the PV
array side, a maximum power point tracker (MPPT) algorithm should be used in order to collect the
maximum available power at every operating point, because solar radiation and temperature influence
the characteristics of the PV modules [12]. Typical PVS control issues can be divided into two main parts:
basic and ancillary. The basic control comprises mainly the maximum power extraction algorithm, PVS
harmonic rejection capability and unity power factor (both fulfilled through current control) and island-
ing detection capability in order to stop the power production of the PVS in case of abnormal conditions.
PVSs connected to low-voltage distribution grids might be designed to comply with the requirements of
these standards, but they should also be designed to enhance the electrical system by providing “ancil-
lary services”, such as voltage and frequency support provided to local loads [13, 14] or to the electric
power system [15]. In addition, PV inverters can be usefully adopted as reactive service providers within
distribution grids. The injection of reactive power into the grid can enhance the voltage profile, which con-
tributes to reinforcing the distribution grid, maintaining proper quality of supply and avoiding additional
investment. This gives some measure of how much the perspective of PVSs has changed in recent years,
especially in comparison with studies published in the past, which have suggested limits to the maximum
level of PVS penetration, in order to prevent potential problems, such as voltage rise and false trips [16].
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Figure 9.1 General structure of a DPGS

The general structure of a PVS comprises the power circuit and the control unit. Considering the power
circuit, the converter can be a single-stage converter (DC–AC converter), as shown in Figure 9.1, or a
double-stage converter (e.g., DC–DC and DC–AC converter) with or without galvanic isolation. The
advantages of the single-stage converters are good efficiency, a lower price and an easier implementa-
tion [17]. The output filter is used in order to cut off the switching ripple. The current/voltage control
reference signal is provided by the input power control, which comprises an MPPT algorithm and a DC
voltage controller.

9.1.2 Small/Medium-Sized Wind Turbine Systems

Among the different sources, small/medium-sized wind turbines (power unit<200 kW) might be the pre-
ferred solution immediately outside residential areas, in order to limit the visual impact on the landscape
and yet maintain profitability. In the power range of a few tens of kilowatts, the small wind turbine system
(WTS) market segmentation shows that the maximum number of manufacturers in Europe corresponds
to stand-alone wind applications with a maximum wind turbine size of 20 kW, but that the average rate
of wind penetration is a maximum in the pumping field. It is possible to observe that the maximum wind
turbine size increases in the case of wind–diesel systems with batteries for stand-alone operation.

The field of small generation has been dominated by the use of asynchronous generators connected
directly to the grid/load and more recently by permanent magnet synchronous generators (PMSGs) with
a diode rectifier, boost converter and inverter. The use of a high number of pole pairs allows the PMSGs
to operate at low speed without decreasing efficiency, thus avoiding the necessity for a gearbox [18].
The use of a diode bridge reduces both cost and the complexity of the control algorithm. Moreover, the
well-known six-pulse DC-voltage waveform allows an easy estimation of the rotor speed. The generator
low-frequency harmonics (fifth and seventh) can be reduced because of the DC inductor, but, unfortu-
nately, this has a negative effect on the power factor. Moreover, the extracted power decreases as the
wind speed increases, owing to the major effect of diode commutation and at low speeds, owing to the
possible discontinuous operation of the DC–DC converter. Hence, for power levels of the order of tens of
kilowatts, these generators will use a back-to-back converter leading to 5–15% more power with respect
to the case of a diode bridge AC–DC power conversion stage.
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Figure 9.2 Wind turbine system with back-to-back converter [19]

On the generator side, there are two main issues present. First, the tracking of the maximum power
without using an anemometer, which might not be present in this power range or could give erroneous
values owing to shadow effects and second, the estimation of the rotor position and speed, because the
use of a sensor is not always practical as the converter is placed outside the nacelle. As these WTSs are
often integrated in rural areas characterized by weak-grid connections, it might be necessary to regulate
the reactive power supplied by a variable-speed wind turbine.

Figure 9.2 shows a PMSG connected to the grid through a bidirectional converter. It consists of two
voltage source PWM converters connected by a storage capacitor; the converter connected to the gener-
ator is used as a rectifier, whereas the converter connected to the grid is used as an inverter. To achieve
full control of the output, the DC-link voltage must be boosted to a level higher than the amplitude of
the grid voltage. The power flow of the grid-side converter is controlled in order to maintain the DC-link
voltage constant, while the control of the generator side is set to suit the magnetization demand and the
reference speed or torque. A technical advantage of this topology is the capacitor decoupling between
the grid converter and the generator converter. In addition to affording some protection, this decoupling
offers separate control of the two converters, allowing independent compensation of asymmetry on both
the generator side and the grid side.

9.1.3 Overview of the Control Structure

The general structure of a DPGS consists of a power circuit and a control unit, as shown in Figure 9.3.
The power circuit comprises the following:

• the input power source (e.g., PV source or the wind generator plus the rectifier in the case of a small
power wind turbine);

• the converter, which can be just a single-stage converter (e.g., DC–AC converter), or it can represent
the second power conversion stage in the case of a double-stage converter (e.g., DC–DC plus DC–AC
converter with or without galvanic isolation, or AC–DC plus DC–AC);

• an output filter in order to cut off the switching ripple;
• energy storage;
• the local loads.
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The DPGS can be connected to local loads and/or to the main electrical grid, or it can be connected to
other DPGSs.

The converter control system should be capable of providing flexible operation. The control unit com-
prises different control loops: the AC current loop, the AC voltage loop and the power control loop.

The inner current control loop is necessary in order to have close control on the injected current, to
force the voltage source inverter to work as a current source within the current control bandwidth. The
current control ensures that the inverter current is free from low-order harmonic distortion. However, the
high-frequency current distortion owing to the switching frequency must be attenuated with an AC-side
filter, in order to cope with the power quality standards for connection of an inverter to the grid. The
current control loop is necessary in both grid-connected and stand-alone operational modes.

The voltage control is strictly necessary in stand-alone operational modes because it is responsible
for maintaining the voltage profile and guaranteeing the voltage quality in the case of sensitive loads.
Voltage control can also be performed in the case of grid-connected operations to regulate the voltage at
the PCC and to support the voltage profile if the stiffness of the grid is low. The power control provides
the reference voltage amplitude and frequency for the inner loop according to the droop characteristic,
which emulates the operation of a high-power plant.

In microgrid operational mode, the power control loop is essential; hence, at least a three-level con-
trol system should be performed where the power control loop should take care of load sharing among
the different units and the inner voltage loop provides the reference for the current control loop. Both
the voltage and the current control loops should provide enough damping for the output LCL filter. The
general structure of a grid-connected DPGS is shown in Figure 9.3. The power circuit comprises the
following:

• the input power source;
• the converter;
• an output filter in order to cut off the switching ripple;
• the local loads.

For simplicity, the storage system is omitted in this representation because it is beyond the scope of
the analysis. A synchronization unit is always present in the system. Inside this unit, information about
the phase angle, the amplitude and the frequency of the utility voltage is used for islanding detection and
protection in the case of over/under voltage (OUV) or over/under frequency (OUF).
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Figure 9.3 Control structure of a grid-connected DPGS
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9.1.3.1 AC Current and Voltage Control

The basic control of a DPGS could be different in grid-connected mode compared with the stand-alone
mode. In grid-connected mode, the DPGS is generally current controlled and delivers a pre-specified
amount of active power into the distribution network. This derives from the fact that traditionally DPGSs
are treated as “non-dispatchable” resources, which implies a traditional implementation of the d-q con-
trol strategy based on zero q-axis current reference. In stand-alone operational mode, or when forming
a microgrid, the DPGSs are voltage controlled and are responsible for both voltage and power control.
However, for the cases of both grid-connected and stand-alone operational modes, the basic control struc-
ture can be the same if using a cascade loop control. In this, the outer loop is the converter voltage control,
based on a PI regulator and it provides the current reference for the inner loop; this could also be based
on a PI, but it controls the LC filter current (iLC) and it determines the voltage references (vPWM) for the
PWM module. The scheme of the primary control system is shown in Figure 9.4, which includes decou-
pling terms compensating for the coupling of the d-q dynamics, and feedforward terms used to improve
transient performance [20]. It should be noted that the tuning of the current and voltage loop controllers
demands special attention in order to fulfill the faster dynamics of the current inner loop with respect to
the voltage loop.

It should be considered that the IEC 61727 and the IEEE 1547 standards allow a current THD limit of
5%. This requirement can be fulfilled if the adopted current controllers exhibit high rejection capability
to the grid background distortion. In case the design of the current control is based on the internal model
principle (IMP), the model of the harmonic disturbances is included in the controller structure in order
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to achieve high harmonic rejection capability. Among the controllers based on IMP, both resonant and
repetitive controllers provide suitable results for DPGS applications.

In the case of three-phase systems, the control system based on IMP can be easily designed in the
d-q reference frame, adding a harmonic compensator 𝜏 to the conventional d-q PI controller in order to
compensate some selected harmonics and improve power quality performance:

𝜏(s) =
∑

h=h1 ,h2 ,… hn

kih
s

s2 + (h𝜔)2
(9.1)

In the case of single-phase systems, the use of the d-q reference frame is not desirable. Here, the reso-
nant controller based on IMP guarantees zero steady-state errors in the presence of a sinusoidal current
reference. The resonant controller consists of a proportional controller plus a generalized integrator (GI):

CPRes(s) = kp + ki
s

s2 + 𝜔2
(9.2)

where s∕(s2 + 𝜔2) is the GI and 𝜔 is the resonance frequency. The reference tracking is ensured by
setting the resonance frequency of the GI equal to the fundamental frequency. Similar performances can
be reached using the repetitive controller instead of the resonant controller [10].

9.1.3.2 Synchronization Techniques

Synchronization is one of the most important issues in the control of power electronics equipment
connected to the grid. The rapid development of DPGSs has resulted in the reformulation of the grid con-
nection requirements (GCRs). The objectives of the grid codes are to ensure efficient and reliable power
generation and transmission and to regulate the rights and responsibilities of the entities acting in the
electricity sector. Hence, the requirements specify relevant voltage and frequency operating ranges and
the corresponding trip times. In addition, requirements concerning the active power and reactive power
are taken into account, which determine the control capabilities under various fault situations [22].

The phase-locked loop (PLL) technique is used in grid-connected DPGS applications for grid synchro-
nization and for grid voltage monitoring [23]. The conventional strategy for phase locking is to estimate
the difference between the phase angle of the input signal and that of the output signal and to regulate this
value to zero by means of a control loop. The phase difference evaluation is in charge of a phase detec-
tor (PD) and is passed through a loop filter (LF) to generate an error signal driving a voltage-controlled
oscillator (VCO). Numerous methods for grid synchronization and grid voltage monitoring have been
presented in the literature regarding DPGSs. The main difference among the different PLL methods is
the configuration of the PD. In particular, the PD structure of the Synchronous Reference Frame-PLL
(SRF-PLL) consists of a shift of 90∘ with respect to the input signal fundamental frequency in order to
obtain an orthogonal system. The enhanced phase-locked loop (EPLL) presents a band-pass adaptive
filter (BPAF) to estimate the phase error [24]. The second-order generalized integrator PLL (SOGI-PLL)
is based on frequency-adaptive quadrature signal generation by means of the second-order generalized
integrator-quadrature signal generator (SOGI-QSG) filter.

The tracking techniques have to provide the following:

• robustness with respect to noise, stationary and transient disturbances;
• the capability to follow amplitude variations of the grid voltage in case of voltage sags;
• accurate performance in case of grid-voltage frequency variations;
• high filtering performance in case of harmonics distortions;
• easy analog/digital and hardware/software implementations.

A set of in-quadrature signals, obtained by means of a transport delay block introducing a phase shift of
90∘, is used in the SRF-PLL. The QSG based on this transport delay gives rise to errors if the grid-voltage
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frequency changes with respect to its rated value. In addition, it does not provide any filtering capability;
hence, the presence of harmonics in the grid voltage acts as a perturbation for the PLL.

In contrast, the EPLL is based on a frequency-adaptive nonlinear synchronization approach [24]. The
structure of the EPLL (Figure 9.5) consists of the BPAF, the LF and the VCO. The adaptive filter can be
implemented as either a notch or a band-pass filter.

A SOGI-QSG filter is used in the SOGI-PLL structure to obtain a frequency-adaptive quadrature signal
generation (Figure 9.6). The transfer function of the adaptive filter based on SOGI is

GSOGI(s) =
s𝜔0

s2 + 𝜔2
0

(9.3)

As output signals, two sine waves (v′ and qv′) with a phase shift of 90∘ are generated. The component
v′ has the same phase and magnitude of the input signal (v) fundamental component. The tuning of the
proposed scheme is frequency dependent; thus, problems occur when grid frequency has fluctuations.
Consequently, an adaptive tuning of the structure with respect to its resonance frequency is required.
Therefore, the resonance frequency value of the SOGI is adjusted by the provided frequency of the PLL.
High filtering capability can be obtained by setting the gain k high. If k decreases, the band of the filter
becomes narrower, but, at the same time, the dynamic response of the system becomes slower.
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In three-phase systems, the amplitude and phase angle of the positive-sequence voltage is used for the
synchronization of the converter output variables and power flux calculations, or for the transformation
of state variables into rotating reference frames. Regarding the technique used for grid monitoring, the
amplitude and the phase of the positive-sequence component must be obtained quickly and accurately,
even if the grid voltage is distorted and unbalanced. For three-phase systems, the synchronization tech-
nique based on SOGI is called “dual second-order generalized integrator PLL” (DSOGI-PLL). A dual
SOGI-based QSG is used for filtering and obtaining the 90∘ shifted versions from the 𝛼𝛽 voltages. These
signals act as inputs to the positive sequence calculator (PSC), which lies in the instantaneous symmet-
rical components (ISC) method on the 𝛼𝛽 domain:

v+α = v′α − qv′β

v+β = qv′α + v′β (9.4)

Finally, the positive-sequence 𝛼𝛽 voltages are translated to the d-q synchronous reference frame and
an SRF-PLL is employed to make the system frequency adaptive. In the system presented in Figure 9.7,
the feedback loop regulating the q component to zero controls the angular position of the d-q reference
frame and estimates the grid frequency. The estimated grid frequency 𝜔′ is used by the outer feedback
loop to adapt dynamically the DSOGI–QSG resonant frequency.

9.1.3.3 Islanding Detection Methods

Unintentional islanding of grid-connected inverter-based DPGSs can result in damage to local electri-
cal loads, the grid-connected inverter and/or technicians during maintenance operations. Consequently,
DPGSs must be operated properly when this condition occurs. Two main approaches can be employed:
grid-level or inverter-side detection. In the first case, a communication system is required in order to man-
age the islanding condition properly, which increases both the system complexity and cost. In the second
case, the controller of the grid-connected DPGS detects the islanding operation mode and acts properly
on the inverter. The latter method can be divided into four categories: passive inverter-resident methods,
active inverter-resident methods, active methods not resident in the inverter and methods based on the use
of communications between the utility and PV inverter. Moreover, it is possible that utility breakers or
circuit reclosers could reconnect the island to the utility system when out of phase, consequently causing
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an overcurrent and trip out of the system. According to this scheme, the non-detection zone (NDZ) is the
range of local loads inside the potential island, in which the islanding detection scheme under test fails
to detect the islanding. Each detection method presents a different NDZ, and for this reason, the NDZ
could be used as a performance index to evaluate the different anti-islanding algorithms. The aim of all
islanding detection methods is to reduce the NDZ to near zero when detecting islanding in all cases.

Grid-level methods allow the islanding conditions to be detected accurately, but depending on the
number of DPGSs and on the grid-voltage level, the number and price of sensors, communication equip-
ment and the management complexity can vary. Consequently, inverter-resident solutions are commonly
employed in cases where DPGSs are connected to low-voltage electrical grids.

Over/under Voltage (OUV) and over/under Frequency (OUF) method
All grid-connected DPGS inverters are required to have an OUF and OUV protection that causes the
PV inverter to cease supplying power to the utility grid if the values in the PCC are different from set
values. The behavior of the system at the time of utility disconnection will depend on the power provided
at the instant before the switch opens to form an island. If the resonant frequency of the **RLC load is
the same as the grid line frequency, the linear load does not absorb the reactive power. Active power is
directly proportional to the voltage. After the disconnection, the load power and the power provided by
the DPGS might coincide; hence, the voltage changes into

V ′ = K ⋅ V (9.5)

where

K =

√
PDG

Pload

(9.6)

and PDG denotes the DPGS power and Pload is the load power. When PDG >Pload there is an increase in
the voltage amplitude and, conversely, when PDG <Pload there is a decrease in the amplitude. At the same
time, reactive power is tied up to the frequency and amplitude of the voltage [25, 26].

The worst case for islanding detection is represented by a condition of balance of the active and reactive
powers, which results in no change of amplitude and frequency, that is, ΔP=0 and ΔQ=0. It is straight-
forward that a smallΔP results in an insufficient change in voltage amplitude, and that a smallΔQ results
in an inadequate change in frequency to disconnect the system and prevent islanding. It is possible to
calculate the NDZ area from the mismatches of active and reactive powers and by setting the threshold
values for the frequency and the amplitude. It should be noted that the probability that ΔP and ΔQ fall
into the NDZ of OUV/OUF could be significant. Because of this concern, the OUV and OUF protective
devices are generally considered insufficient anti-islanding protection.

Voltage Harmonic Monitoring Method
The voltage at the PCC during normal conditions is controlled by the grid, but in the case of islanding,
the DPGS inverter controls the PCC voltage and the amplitude of the single harmonic on the RLC load
change. Hence, monitoring the voltage harmonic distortion can be useful in detecting the occurrence
of an islanding condition. The voltage harmonic monitoring method is based on the measurement of
harmonics through the THD of the PCC voltage or on the measurement of the highest harmonic. In real
power systems, a significant harmonic distortion of the PCC voltage allows the islanding condition to be
revealed. It must be considered that the magnitude of the measured PCC voltage harmonics depends on
the grid impedance; thus, it is not always possible to select a trip threshold that provides reliable islanding
protection.

Grid Impedance Change Detection Method
The European standard EN50330-1 describes an active method for islanding detection consisting of
monitoring grid impedance changes during islanding transients called ENS or MSD (abbreviations of the
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main monitoring units with allocated all-pole switching devices). The impedance measurement with the
OUV and OUF protection is adopted in Germany and Austria in the standard DIN VDE0126. To be able
to complete a measurement of impedance, a dedicated external device can be used, or it is possible to
include it in the inverter control. The goal is to isolate the supply within 5 s after a change of impedance
ΔZ = 0.5Ω owing to a grid failure [27].

Typically, a small current at a certain harmonic order (h) is injected into the utility by the device to
determine the impedance:

Zh =
V ⋅ ej𝜙v

I ⋅ ej𝜙I
= Zh ⋅ ej𝜙Z (9.7)

or
Zh = Rg + j𝜔hLg (9.8)

The disadvantage of this method is the increase in the harmonic pollution-injected online by the
inverter. To be able to limit this drawback, it is recommended to inject the current harmonic or interhar-
monic only for the time needed for the numerical elaboration of the data. Moreover, if many converters
are connected in parallel, a contemporary injection could cause problems for both the effectiveness of the
method and the power quality with consequent problems for the control and the stability of the system.

Active and Reactive Power Variation Methods
Figure 9.8 shows the control of a DPGS inverter with the islanding detection method based on active
and reactive power injection. This method is applied to PV systems. When the inverter is connected
to the grid, active power variations ΔP can happen, while it is assumed that the load absorbs constant
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power Pload. In an islanding condition, the real power variation flows directly in the load, affecting the
inverter current and the voltage in the PCC. It is possible to calculate the voltage variation versus the
active power variation injected by the inverter in the load during the islanding condition:

PDG = Pload =
V2

R
(9.9)

V =
√

R ⋅ PDG (9.10)

Deriving PDG and from (9.10):

𝜕PDG

𝜕V
= 2 ⋅

V
R
= 2 ⋅

√
R ⋅ PDG

R
= 2 ⋅

√
PDG

R
(9.11)

The voltage variation is expressed by

ΔV =
ΔPDG

2
⋅

√
R

PDG

(9.12)

Hence, it is possible to vary the inverter’s active power to carry the voltage amplitude out from the nor-
mal range of operation, and the method works just when the voltage variation exceeds a certain threshold
value. The intervention time of the algorithm can be adjusted by the gain Kv, which increases or decreases
the power dP proportionally to the measured voltage variation. Hence, the power variation is equal to

dP = Kv ⋅ (V − Vn) (9.13)

Similarly, it is possible to use the strong dependence between the frequency and the reactive power
to develop another islanding detection method, measuring the grid voltage frequency via the monitoring
PLL. The difference is amplified by means of a gain, providing that the reactive power dQ is

dQ = Kf ⋅ (fn − f ) (9.14)

Other Inverter-Resident Active Methods
Other islanding detection methods based on the perturbations of the system with the objective of carrying
the electrical island instability have been developed in recent years [28]. One of these is called Sandia
voltage shift (SVS) and it applies positive feedback to the amplitude of the voltage at the PCC (usually
this is the RMS value that is measured in practice). Slip-mode frequency shift (SMS) is another method
in which the current–voltage phase angle of the inverter, instead of always being controlled to be zero,
is made to be a function of the frequency of the voltage at the PCC. The phase-response curve of the
inverter is designed such that the phase of the inverter increases faster than the phase of the (RLC) load
with a unity-power factor in the region near the utility frequency.

The active frequency drift method (AFD) operates with a waveform of the current injected by the
inverter, which is slightly distorted such that there is a continuous trend to change the frequency. Hence,
in an islanding condition, the frequency of the voltage at the PCC is forced to drift upward or downward.
It is possible to define the chopping factor for the AFD:

cf =
2Tz

T
(9.15)

where Tz is the zero time of the AFD signal and T is the period of the grid voltage.
In contrast, Sandia frequency shift (SFS) applies positive feedback to the frequency, and the chopping

factor for this method is
cf = cf0 + K(f − fn) (9.16)
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Table 9.1 Equation for active methods: SMS, AFD and SFS

Methods Phase criterion

SMS tan−1
[
R
(
𝜔C − 1

𝜔L

)]
= − arg(G(j𝜔))

AFD tan−1
[
R
(
𝜔C − 1

𝜔L

)]
= π⋅cf

2

SFS tan−1
[
R
(
𝜔C − 1

𝜔L

)]
= π⋅(cf0+K(f−fn))

2

where K is the acceleration gain, cf0 is the chopping factor when there is no frequency error and f − fn is
the difference between the estimated frequency and nominal value. The SMS, AFD and SFS functions
are given in Table 9.1.

9.2 Control of Power Converters for Grid-Interactive Distributed
Power Generation Systems

Grid-interactive microgrids are becoming an increasingly attractive structure for the proposal of an active
distribution grid. A microgrid can be conceived as a cluster of interconnected DPGS load and energy
storage units coordinated in order to be treated collectively as a single controllable device [2, 17]. A pre-
liminary analysis of the general structure of a single DPGS unit has been provided already in earlier
sections, and the main control issues have been investigated. Thus, the focus is shifted to the problem
of the DPGS power management, which represents the key point toward a “universal” operation of the
DPGS. The goal is to allow the DPGS operation in the case of stand-alone, grid-connected and microgrid
conditions by managing the disconnection and reconnection without substantial changes of the system
control structure.

The basic microgrid architecture is shown in Figure 9.9, in which the components can be physically
close to each other or distributed geographically, and where the loads may be critical or noncritical.
Critical loads require reliable energy sources and demand stringent power quality. In the case of
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Figure 9.9 Basic microgrid architecture [29]
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grid-connected operation, the static transfer switch (STS) is closed and each DPGS unit generates
fixed active and reactive powers, according to the dispatched references, or according to the tracking
of the maximum power that can be extracted from the source. In the case of stand-alone operation, the
DPGS units should supply loads providing power sharing in accordance with the respective ratings and
achieving power balance between production and consumption.

To date, DPGS power converters have been required to change their control structure with respect
to grid-connected operation and stand-alone operation, because in the past, DPGSs were conceived as
current source devices in the first case and as voltage source devices in the second. In this hypothesis, a
current control loop is present in both cases, but for stand-alone operation, the voltage across the capacitor
of the grid filter might also be controlled. As already stated in Section 9.1.3.1, the voltage control can
offer a good trade-off performance in all operational modes. In particular, in grid-connected operation, the
control of the voltage allows strict regulation of the voltage at the PCC and support of the voltage applied
to the local loads in the case of voltage sags. In the cases of stand-alone and microgrid operational modes,
the power converter’s control is only responsible for the voltage regulation, because the grid is absent
and the control system may guarantee high performance in terms of voltage profile and fast recovery in
the case of load transients. Hence, proper operation of the microgrid in all operating conditions requires
an accurate power flow management and the implementation of voltage regulation algorithms.

Two control approaches can be followed to realize the abovementioned objective, which are
non-communication-based control and communication-based control. Communication-based control of
a microgrid relies on the exchange of control information among the different DPGSs. This technique
requires a centralized microgrid controller, which receives information from each DPGS and loads
the DPGS units at different load conditions. There are many drawbacks in the communication-based
approach. The high-bandwidth communication infrastructure necessary to share the dynamic sharing
information is an impractical and costly solution in microgrids with long connection distances between
inverters and the need to distribute control signals reduces the reliability of the microgrid system, where
the control information is critical for proper operation of the DPGSs.

The implemented control algorithms should preferably have no communication links between the par-
alleled DPGSs. The control algorithms of each individual DPGS should be designed to use only feedback
variables that can be measured locally. A simple non-communication-based power control can be real-
ized in the sense of the frequency and voltage droop method. This concept stems from power theory, in
which a generator connected to the grid droops its frequency when the power required increases. Each
DPGS shares the active power by drooping the voltage frequency according to the total load demand in
a manner determined by its frequency droop characteristic, and essentially utilizes the voltage frequency
as a communication link between the DPGS control systems. Similarly, a drop in the voltage magnitude
with the reactive power is used to ensure reactive power sharing. This control technique is known as the
“droop method.”

9.2.1 Droop Control

Figure 9.9 shows a microgrid composed of different types of resources, such as solar panels, fuel cells
and wind turbines. Every unit has an inverter as an interface connected to the common bus through a
cable that can be modeled as an impedance, as shown in Figure 9.10.

The active and reactive power flows from an inverter to the grid can be expressed as follows:

P = 1
Z

[(
EV cos𝜙 − E2

)
cos 𝜃 + EV sin𝜙 sin 𝜃

]
(9.17)

Q = 1
Z

[(
EV cos𝜙 − E2

)
sin 𝜃 − EV sin𝜙 cos 𝜃

]
(9.18)

where V is the amplitude of the inverter output voltage, E is the amplitude of the common bus voltage,
𝜙 is the converter voltage angle and Z and 𝜃 are the magnitude and phase of the output impedance,
respectively.
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Figure 9.10 Equivalent circuit of an inverter connected to a bus [30]

Assuming that the output impedance is purely inductive X≫R, then R can be neglected.
Consequently, (9.17) and (9.18) can be rewritten as

P = EV
X

sin𝜙 (9.19)

Q = EV
X

cos𝜙 − E2

X
(9.20)

Considering that angle 𝜙 is small, then sin𝜙 ≈ 𝜙 and cos𝜙 ≈ 1 and thus, (9.19) and (9.20) become

P ≈ EV
X
𝜙 (9.21)

Q ≈ E
X
(V − E) (9.22)

where X is the output impedance at the fundamental frequency. From these equations, it is possible to
deduce that the active power can be regulated by acting on the phase 𝜙, whereas the reactive power can
be regulated by controlling the converter voltage amplitude V.

These conclusions form the basis of droop control. The droop method uses the frequency instead of the
phase to control active power flow. This is because the DPGS unit does not know the initial phase value
of the PCC voltage, whereas the initial frequency at no load can be easily fixed. Hence, the conventional
droop method can be expressed as follows:

𝜔 = 𝜔∗ − mp(P − P∗) (9.23)

V = V∗ − nq(Q − Q∗) (9.24)

where𝜔* and V * are the rated frequency and voltage, P* and Q* are the set points for active and reactive
powers and mp and nq are the proportional coefficients.

The frequency and voltage control characteristics are shown in Figure 9.11.
The output inductance of inverter X should be selected properly. In fact, increasing the output

impedance reduces the circulating current produced by the differences between the power lines or
between the DPGS parameters, such as the output filter parameters or the frequency and amplitude set
point.

ω*
V*

P* Q*PMAX QMAX

ωmin

Vmin

Figure 9.11 Frequency and voltage droop characteristics
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Figure 9.12 Effect of increasing the output inductance on the active power

As shown in Figure 9.12, increasing X also reduces the maximum active power that can be injected,
whereas decreasing the output impedance forces angle 𝜙 to become smaller:

𝜙 = sin−1
(PX

EV

)
(9.25)

Thus, there is a trade-off in the output impedance design.
In the case of a low-voltage microgrid, the line resistance cannot be neglected. In this case, the droop

regulation described by (9.21) and (9.22) is no longer effective [31]. Controlling the power flow based
on Equations (9.17) and (9.18) will introduce coupling and the real power, and reactive power will no
longer be regulated independently, but if Z=R and 𝜃 = 0, then

P = E
X
(V − E) (9.26)

Q = EV
X
𝜙 (9.27)

Hence, P and Q exchange their roles:

𝜔 = 𝜔∗ − m′(Q − Q∗) (9.28)

V = V∗ − n′(P − P∗) (9.29)

Consequently, a control scheme based on the P-𝜔 and Q-V droops can be used for inductive impedance,
whereas P-V and Q-𝜔 droops can be used in cases of resistive impedance. In order to introduce decoupling
between the active and reactive powers for every line impedance condition, it is possible to use a frame
transformation matrix T to modify the active and reactive powers P and Q in PC and QC:

[
PC

QC

]
= T

[
P
Q

]
=
[

sin 𝛼 − cos 𝛼
cos 𝛼 sin 𝛼

] [
P
Q

]
=
⎡⎢⎢⎢⎣

X
Z
−R

Z
R
Z

X
Z

⎤⎥⎥⎥⎦
[

P
Q

]
(9.30)

where
𝛼 = atan(X∕R) (9.31)

Applying this transformation on (9.19) and (9.20) results in

PC =
EV
X

sin𝜙 (9.32)

QC =
EV cos𝜙 − E2

Z
(9.33)
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Figure 9.13 Influence of active and reactive powers on voltage and frequency for different line impedance ratios

The definition of PC and QC permits independent influence on the grid frequency and amplitude
(Figure 9.13). In order to obtain PC and QC, it is sufficient to know the ratio R/X, even if, unfortunately,
the transformation frame depends on the accuracy of the impedance knowledge.

9.2.2 Power Control in Microgrids

Based on droop control theory, the power management strategy of a DPGS might work both in grid-
connected and in island modes with a minimum number of changes required in the control structure when
moving between the different operational modes, and it might also guarantee a fast-transient response.

9.2.2.1 Power Control in Grid-Connected Operational Mode

In the grid-connected operational mode, each DPGS unit forming the microgrid or directly connected to
the main electrical grid generates fixed active and reactive powers, according to the dispatched references,
or as a consequence of tracking the maximum power that can be extracted from the source. The DPGS
operates as a controlled current source and all loads are fed by the utility.

The difference between real-time active/reactive power and the rating active/reactive power of each
unit is regulated according to the relations:

𝜔 = 𝜔e − mp(P − P∗) (9.34)

V̂ = Ê − np

⎡⎢⎢⎣(Q − Q∗) + 1
TiQ

t

∫
−∞

(Q − Q∗)d𝜏
⎤⎥⎥⎦ (9.35)

where 𝜔e and Ê are the frequency and amplitude voltage references provided by a PLL that monitors the
PCC voltage, P* and Q* are the active and reactive power reference values, mp and np are the frequency
and voltage proportional coefficients, respectively and TiQ is the integral time-constant reactive power
controller.

The active power controller is designed to dispatch the active power P* at the grid frequency 𝜔e when
operating in a grid-connected mode. A PI controller has been considered for the reactive power regulation,
forcing the DPGS reactive power output to its desired value with zero-steady-state error.
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Figure 9.14 Active and reactive powers of a DPGS in the case of a step variation of the active power reference with
(a) and without (b) the implementation of the decoupling transformation matrix

The active and reactive powers of the DPGS, both with and without the implementation of the decou-
pling transformation matrix, are shown in Figure 9.14. It is possible to notice that the settling time is about
1 s in the first case and about 2 s in the second case. The implementation of the decoupling transformation
matrix makes the response more damped with a reduced settling time, as can be seen in Figure 9.15 for
the output current. The output current increases with a smooth transient, maintaining the voltage and the
frequency within the limits.

In the case of load variation, it is possible to observe that the active and reactive powers are not influ-
enced (Figure 9.16) because the grid absorbs the power overproduction.

9.2.2.2 Power Control in Stand-Alone Mode

During stand-alone operation, the DPGSs supply the loads, sharing the total load demand according
to the units’ respective ratings, with the aim of achieving a perfect balance between production and
consumption. Active and reactive powers might be modified depending on the load demand [32] and
according to the following equations:

𝜔 = 𝜔b − misland(P − PMAX) (9.36)

V̂ = V̂Cb − nisland(Q − QMAX) (9.37)

where V̂Cband 𝜔b are the phase and amplitude voltage references set to nominal values, PMAX and QMAX

are the maximum active and reactive powers that the DPGSs can supply.
A “supervisory command” (SC) signal is used in the power control, as shown in Figure 9.17, to switch

between grid-connected and stand-alone operations. The outputs of the control system are the voltage
and frequency references for the DPGS voltage control. In the case of load power increment, the active
power provided by the system matches the load demand with a fast and smooth transient, maintaining
the voltage and the frequency within the limits (Figure 9.18).

9.2.2.3 Transition between the Different Operational Modes

During the island-mode operation, the DPGS can work at a frequency different from that of the main grid;
however, consequently, the DPGS cannot be connected to the grid if the phase difference is non-negligible
because it could lead to a high overcurrent, damaging the system or compromising stability [34]. To avoid
an out-of-phase reclose, a synchronization that assures smooth transitions and unnoticeable transients
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Figure 9.15 PCC voltage and output current in the case of a step variation of the active power reference with (a)
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Figure 9.16 Load variation in grid-connected operational mode: (a) active and reactive powers and (b) load voltage
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is needed. The synchronization system can be based on the comparison of the angle and amplitude infor-
mation obtained by a PLL, as shown in Figure 9.19, and related to the grid voltage vg and the DPGS
voltage vo. Two buffers are employed for monitoring the phase and amplitude errors in order that when
they are lower than certain thresholds, the output signal S indicates that the synchronization can be car-
ried out and this signal coordinates the STS. The state of the STS determines the operational mode of
the DPGS, that is, grid-connected mode or stand-alone mode.



Universal Operation of Small/Medium-Sized Renewable Energy Systems 251

Pc

Qc

Pf

misland

nisland

Qf

P ∆P

∆QQ

Q*

P* PMAX

S C

S C

S C

S C

S C

QMAX

LPF

m

P
/Q

D
ec

ou
pl

in
g

n

LPF

∆ω

ωe ωb

ωref

∆V
V
^
ref

V
^
CIBE

^

+

+
+

+

+

+

–

–

–

–

TiQ

1
s
1

S C

Figure 9.17 Power control based on droop control [33]

In order to define the voltage reference, verify the performance and decide on the reconnection instant:
sequence detectors DSOGI-QSG and SFR-PLLs are used, as detailed in Section 9.1.3.2. The voltage
reference of the DPGS converter is configured with the fundamental frequency-positive sequence (FFPS)
in order to obtain a signal free of harmonics and unbalanced components. The choice of DSOGI-QSG
relies on the best harmonic rejection performance with respect to the other techniques.

If the DPGS works in stand-alone mode, the problem of synchronization disappears in the case of grid
failure; it is just when the main utility voltage is restored in the PCC that the synchronization system may
be enabled to operating a proper connection.
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252 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

Figure 9.18 (continued)
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9.2.3 Control Design Parameters

The DPGS dynamic model and the stability analysis are necessary to design properly the P-𝜔 and Q-V
control characteristics for both grid-connected and island operational modes. By modeling the inverter
control structure with three control loops: a power-sharing control loop used to generate the amplitude
and frequency of reference voltage; a voltage control loop based on a P-resonant controller providing
the reference current for the innermost loop; and a P-resonant current controller, which determines the
voltage reference for the PWM module (Figure 9.20), the stability analysis can be performed to design
the controller parameters in the grid-connected operational mode. The outer power control loop should
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be designed with much lower bandwidth with respect to the two internal loops. The average Pf can be
obtained by multiplying the output voltage vo by the output current io and filtering the product using
a low-pass filter. The average reactive power Qf is obtained by delaying the output voltage by 90∘ and
using a low-pass filter.

The low-pass filter is a second-order Butterworth filter, whose cut-off frequency should be chosen over
a tenth of the fundamental frequency. The low-pass filter has a bandwidth much smaller than that of the
voltage control of the inverter; thus, the performance of control will be very sensitive to this filter. The
general expression of the transfer function of an nth-order Butterworth low-pass filter is given by

H(s) = 1
n∏

i=1

(s − si)
= 1
(s − s1)(s − s2) … (s − sn)

(9.38)

where
si = ejπ[(si+n−1)∕2n] = cos

(
π2i + n − 1

2n

)
+ j sin

(
π2i + n − 1

2n

)
(9.39)

As the pass-band of the filter is much smaller than the pass-band of the voltage control, it is reason-
able to approximate with a delay, the dynamic of the voltage control loop where the power control is
concerned. Linearizing (9.17) and (9.18) and assuming a P/Q decoupling, the active and reactive power
control loops are obtained as follows (Figure 9.21):

The variables shown in Figure 9.21 are presented as follows:

• Pf and Qf are the average active and reactive output powers;
• P* and Q* are the reference active and reactive powers;
• GcP(s) and GcQ(s) are the transfer functions of the active and reactive power controller;
• GLPF(s) is the transfer function of a second-order Butterworth low-pass filter;
• GoP(s) and GoQ(s) are the transfer functions of the plant of the active and reactive power control loops,

respectively.
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Hence, the open-loop transfer function for the active and reactive control loops are given as

GolP(s) = GLPF(s)
EV
X

⋅
m(Pf − P∗)

s

GolQ(s) = GLPF(s) ⋅
(V − E)E

X
⋅ n

[(
Qf − Q∗) + 1

TiQs
(Qf − Q∗)

]
(9.40)

The low-pass filter is a second-order Butterworth filter whose cut-off frequency should be chosen in
the range of 5–10 Hz in order to extract the average value of the active and reactive powers. Considering
a low-pass filter with a cut-off frequency of ft = 10 Hz, the effect of proportional gain (m) variations on
the stability and the speed response of the active power loop have been evaluated. Figure 9.22 presents
the results for the active power control loop in which the proportional gain is varied. The phase margin
reduces by increasing the proportional gain, but it can be varied within a limited range. The system
becomes unstable for frequency proportional gain greater than 10–4. Figure 9.22(c) depicts the family
root locus diagrams for different values of m. It can be observed that the poles can be adjusted to obtain
the desired dynamics. On the one hand, by increasing m, the poles move to imaginary axes and the
system has a second-order behavior with an overdamped response; on the other hand, by decreasing the
proportional gain, the system behaves as a first-order system with a response that is more damped with
an increased settling time.

Figure 9.23 presents the results for the reactive power control loop in which the integrator time con-
stant is fixed as TiQ = 0.03, and the proportional gain is varied. From the Bode diagram, it is possible
to observe that the phase margin decreases by increasing the proportional gain, but that it can be varied
within a limited range. By increasing the proportional gain, the system response is faster and the settling
time is reduced, but it presents an increasing overshoot, because the dominant poles are attracted to the
imaginary axes.

In islanding mode, the DPGS must provide the active and reactive powers demanded by the load,
maintaining the frequency within the limits allowed by the frequency-sensitive loads and a steady voltage
profile. The proportional parameters of the power control can be tuned as follows:

misland =
Δ𝜔MAX

PMAX

(9.41)

nisland =
ΔVMAX

QMAX

(9.42)

whereΔ𝜔MAX andΔVMAX are the maximum allowed frequency and voltage deviations, respectively, and
PMAX and QMAX are the maximum active and reactive powers that DPGS can provide. The parameters
misland and nisland are selected in order to share the load demand among the DPGSs proportionally with
their active power ratings and below the maximum allowed frequency deviation, and to guarantee both
good reactive power sharing among the DPGSs and appropriate voltage regulation.
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9.2.4 Harmonic Compensation

One of the main limitations related to droop control is the poor harmonic power compensation when the
DPGSs supply nonlinear loads. However, the structure of conventional droop control can be modified in
order to comply with the power quality requirements; the solution results in fixing the DPGS converter
output impedance presented to the single harmonic components. In the case of grid-connected operation,
a proper compensation strategy can be adopted, based on a virtual impedance approach, subtracting
a voltage proportional to the current harmonics from the output-voltage reference. Individual output
impedances for the current harmonics of the highest values are obtained by filtering the current by means
of a bank of band-pass filters. With the main aim to inject harmonic-free current into the grid, resonant
filters can be employed to extract selectively the 3rd, 5th, 7th and 11th harmonics. The virtual impedance
ZH is defined by

ZH(s) =
11∑
i=3
odd

2Kis

s2 + 2Kis + 𝜔2
i

(9.43)

where 𝜔i is the frequency of the ith harmonic and Ki are the coefficients of the filter. The coefficients
Ki should be chosen properly in order not to affect the stability of the system. The voltage reference
vref is modified by subtracting a voltage, which is proportional to the current harmonics, as shown in
Figure 9.24.

The resulting voltage reference can be expressed as

vo
∗ = vref − ZH (s) io (9.44)

where vref is the droop control output voltage reference and io is the inverter output current. The Bode
diagram of the harmonics compensation loop, adopted in the grid-connected operational mode, in shown
in Figure 9.25(a).

In contrast to the stand-alone operational mode, the main goal is to supply the local loads by providing
a pure sinusoidal voltage in spite of nonlinear or unbalanced loads [13]. In the case of islanding detection,
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the control structure can be modified. The proposal relies in the application of resonant compensators
(HV) directly into the voltage control loop, without affecting the computation of the voltage reference
vref provided by the droop control:

HV(s) =
11∑
i=3
odd

2Kivs

s2 + 2Kivs + 𝜔2
i

(9.45)

Zero voltage steady-state errors and selective harmonic compensation can also be achieved in this
operational mode. The Bode diagram of the voltage loop is shown in Figure 9.25(b).

In Figure 9.26, it is shown how the output current and the PCC voltage THD change when the har-
monic compensation strategy of both grid-connected and stand-alone modes is enabled. In stand-alone
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operational mode, if nonlinear loads are present in the system, the voltage harmonics compensation
strategy leads to a deteriorated DPGS current.

9.3 Ancillary Feature
The main ancillary services in DPGSs, as defined by the IEEE standard 1547.2 [36], are scheduling,
system control and dispatch services, reactive power supply and voltage/frequency control regulation,
energy imbalance service and operation of spinning reserve. In the future, ancillary services provided
by DPGSs should contribute to the reinforcement of the distribution network and to the maintainence of
proper quality of supply. Two different scenarios are open for PV systems and small WTSs to achieve this
purpose. The first relies on a flexible control strategy providing voltage support for local loads that can be
expanded to harmonic compensation functions. The second and more complex possibility is to support
the voltage at the level of the electric power system area, in order to optimize the feeder voltage profile
injecting reactive power under the management of the distribution system operator (DSO). These issues,
together with the need for limiting the cost and size of the DPGSs such that they remain economically
competitive, even when ancillary services are added, make the design problem particularly challenging.

9.3.1 Voltage Support at Local Loads Level

A DPGS grid-connected converter can be treated as a shunt controller. Generally, under power systems
theory, shunt controllers have been used as static var generators for stabilizing and improving the voltage
profile and for compensating current harmonics and unbalanced load currents, whereas series-converter
topologies have been applied to multifunctional inverters with ride-through capability in the presence of
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grid voltage sags. Alternatively, shunt devices are usually adopted to compensate small voltage variations,
which can be controlled by reactive power injection. It is impossible to provide simultaneous control of
the output voltage and of the output current harmonics. The ability to control the fundamental voltage at
a certain point depends on the grid impedance and the load power factor. The compensation of a voltage
dip by current injection is difficult to achieve because the grid impedance is usually low and the injected
current has to be very high to increase the load voltage.

A shunt controller can be current or voltage controlled. When the converter is current controlled, it can
be represented as a grid-feeding component (Figure 9.27(a)) that supports the grid voltage by adjusting its
reactive output power according to grid voltage variations. When the converter is voltage controlled, it can
be represented as a grid-supporting component (Figure 9.27(b)) that controls its output voltage. However,
in this second case, the control action also results in injecting reactive power in order to stabilize the
voltage. The vector diagrams of a shunt controller designed to provide only reactive power are presented
in Figure 9.29. When the grid voltage is 1 pu, the converter supplies the reactive power absorbed by the
load, and the vector diagram of the current- or voltage-controlled converter is the same. In the first case,
it is controlled by the compensating current IC and in the second case, it is controlled by the load voltage,
as underlined in Figure 9.28(a) and Figure 9.28(b).

When a voltage sag occurs, the converter provides reactive power to support the load voltage and the
grid current Ig has a dominant reactive component:

Ig + IC = Iload (9.46)

The amplitude of the grid current depends on the value of the grid impedance because

Ig =
VLg

j𝜔Lg

(9.47)

where VLg is the inductance voltage drop, as shown in Figure 9.28(c). If the shunt controller supplies the
load with all the requested active and reactive powers, in normal conditions it provides a compensating
current Ic = Iload; hence, the system operates as in island mode and Ig = 0.

Ig
– Iload

–

Vload
––

E Ic

(a)

Lg
+ + 

– –

Ig
– Iload

–

Vload
––

E Vc

Lg

(b)

+ + + 

– – –

Figure 9.27 Use of a shunt controller for voltage dip compensation: (a) simplified power circuit of the current-
controlled shunt controller and (b) simplified power circuit of the voltage-controlled shunt controller [13]
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Figure 9.28 Vector diagram of the shunt controller providing only reactive power: (a) current-controlled converter
in normal conditions, (b) voltage-controlled converter in normal condition and (c) vector diagram for compensation
of a voltage dip of 0.15 pu [13]

In the case of voltage dips the converter has to provide the active power required by the load and it
has to inject the reactive power needed to stabilize the load voltage, as shown in Figure 9.29(b). The grid
current in this case is reactive. It can be seen that

V load = E + VLg (9.48)

Hence, during a voltage sag the amount of reactive current needed to maintain the load voltage at the
desired value is inversely proportional to 𝜔Lg. This means that a large inductance will help in mitigating
voltage sags, although it is not desirable during normal operation. This feature can be viewed as an
ancillary service that the system could provide to its local loads.

Ig= 0– Ig
–

Iload = Ic
– –

Iload
– Vload

–

Vload 
–

Ic
–

VLg
–

VLg
––

E
–
E

(a) (b)

Figure 9.29 Vector diagram of the shunt controller providing both active and reactive powers: (a) normal conditions
and (b) vector diagram for compensation of a voltage dip of 0.15 pu [13]
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Usually, the inverter output impedance is considered inductive owing to both the inductive component
of the line impedance and the large inductor of the output filter. However, this is not always true because
the closed-loop output impedance also depends on the control strategy. A possibility is to add an inductor
in series with the inverter output in order to fix the output impedance. In the case where a large inductance
is present in the grid side or where the grid impedance can be considered mainly inductive, the proposal
of a DPGS control structure, improved with a small voltage sags compensation function, can be presented
(Figure 9.30). In this, the voltage of the output filter capacitor Vc

′ is controlled directly while the current
injection is controlled indirectly. The amplitude of the current depends on the difference between the
grid voltage and the voltage on the AC capacitor Vc

′. The phase displacement between these two volt-
ages determines the injected active power (decided by the MPPT algorithm), and the voltage amplitude
difference determines the reactive power exchange with the grid. The requested reactive power is limited
by the fact that a voltage dip higher than 15% will force the system to disconnect (as requested by stan-
dards). The voltage error between Vref and Vc

′ can be preprocessed by a repetitive or resonant controller,
operating as a periodic signal generator of the fundamental component and of selected harmonics, in
order to improve the system with a voltage harmonic compensation function. The use of a repetitive or
resonant controller can ensure precise tracking of the selected harmonics and provide the reference for
the inner loop [13].

The advantages provided by the shunt controller operational mode of the DPGS converter are high-
lighted by the case of distorting loads. In this situation, the voltage controller can compensate the har-
monics introduced by the distorting loads, improving the quality of the load voltage profile. An example
is presented in Figure 9.31 where a load voltage waveform affected by a THD of around 17% can lead to
a voltage THD of around 2%. A detailed harmonic spectra comparison related to the example is shown
in Figure 9.32.

9.3.2 Reactive Power Capability

DPGSs are becoming increasingly attractive structures for the proposal of an active low-voltage (LV) dis-
tribution network. Reactive power-handling capability is requested to DPGSs by the new national grid
codes. Among them, the Italian standard CEI 0–21 establishes the DPGS participation to the voltage reg-
ulation through reactive power generation/absorption. It happens both to compensate voltage variations
owing to the system active power injection at the PCC and to provide a service to the DSO. In particular,
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Figure 9.31 Experimental results obtained for the case of distorting load: (a) without shunt converter: A grid voltage
(300 V/div), C load voltage (300 V/div), 1 load current (10 V/div); (b) with a shunt converter connected to the grid:
A grid voltage (300 V/div), C load voltage (300 V/div), 1 load current (10 V/div) [13]
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the reactive power exchange may be maintained inside the triangular reactive power capability curve, as
defined by a power factor limit of 0.9 in the first case, or inside the rectangular reactive power capability
curve (allowing for a power factor <0.9) in the second case (Figure 9.33). In order to allow this function,
the DPGS may guarantee a continuous reactive power supply, regulated through a variable real-time
power factor operation (cos 𝜑= f(P)), based on the local control system. If required by the DSO, the
DPGS should provide reactive power following a variable reactive power curve (Q= f(V)) where the set
points are defined through a remote control.

9.3.3 Voltage Support at Electric Power System Area

Recently, DPGSs based on renewable sources have represented one the most important worldwide
research fields involving different matters. The main goals in this scenario have been to reduce costs
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and to improve efficiency. However, currently, a missing link remains between the performance
improvement of a single DPGS unit because of the optimization of the power conversion stage, and the
main EPS where the control and management is performed just for high-power plants integrated into
the transmission network. Otherwise, the fulfillment of a real DPGS integration into the distribution
network, based on a distribution management system (DMS) operation represents the last obstacle
toward true exploitation of DPGS potential and the achievement of a low-voltage active network.

Twenty years ago, certain energy management system (EMS) functions, such as feeder voltage and loss
optimization, began to be integrated within the DMS. However, in the past, all small- and medium-sized
generations have been treated as “not-dispatchable,” and among these were the wind turbine and PVSs.
This means that all the power produced by these types of DPGS was simply injected into the grid with
no possibility of control. However, this situation is now changing and the latest DMS will incorporate
optimization functions for the short-term scheduling of the various energy and control resources available
in the network.

A hierarchical control enabling real integration into the distribution network can be implemented based
on a local control system (primary and secondary levels) performed on the grid-side DPGS converter,
and a remote control system providing the set points for the local control (Figure 9.34). The idea is that
every DPGS should have a distributed/local control system operating a coordinated active/reactive power
control strategy carried out by means of three-level cascade loops. The local control system is responsible
for operating the local voltage control and the active/reactive power exchange with the local loads and
the main grid in universal operation (grid connected, stand-alone, or microgrids). The tertiary control
is performed by the DMS, which can give set points to the inner control level in order that the DPGS
provides a service to the DSO.

DPGS
DC link

DC/AC

Current
measurement

Current
controller

LC
filter

Voltage
measurement LV distribution

network

Secondary control

Tertiary control

DMS

PLL
e

v*

Communication singal
qlev

P-ω and Q-V
controller

Voltage
controller

Feeder voltage
control

Local/distributed
control

Primary control

Figure 9.34 Hierarchical control of DPGS [37]
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The primary control is in charge of the reliability and stability of the system, and thus, there is the
need for a fast control strategy. The primary control structure can be designed based on Section 9.1.3.1.
In contrast, the secondary control operates on a slower timeframe and deals with the power exchange
between the LV distribution network and the DPGS, the voltage profile optimization and the frequency
restoration. The primary and secondary controls form the local/distributed WTS control system and by
using communication, the DPGS can receive signals from the DMS of DSO where the tertiary control
is performed. The tertiary control completes the system with respect to what is presented in Section 9.2.
As the inner loop is faster than the outer loop, a substantial dynamic decoupling is achieved between
overlapped levels. In other words, the time-decomposition criterion requires that the dominant time con-
stant of any external control loop be higher than the dominant time constants of all its internal loops [38].
Such a criterion is applied to the voltage control unit active/reactive power control unit and the set-point
optimization unit.

Despite the traditional control theory of a DPGS converter, where the system is designed just to inject
the maximum active power by means of an MPPT algorithm

QREF =
√(

S2 − P2
MPPT

)
(9.50)

in this new scenario, the active power reference can be changed dynamically based on the dispatched
reactive power reference:

P∗ =
√
(S2 − (Q∗)2) (9.51)

Hence, in order to achieve a successful integration of the DPGS with high-performance power
exchange, the secondary level control is designed based on (9.34) and (9.35) (considering the forcing
of the voltage vector to be aligned with the d-axis of the reference frame). The local control system
aims, at least, to limit the communication lines (Section 9.2.2.1), while it can be conceived that a central
dispatcher periodically updates the controller’s set points (tertiary control level) in order to exploit the
capabilities of each DPGS for either present or foreseen grid-operating conditions.

In this hypothesis, the reference value Q* is obtained from the product of the reactive power level qlev

by the unit capability limit QLIM, computed online according to the actual operating conditions.

Q∗ = qLEV ⋅ QLIM (9.52)

The output of the central dispatcher results in the reactive power level qlev defined in closed loop
and real time and was set in the interval [−1;+1] (corresponding, respectively, to the minimum value
Qmin =−48.43%Pn and the maximum value Qmax =+48.43%Pn ) in order that the feeder voltage VP

expressed in pu corresponds to its reference value VPREF expressed in pu.

qlev =
[

qrif − KPV

(
VPREF − VP

)
− KIV∫

t

0
(VPREF − VP)dt

]+1

−1

(9.53)

In (9.53) qrif is the reactive power level reference (assumed equal to zero in normal operation, KPV and
KIV are the proportional and integral gains of the tertiary controller, respectively, tuned in such a way
that the closed loop has a dominant time constant at least 10 times slower than that of the secondary
controller.

9.4 Summary
Over recent years, DPGSs based on PV and small-wind turbines have been evolving at a fast pace. In
order to fulfill a real integration of DPGSs with the main grid, a complex control system must be designed
in order to achieve a universal operation (grid-connected mode, stand-alone mode and microgrid). In this
chapter, starting from the analysis of the power stage and the control structure of a typical PV system
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and small WTS, the control units that contribute to performing a universal operation are reviewed in
detail. These include the synchronization system and the islanding detection system, coordinated with
both a supervision system and a cascade loops control structure, which modifies its references based on
the supervision information. The universal operation relies on a flexible control structure designed with
the goals of limiting the number of changes when moving from grid-connection mode to stand-alone
operational mode, and of an optimum management of the transition among the different conditions.
Flexibility is ensured by droop-control-based design. Reactive power processing is required in light of
the new grid codes, and harmonic compensation strategy might be integrated inside the control structure
in order to comply with power quality criteria.
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10.1 Introduction. Basic principles of DFIM

10.1.1 Structure of the Machine and Electric Configuration

The doubly fed induction machine (DFIM) or wound rotor induction machine (WRIM) are terms
commonly used to describe an electrical machine, which has been used over many decades in various
applications, often in the range of megawatts of power and also less commonly in the range of a
few kilowatts. This concept of the machine is as an alternative to more common asynchronous and
synchronous machines. It can be advantageous in applications that have a limited speed range, allowing
a reduction in the size of the supplying power electronic converter as, for instance, in variable-speed
generation, water pumping and so on.

The typical supply configuration of the DFIM is shown in Figure 10.1. The stator is supplied by
three-phase voltages directly from the grid at constant amplitude and frequency, creating the stator
magnetic field [1, 2]. The rotor is also supplied by three-phase voltages that take a different amplitude
and frequency at steady state in order to reach different operating conditions of the machine (speed,
torque, etc.). This is achieved by using a back-to-back three-phase converter, as represented in the sim-
ple schematic in the figure. This converter, together with the appropriate control strategy, is in charge of
imposing the required rotor AC voltages to control the overall DFIM operating point and to perform the
power exchange through the rotor to the grid. Although a voltage source converter is shown, different
configurations or converter topologies could be utilized. Further details regarding the operation of the
machine are described in subsequent sections.
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Figure 10.1 General supply configuration of DFIM

10.1.2 Steady-State Equivalent Circuit

10.1.2.1 Electric Equations

The relationships between the different frequencies of the machine are basics that must be known prior
to the study of the electric equations of the DFIM. Thus, the equation that relates 𝜔s (frequency of stator
voltages and currents), 𝜔r (frequency of rotor voltages and currents) and𝜔m (rotor electrical speed) is [1]
as follows:

𝜔s = 𝜔r + 𝜔m (10.1)

The relation between the mechanical speed of the shaft Ωm and the electrical speed depends on the
pole pairs of the machine:

𝜔m = pΩm (10.2)

The units of these two equations are given in rad/s. The slip s of the machine is defined as follows:

s =
𝜔s − 𝜔m

𝜔s

=
𝜔r

𝜔s

(10.3)

The previous relations also hold if represented in different units, for example, in Hz or rev/min. In
most applications, the stator windings are directly connected to the grid and thus, 𝜔s is constant. This
frequency is also known as the synchronous frequency. However, 𝜔r obviously depends on the shaft’s
electrical speed 𝜔m, which leads to three operating modes of the machine dependent on the speed:

wm < ws ⇒ wr > 0 ⇒ s > 0 ⇒ Subsynchronous operation

wm > ws ⇒ wr < 0 ⇒ s < 0 ⇒ Hypersynchronous operation

wm = ws ⇒ wr = 0 ⇒ s = 0 ⇒ Synchronous operation

Having reached this point, Figure 10.2 shows the equivalent steady-state circuit of a DFIM. It is an
idealized model in which only one phase of the stator and rotor is represented. Owing to the symmetry in
the machine, the other two phases are modeled as essentially equal. It has been assumed that the machine
is symmetrical and balanced in structure and that the magnetization is linear. As stated before, it is sup-
posed that the stator windings are supplied by three-phase voltages directly from the grid, while the rotor
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Figure 10.2 One-phase steady-state equivalent electric circuit of the DFIM

is also supplied by three-phase voltages but independent of the stator voltages. The most representative
electric magnitude and parameters of the model are as follows:

Electric magnitudes of the stator and rotor
(phasors):

V
s
: Supplied stator voltage

V ′
r
: Supplied rotor voltage

Is: Stator current
I′

r
: Rotor current

Es: Induced emf in the stator
E′rs: Induced emf in the rotor

Electric parameters of the stator and rotor:
Rs: Stator resistance (Ω)
R′r: Rotor resistance (Ω)
Lm: Mutual inductance (H)
Lσs: Stator leakage inductance (H)
L′σr: Rotor leakage inductance (H)
Ns,Nr: Stator, rotor windings, number of turns per

phase

The frequency of the stator circuit is 𝜔s, while the rotor frequency depends on the rotational speed, as
revealed by expression (10.1). The leakage impedances of the stator and rotor are calculated according
to the corresponding frequency of the stator and rotor. The relation between the stator and rotor turns per
phase is provided by the u coefficient:

u =
Ns

Nr

(10.4)

Some constructive variations can affect this coefficient, while the induced stator and rotor emfs are
related by

E′rs = s
Es

u
(10.5)

Note that the relation of the amplitudes depends on the slip (or rotational speed), whereas for the
particular case when u=1 and the machine is at a standstill (s=1), both the induced stator and rotor emfs
are equal.

In general, to facilitate the analysis, this circuit is modified to one that is a stator-reduced equivalent,
referring the rotor magnitudes and parameters to the stator by means of the following equivalences:

Rr = R′ru
2 Lσr = L′σru

2 Ir =
I′r
u

V
r
= V ′

r
u Ers = E′rsu (10.6)

The notation adopted denotes real rotor magnitudes and parameters with the prime superscript (′),
while the stator-reduced ones are without the prime superscript (′). This provides us with the equivalent
phase circuit of Figure 10.3.
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Figure 10.3 One-phase steady-state equivalent electric circuit of the DFIM with rotor parameters, current and volt-
ages reduced to the stator

For practical analysis, it is more convenient if both the stator and rotor circuits present the same fre-
quencies. Thus, the rotor circuit is “converted” to the stator frequency 𝜔s, simply by doing:

V
r
− sEs = (Rr + js𝜔sLσr)Ir ⇒

V
r

s
− Es =

(
Rr

s
+ j𝜔sLσr

)
Ir (10.7)

Therefore, the final equivalent circuit is obtained by referring the rotor to the stator, as shown in
Figure 10.4, where all magnitudes are of the same frequency.

The electric equations of this equivalent steady-state circuit, including the stator and rotor fluxes, are
summarized as follows:
Voltages:

V s
= RsIs + j𝜔sLσsIs + j𝜔sLm(Is + Ir) (10.8)

V
r

s
=

Rr

s
Ir + j𝜔sLσrIr + j𝜔sLm(Is + Ir) (10.9)

Fluxes:

Ψs = Lm(Is + Ir) + LσsIs = LsIs + LmIr (10.10)

Ψr = Lm(Is + Ir) + LσrIr = LmIs + LrIr (10.11)

where Ls = Lm + Lσs being the stator inductance and Lr = Lm + Lσs being the rotor inductance. From all
these electric equations, it is possible to derive the phasor diagram for any operating condition of the
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Figure 10.4 One-phase steady-state equivalent electric circuit of the DFIM referred to the stator
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Figure 10.5 Phasor diagram in generator mode at Qs > 0 of a multi-megawatt DFIM, (a) s > 0 and (b) s < 0 [1]

machine. Figure 10.5 illustrates an example of a multi-megawatt DFIM operating at subsynchronous
and hypersynchronous speeds.

10.1.2.2 Power Flows and Modes of Operation

The basic active power balance of the DFIM reveals that adopting a motor convention, the addition of
the stator active power Ps and the rotor active power Pr, is equal to the mechanical power in the shaft Pm

minus the cupper losses in the stator and rotor (Pcu_s = 3Rs|Is|2 and Pcu_r = 3Rr|Ir|2):

Ps + Pr = Pcu_s + Pcu_r + Pm (10.12)

Positive values of Ps and Pr are interpreted as the power absorbed by the machine, whereas a positive
value of Pm means mechanical power developed by the motor though the shaft. Therefore, the efficiency
of the machine particular to motor or generator operation can be calculated according to the following
formulae:

𝜂 =
Pm

Ps + Pr

if Pm > 0 𝜂 =
Ps + Pr

Pm

if Pm < 0 (10.13)

On the other hand, the active stator and rotor powers, together with the reactive powers, can be calcu-
lated by the following classic formulae:

Ps = 3Re{V
s
I∗s } Pr = 3Re{V

r
I∗

r
} (10.14)

Qs = 3Im{V
s
I∗s } Qr = 3Im{V

r
I∗r } (10.15)

Hence, by substituting the stator and rotor voltage equations (10.8)–(10.9) into the power expressions
(10.14)–(10.15), it is possible to develop power expressions showing their dependence on the machine’s
parameters, currents and slip:

Ps = 3Rs|Is|2 + 3𝜔sLmIm{IsI
∗
r } Pr = 3Rr|Ir|2 − 3s𝜔sLmIm{IsI

∗
r } (10.16)

Qs = 3𝜔sLs|Is|2 + 3𝜔sLmRe{IrI
∗
s } Qr = 3s𝜔sLr|Ir|2 + 3s𝜔sLmRe{IsI

∗
r } (10.17)

However, by definition, the electromagnetic torque developed in the shaft is equal to

Pmec = TemΩm = Tem

𝜔m

p
(10.18)

Thus, by substituting in this expression, equivalent equations of power (10.16) and a torque expression
that depends on the machine’s parameters and currents can be found:

Tem = 3pLmIm{I∗r Is} (10.19)
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Further equivalent torque expressions can be derived, if in last expression, fluxes are included according
to Equations 10.10 and 10.11:

Tem = 3p
Lm

Ls

Im{ΨsI
∗
r } = 3pIm{Ψ∗s Is} = 3pIm{ΨrI

∗
r }

= 3
Lm

Lr

pIm{Ψ∗
r Is} = 3

Lm

𝜎LrLs

pIm{Ψ∗
rΨs} (10.20)

where 𝜎 = 1 − Lm
2∕LsLr. Furthermore, by neglecting the cupper losses in the active power equations

(10.16), it is possible to develop some approximate power expressions, which can relate simply the power,
torque and speed of the machine. These simple expressions are summarized in Table 10.1 and they can
be useful in performing quick calculations. It must be highlighted that the relation between the stator
and rotor voltage is also presented there, which is approximated by neglecting the voltage drop in the
stator and rotor resistances and the leakage inductances of Equations (10.8) and (10.9). It is noticed that
in assuming a constant stator voltage V

s
owing to a direct grid connection, the necessary rotor voltage

amplitude depends mainly on the slip or speed.
Therefore, it is possible to distinguish four possible combinations of torque (positive or negative) and

speed (subsynchronism and hypersynchronism), which lead to the four quadrant modes of operation of
the DFIM [3], as illustrated in Figure 10.6. Note that only at hypersynchronism, when the slip is negative,
do both the stator and rotor active powers present an equivalent sign.

Table 10.1 List of simple and useful expressions

Ps + Pr ≅ Pm Pr ≅ −sPs Pm ≅ (1 − s)Ps|Vr| ≈ |sVs|
Pm = Tem

𝜔m
p

Ps ≅ Tem
𝜔s
p

Pr ≅ Tem
𝜔r
p

1: Motor, hypers2: Generator, hypers

3: Generator, subs 4: Motor, subs

Pm

Te

Pr

Ps

Pm

Tem

Pr

Ps

Pm

Tem

Pr

Ps

Pm

Tem

Pr

Ps

𝝎m

𝜔s

Ωm

Тem

Ωm

ΩmΩm

Figure 10.6 Four quadrant modes of operation of the DFIM attending to the active power
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10.1.2.3 Steady-State Representative Torque Curves

It is interesting to develop further the circuit of Figure 10.4, deriving the equivalent Thevenin circuit at
points XY, as illustrated in Figure 10.7. In this way, it is possible to calculate easily the rotor current and,
therefore, to obtain a compact expression for the steady-state electromagnetic torque.

Firstly, knowing that the mechanical power Pm can be obtained by calculating the power in elements
with slip dependence of the equivalent circuit, we have |V

r
| = 1−s

s
|Ir| cos(𝜙) + Rr

1−s

s
|Ir|2 and then divid-

ing by the speed provides the torque.

|Ir| =
|||(V

r
∕s
)
− (V

Th
)|||√

(RTh + Rr∕s)2 + 𝜔s
2(XTh + X

𝜎r)2

𝜙 = |V
r
− |Ir

⎫⎪⎪⎬⎪⎪⎭
⇒ Tem =

3p

s𝜔s

[Rr|Ir|2 − |V
r
||Ir| cos(𝜙)] (10.21)

Figure 10.8 illustrates the torque curves at different stator and rotor voltage relations. It can be seen that
when the rotor voltage is set to zero, the typical curve of the squirrel-cage induction machine is obtained.
By increasing the rotor voltage, the torque curves are shifted to the left or right depending on the phase
shift imposed between the stator and rotor voltages. For instance, note that at relation |Vr|/|Vs|= 0.025,
the torque is zero at slips ±0.025, while with phase shifts of 0 ∘ or 180 ∘ between the stator and rotor
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Figure 10.8 Torque curves versus slip at different rotor voltages
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voltages, symmetric torque curves are achieved [4]. At a given constant torque load (generating), the
steady-state operating points are obtained at the transitions of the Tem and Tload curves, also defining
the slip. Therefore, by changing the rotor voltage, the speed (slip) is set and variable slip is obtained.
Nevertheless, in general, the choice of the proper rotor voltage (amplitude and phase angle) is done by
the closed-loop control strategy, as described in subsequent sections.

10.1.3 Dynamic Modeling

10.1.3.1 𝜶𝜷 Model

In developing the dynamic 𝛼𝛽 model of the DFIM, space vector theory is applied to the basic electric
equations of the machine and again, as in the steady-state model that was considered, the machine is
assumed both ideal and linear. Figure 10.9 shows the three different rotating reference frames typically
utilized to develop space vector-based models of the DFIM. The stator reference frame (𝛼–𝛽) is a sta-
tionary reference frame, the rotor reference frame (DQ) rotates at 𝜔m and the synchronous reference
frame (dq) rotates at 𝜔s. Subscripts “s”, “r” and “a” are used to denote that one space vector is reference
to the stator, rotor and synchronous reference frames, respectively. By using direct and inverse rotational
transformation, a space vector can be represented in any of these frames [1].

Therefore, the three coils of the stator and rotor separately, by using space vector theory, can be rep-
resented by two stationary 𝛼𝛽 coils for the stator and two rotating coils DQ for the rotor, providing the
following voltage equations:

−→v s
s = Rs

−→
i

s

s +
d−→𝜓 s

s

dt
−→v r

r = Rr

−→
i

r

r +
d−→𝜓 r

r

dt
(10.22)

If both voltage equations are represented in stationary reference frame 𝛼𝛽, then the rotor equation must
be multiplied by ej𝜃m , which yields the following set of equations:

−→v s
s = Rs

−→
i

s

s +
d−→𝜓 s

s

dt
⇒

⎧⎪⎨⎪⎩
vαs = Rsiαs +

d𝜓αs

dt

vβs = Rsiβs +
d𝜓βs

dt

(10.23)
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dt
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(10.24)

In a similar way, it is possible to derive the stator and rotor flux expressions in space vector form in a
stationary reference frame:
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s

r ⇒

{
𝜓αs = Lsiαs + Lmiαs
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(10.25)
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{
𝜓αr = Lmiαr + Lriαr

𝜓βr = Lmiβs + Lriβr

(10.26)

Hence, from the set of equations derived, the 𝛼𝛽 equivalent circuit is developed as represented in
Figure 10.10. There is one equivalent circuit for each 𝛼𝛽 coordinate, in which all the voltage, current and
flux magnitudes are sinusoidal with a frequency of 𝜔s.

On the other hand, the active and reactive powers of the stator and rotor sides can be calculated accord-
ing to the following equations:

Ps =
3
2
(vαsiαs + vβsiβs) Pr =

3
2
(vαriαr + vβriβr) (10.27)

Qs =
3
2
(vβsiαs − vαsiβs) Qr =

3
2
(vβriαr − vαriβr) (10.28)

While the electromagnetic torque, created by the DFIM, can be calculated by the following equivalent
expressions:

Tem =
3
2

pIm{−→𝜓 r
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i
∗

r } =
3
2

p(𝜓βriαr − 𝜓αriβr) (10.29)
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where again 𝜎 = 1 − Lm
2∕Ls ⋅ Lr.

Thus, by rearranging expressions (10.23)–(10.26), we can develop several state-space representations
of the DFIM, which are useful, for instance, for simulation or analysis purposes. The following expression
shows one of them in which the state-space vector is composed of the stator and rotor fluxes:
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(10.31)

Therefore, by adding the mechanical motion equation that describes the rotor speed behavior:

Tem − Tload = J
dΩm

dt
(10.32)

With J, the inertia of the rotor and Tload, the load torque applied to the shaft, we have constituted a
model of the DFIM that can also be used for computer-based simulations.

10.1.3.2 dq model

The space vector model of the DFIM can be also represented in a synchronously rotating frame. For that
purpose, by multiplying the voltage expressions (10.22) by e−j𝜃s and e−j𝜃r , respectively, we obtain the dq
voltage equations:
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(10.33)
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(10.34)

Similarly, the fluxes yield:
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{
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(10.36)

Hence, from the above equations, the equivalent electric circuit in dq is obtained, as depicted in
Figure 10.11. However, this model representation with equivalent expressions of power and torque as
in the αβ model, as well as the computer-based simulation model, can be developed further.
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10.2 Vector Control of DFIM Using an AC/DC/AC Converter

10.2.1 Grid Connection Operation

This section describes the control of the DFIM. It is necessary to distinguish two different scenarios:
the grid connection operation and the stand-alone operation. Both configurations have some significant
control differences that will be described. However, only the rotor-side converter control is studied in this
section, assuming that the DC bus voltage of the AC/DC/AC converter is set by the grid-side converter
with any of the methods presented in Chapter 11.

10.2.1.1 Rotor Current Control Loops

Among the different alternative control methods that have been developed for the DFIM, only the vector
control technique is studied in this section, which is probably the most extended and established one.
For an easier understanding, the control is described in different steps: first, by studying the current
control loops. After that, some interesting steady-state analyses are developed before finally describing
the control at an unbalanced grid voltage.

In an equivalent way to the classic vector control techniques [3–5] of other different machines, the
vector control of the DFIM is performed in a synchronously rotating dq frame, in which the d-axis is
aligned, in this case, with the stator flux space vector, as illustrated in Figure 10.12 [1, 2]. Owing to this
alignment choice, it will be shown later that the direct rotor current is proportional to the stator reactive
power, and that the quadrature rotor current is proportional to the torque or active stator power. Therefore,
from the model of the DFIM in a synchronous reference frame, by substituting Equations (10.35) and
(10.36) into the rotor voltage equation (10.34), we obtain the rotor voltage as a function of the rotor
currents and stator flux (note that 𝜓qs = 0):

vdr = Rridr + 𝜎Lr
d
dt

idr − 𝜔r𝜎Lriqr +
Lm

Ls

d
dt
|−→𝜓 s|

vqr = Rriqr + 𝜎Lr
d
dt

iqr + 𝜔r𝜎Lridr + 𝜔r

Lm

Ls

|−→𝜓 s| (10.37)
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Figure 10.12 Synchronous rotating dq reference frame aligned with the stator flux space vector

From Equation (10.23), for instance, assuming that the voltage drop in the stator resistance is small,
the stator flux is constant because the stator is connected directly to the grid at constant AC voltage;
consequently, the term d|−→𝜓 s|∕dt is zero. These last two equations reveal that it is possible to perform dq
rotor currents control, simply by using a regulator for each current component, as shown in Figure 10.13.
Cross terms of Equation (10.37) can be included at the output of each regulator in order to assist the
regulator. Note that the stator flux and 𝜔r must be estimated for that purpose; however, this is simple and
does not add extra difficulties. For the reference frame transformation, the angle 𝜃r must be estimated. The
control must be performed in dq coordinates, but then the rotor voltage and currents must be transformed
into DQ coordinates. First, it is possible to obtain the angle of the stator voltage space vector, then subtract
90 ∘ from this estimated angle, and thus, obtain 𝜃s. A simple phase-locked loop (PLL) can be used to
perform the stator voltage grid synchronization, providing robustness to the estimation and a rejection
of small disturbances or harmonics. In subsequent sections, additional details are provided about how
the current references are generated. Note that if the DFIM employed presents a different turn’s ratio at
the stator and rotor, it must be considered at the control stage. In the control block diagram presented
in Figure 10.13, the current loops work with the rotor currents referred to the stator side, while the
conversion to rotor-referred quantities is performed at the measurement stage for the currents and before
the creation of the pulses for the converter for the voltages.
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Figure 10.14 Equivalent second-order system of closed-loop current control with PI regulators

However, Figure 10.14 shows that when choosing equal proportional-integral (PI) regulators for both
loops, employing compensation of the cross terms, and neglecting the effect of the voltage source con-
verter and the possible delays in computation or measurements, the equivalent closed-loop systems of
both current loops are equal to a second-order system with two poles and a zero that can be placed by
classic control theory choosing the appropriate gains of the PI regulators.

10.2.1.2 Power and Speed Control Loops

Once the current control loops and the flux angle calculation have been studied, the complete control
system can be introduced. As the d-axis of the reference frame is aligned with the stator flux space
vector, the torque expression in the dq frame can be simplified as follows:

Tem =
3
2

p
Lm

Ls

(𝜓qsidr − 𝜓dsiqr) ⇒ Tem = −
3
2

p
Lm

Ls

|−→𝜓 s|iqr ⇒ Tem = KTiqr (10.38)

This means that the q rotor current component is proportional to the torque, that is, with iqr it is possible
to control the torque and, consequently, the speed of the machine if the application requires it. In a similar
way, by developing the stator reactive power expression in the dq frame, we obtain a compact expression,
which reveals that idr is responsible of Qs.
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3
2
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3
2
𝜔s

Lm

Ls
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|||
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⎞⎟⎟⎠ ⇒ Qs = KQ

⎛⎜⎜⎝idr −
|||−→𝜓 s

|||
Lm

⎞⎟⎟⎠ (10.39)

Therefore, because of the orientation chosen, it can be seen that both rotor current components inde-
pendently allow us to control the torque and reactive stator power. In this way, based on these expressions,
Figure 10.15 illustrates the complete vector control of the DFIM. Maintaining the current loops studied
in previous sections (Figure 10.13), a speed loop and a stator reactive power loop has been added. The
necessity of the speed regulation depends on the application in which this machine is being used, and it
could happen that the DFIM simply imposes an electromagnetic torque Tem, while the speed of the shaft
is controlled by other elements.

However, with the Qs loop, it is possible to control the magnetizing of the machine. As discussed
before, because the stator of the machine is connected directly to the grid, the stator flux amplitude is
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constant and provided by the grid voltage: |−→𝜓 s| ≅ |−→v s|∕𝜔s, thus the stator flux equations reveal that

|−→𝜓 s| = 𝜓ds = Lsids + Lmidr 𝜓qs = 0 = Lsiqs + Lmiqr (10.40)

The stator flux level |−→𝜓 s| must be created by choosing ids and idr, distributing thus the required amount
of current between the rotor and the stator. Note that iqs and iqr are set by the torque and, therefore, there
is no possibility to choose; however, depending on the Qs set, it is possible to exchange bigger or lower
stator and rotor currents. As an example, in applications of wind energy generation, different Qs values
might be demanded depending on the requirements of the grid codes and therefore, in such a case, the
Qs reference would be set directly by the grid system operator.

On the other hand, as done with the current loops, Figure 10.16 shows the equivalent closed-loop
systems of the Qs and 𝜔m loops, assuming that the current loops have been tuned much faster than the
external loops and neglecting converter dynamics or measurement and computing delays. It can be seen
that the simplified closed-loop systems yield into a first- and second-order system that can be tuned by
choosing the appropriate gains of the PI regulators. Alternatively, if the application allows it, it is typical
to set the rotor idr current to zero (eliminating the Qs loop), minimizing the necessary rotor current and
saving the dimensioning of the rotor windings design and the rotor-side converter. Obviously, this is
achieved by the means of increasing the stator winding dimensioning.

Finally, Figure 10.17 shows the most representative magnitudes of a vector controlled DFIM, operating
at constant torque in motor mode at variable speed. The stator voltage is kept constant owing to the direct
grid connection, while the stator currents are also constant because Tem and Qs are maintained constant.
The speed ramp performed at the middle of the experiment provokes the variation of the rotor voltage
and currents, which yields a variation of the rotor active and reactive powers.

10.2.1.3 Steady-State Analysis

In previous sections, we have seen that the model of the DFIM expressed in the dq frame is useful for
developing the stator flux-oriented vector control strategy. In this section, the dq model of the DFIM is
exploited further in order to calculate the most interesting magnitudes of the machine at a steady state [3].
Hence, assuming that by means of the control the DFIM is going to be required to operate at demands,
namely Tem,𝜔m and Qs, the task consists of deducing the remaining electric magnitudes of the machine at
steady-state operation such as stator and rotor currents, powers and slip. This analysis can be useful, for
instance, for deducing the best magnetizing strategy in terms of efficiency and calculating the required
rotor current at a given operation point for dimensioning the power electronic converter.

Therefore, firstly, it is necessary to calculate the stator flux amplitude of the machine. By assuming a
steady state and a stator flux alignment with the d-axis, it is possible to obtain the following set of five
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Figure 10.17 Most representative magnitudes of a multi-megawatt DFIM at constant torque in motor operation and
variable speed

equations. From these five exact equations, it is easy to compute the stator flux:

vds = Rsids
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]

(10.41)
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Note that only the parameters of the machine, together with the stator voltage, torque and stator reactive
power, are needed. Thus, once the flux is obtained, the remaining magnitudes can be calculated from the
equations presented in previous sections. The procedure is detailed in Table 10.2.

In an alternative way, if instead of the Qs reference idr = 0 is imposed, minimizing the rotor current,
the steady-state computation procedure is slightly modified:

ids =
|||−→𝜓s

|||
Ls

, iqs = −
Lm
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iqr

vds = Rsids
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3
2

p
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RsTem
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(10.42)

Table 10.3 shows only the new required calculation steps, steps 4–10 of Table 10.2, are applied in the
same way.

10.2.1.4 Current and Voltage Constraints

This section calculates the maximum capability curves of the machine considering the physical voltage
and current limits that cannot be raised [4, 5]. Therefore, for the DFIM, the stator and rotor voltage and
currents must be at every operating point, be smaller or equal to the established limits, which means

V2
s_ max ≥ v2

ds + v2
qs V2

r_ max ≥ v2
dr + v2

qr
(10.43)

I2
s_ max ≥ i2

ds + i2
qs I2

r_ max ≥ i2
dr + i2

qr

Note that these limits can be established by the machine itself, by the converter, or by the grid connect-
ing conditions. As the stator of the machine is connected directly to the grid, we cannot modify the stator
voltage and, therefore, this variable is excluded from the analysis. For the rotor voltage, if we evaluate
expression (10.37) at a steady state, neglecting the rotor resistance voltage drop:

vdr = −𝜔r𝜎Lriqr

vqr = 𝜔r

(
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2

(10.44)

It is seen that the rotor voltage constraint is determined by circles in the plane idr, iqr, with radius

Vr_ max∕𝜔r𝜎Lr and centered at the point − Lm|−→𝜓s|
𝜎LrLs

. Note that depending on the operating point of the
machine, more specifically depending on 𝜔r the radius of the voltage constraint will change. In a simpler
way, considering the rotor current constraint, it is straightforward that it determines circles centered at
the origin of the plane and with radius Ir_ max. Finally, the for stator current constraints, it is necessary to
consider expression (10.35), which yields
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|||−→𝜓s

|||
Ls

−
Lm

Ls

idr

iqs = −
Lm

Ls

iqr

⎫⎪⎪⎬⎪⎪⎭
⇒ I2

s_ max ≥
⎛⎜⎜⎝
|||−→𝜓s

|||
Ls

−
Lm

Ls

idr

⎞⎟⎟⎠
2

+
(

Lm

Ls

iqr

)2

⇒

(
Is_ max

Ls

Lm

)2

≥
⎛⎜⎜⎝
|||−→𝜓s

|||
Lm

− idr

⎞⎟⎟⎠
2

+ (iqr)
2

(10.45)



Properties and Control of a Doubly Fed Induction Machine 287

Ta
bl

e
10

.2
Pr

oc
ed

ur
e

to
de

ri
ve

th
e

st
ea

dy
-s

ta
te

m
ag

ni
tu

de
s

w
ith

Q
s

re
fe

re
nc

e

G
iv

en
gr

id
vo

lt
ag

e:
𝜔

s
|−→ v s|

G
iv

en
op

er
at

in
g

po
in

t:
Q

s
𝜔

m
T

em

1.
St

at
or

flu
x

|−→ 𝜓 s|
=

√ −
B
±
√ B

2
−

4A
C

2A
C
=
[ 2 3

R
s

L
m

] 2[
( Q

s

𝜔
s

) 2 +
( T

em p

) 2]
B
=

4 3
R

sT
em
𝜔

s
−
|−→ v s|2

A
=
𝜔

2 s

2.
St

at
or

cu
rr

en
ts

i ds
=

Q
s

3 3
𝜔

s|−→ 𝜓|
i qs
=

T
em

3 2
p|−→ 𝜓 s

|
|−→ i s

|2 =
i2 ds
+

i2 qs
𝜃

i s
=

a
ta

n

( i qs i ds

)

3.
R

ot
or

cu
rr

en
ts

i dr
=

|−→ 𝜓 s|
−

L si
ds

L
m

i qr
=
−

L
s

L
m

i qs
|−→ i r

|2 =
i2 dr
+

i2 qr
𝜃

i s
=

a
ta

n

( i qs i ds

)

4.
St

at
or

vo
lt

ag
es

v ds
=

R
si

ds
v qs

=
R

si
qs
+
𝜔

s|−→ 𝜓 s
|

|−→ v s|2 =
v2 ds

+
v2 qs

𝜃
v s
=

a
ta

n

( v qs v ds

)
5.

Sl
ip

𝜔
r
=
𝜔

s
−
𝜔

m
s
=
𝜔

r∕
𝜔

s

6.
R

ot
or

vo
lt

ag
es

v dr
=

R
ri

dr
−
𝜔

r𝜎
L

ri
qr

v qr
=

R
ri

qr
+
𝜔

r𝜎
L

ri
dr
+
𝜔

r

L
m L
s
|−→ 𝜓 s|

|−→ v r|2 =
v2 dr
+

v2 qr
𝜃

v r
=

a
ta

n

( v qr v dr

)

7.
R

ot
or

flu
xe

s
𝜓

dr
=

L
m

i ds
+

L ri
dr

𝜓
qr
=

L
m

i qs
+

L
ri

qr
|−→ 𝜓 r|

2
=
𝜓

2 dr
+
𝜓

2 qr
𝜃
𝜓

r
=

a
ta

n

( 𝜓
qr

𝜓
dr

)

8.
A

ct
iv

e
po

w
er

s
P

m
=

T
em

𝜔
m p

P
s
=

3 2
(v

ds
i ds
+

v qs
i qs
)

P
r
=

3 2
(v

dr
i dr
+

v qr
i qr
)

9.
R

ea
ct

iv
e

po
w

er
s

Q
s
=

3 2
(v

qs
i ds
−

v ds
i qs
)

P
F

s
=

co
s(

a
ta

n(
Q

s∕
P

s)
)

Q
r
=

3 2
(v

qr
i dr
−

v dr
i qr
)

P
F

r
=

co
s(

a
ta

n(
Q

r∕
P

r))

10
.E

ffi
ci

en
cy

𝜂
=

P
m

P
s
+

P
r

if
P

m
>

0
𝜂
=

P
s
+

P
r

P
m

if
P

m
<

0



288 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

Table 10.3 Procedure to derive the steady-state magnitudes with idr = 0. Only the first three steps are shown, the
rest are the same as in Table 10.2

Given grid voltage: 𝜔s |vs| Given operating point: idr = 0 𝜔m Tem

1. Stator flux |−→𝜓 s| =
√
−B ±

√
B2 − 4AC
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C =

(
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3
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pLm

)2

B = 4
3

RsTem𝜔s

p
− |vs|2 A =

(
Rs

Ls

)2

+ 𝜔2
s

2. Rotor currents idr = 0 iqr =
Tem

− 3
2

p
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Ls
|−→𝜓 s|

|−→ir |2 = i2
dr
+ i2qr 𝜃is

= a tan
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iqs
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)

3. Stator currents idr =
|−→𝜓 s|
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iqs = −
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iqr |−→is |2 = i2ds + i2qs 𝜃is

= a tan

(
iqs
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)

This also determines circles with radius Is_ max
Ls

Lm
and centered at the point |−→𝜓 s|

Lm
. On the other hand,

by means of expressions (10.38) and (10.39), the torque is proportional to iqr, while the stator reactive
power is proportional to idr; this means that in the plane, both variables are determined by straight lines.
This fact is graphically shown, together with the limit circle curves in Figure 10.18. By studying these
curves, it is possible to determine whether the desired operating point of the machine is achievable.
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Figure 10.18 Voltage and current limit circles together with constant Qs and Tem constant lines (only Qs >0 and
Tem <0 shown)
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Figure 10.19 Two examples of operating points at low (1) and high (2) 𝜔r

Thus, Figure 10.19 shows two operational examples of a multi-megawatt DFIM in which the limits
of stator and rotor currents (referred to the stator) are equal. Regarding situation 1, we can say that as
the required operating point sets a small 𝜔r, the rotor voltage constraint is not limiting the operating
point. At this speed, the achievable torques and reactive powers are within the shaded area. It can be
seen that the maximum torque in generator mode is achieved at point A1. Point B1 shows one specific
possible operating point. If we want to modify Qs to more positive or more negative values, we need to
move through curves A1C1 and A1D1, respectively, decreasing the torque capacity in generator mode.
However, points C1 and D1 are the limits at which all the current is dedicated for reactive power, and
thus, no torque can be created.

In situation 2, we note that with the higher 𝜔r required, the rotor voltage constraint now has an effect.
At this speed, the achievable torques and reactive powers are within the shaded area (smaller than in the
previous case). The maximum torque in generator mode is achieved at point A2, which is smaller than
A1. Point B2 shows one specific possible operating point. As before, by moving through curves A2C2

and A2D2, respectively, we can achieve different values of Qs with the limits C2, which is equal to C1,
and D2, which is smaller than D1.

10.2.1.5 Operation under Unbalanced Grid Voltage

In some scenarios and applications, the DFIM can be obliged to operate under unbalanced grid volt-
age [1]. This could be in a permanent way, for instance, in weak grids where nonlinear loads produce
unbalances of grid voltage, or alternatively, for a limited period during grid faults, where the voltage
seen by the DFIM could be unbalanced. In all cases, the unbalanced voltage affects directly the opera-
tion of the DFIM, which, if no further action is taken, degrades its performance, for example, through
the appearance of torque oscillations and unbalanced exchange of stator currents.

In specialized literature, all possible voltage unbalances are classified, but Figure 10.20 only shows
an example of a voltage unbalance caused by a phase-to-phase fault in the network. The unbalanced
phenomenon can be studied by sequence decomposition, first enunciated by Fortescue. Thus, an unbal-
anced voltage implies the presence of a positive sequence and a negative sequence.

As demonstrated in the following, most problems caused by the unbalances can be overcome by intro-
ducing a precise amount of negative sequence in the rotor current references. In this way, the current
references are the addition of two sequences: one synchronized with the positive sequence of the grid volt-
age, and the other synchronized with the negative sequence. In order to guarantee that the two sequences
are well regulated, it is necessary to control each sequence independently. The original control loop is
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Figure 10.20 Unbalance caused by a dip type C phase-to-phase fault: (a) phasor diagram and (b) abc voltages

then substituted by two control loops: the first working in a positive rotating reference frame, and the
other one working in an inversely rotating frame. This control philosophy is named the dual-vector con-
trol technique. Figure 10.21 illustrates an example of dual-vector control for a DFIM. The rotor current
loops follow the same basics of classic vector control, as described in Figure 10.15.

Coupling terms are not included at control loops in this example, but could also be used (note that the
presence of the negative sequence would require then to be recalculated). The measured rotor current
must be split into its two sequences before being introduced to the current regulators. The sequence
decomposition and the dual-vector control itself require the estimation of the 𝜃r angle. In general, this
is calculated following the philosophy described in Figure 10.13, using the same PLL or, as preferred
by some authors, using a more sophisticated synchronization method that handles positive and negative
sequences of the stator voltage, synchronized with the positive sequence. The positive and negative rotor
current references must be calculated from the stator active and reactive power references, as is described
subsequently. Note that if the application requires it, the active power reference can come from the speed
control loop, while the reactive power in this example does not include a closed-loop control, as utilized,
for instance, in the control philosophy of Figure 10.15. The positive and negative rotor current references
normally can be generated in order to meet different objectives of minimization: stator power oscillations,
negative sequence of stator or rotor currents, rotor voltage and so on. In this section, only one of these
strategies is studied in detail; the minimization of the negative sequence of the stator currents, which is a
typical solution, adopted in DFIM-based wind turbines during voltage faults. Thus, in a general case, if
no special action is taken, unbalanced stator voltages and currents cause oscillations in the stator active
and reactive powers of double the grid frequency. The average powers are provided by the following
matrix expression:

{
Ps = Ps0 + Pscos cos

(
2𝜔st

)
+ Pssin sin(2𝜔st)

Qs = Qs0 + Qscos cos(2𝜔st) + Qssin sin(2𝜔st)

[
Ps0

Qs0

]
= 3

2

[
vds1 vqs1 vds2 vqs2

vqs1 −vds1 vqs2 −vds2

] ⎡⎢⎢⎢⎣
ids1

iqs1

ids2

iqs2

⎤⎥⎥⎥⎦
(10.46)

in which a zero negative sequence of stator current is desired. Thus, by inverting this matrix equation
and making ids2 and iqs2 zero, the stator positive currents are obtained. Once the stator currents are
obtained, then by using the DFIM model expression (10.25) that relates stator and rotor currents and
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by assuming that the stator flux is in quadrature with the stator voltage:

⎡⎢⎢⎢⎣
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iqr1
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iqr2

⎤⎥⎥⎥⎦
= 1
𝜔sLm
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−vds1
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⎤⎥⎥⎥⎦
−

Ls

Lm

⎡⎢⎢⎢⎣
ids1

iqs1

ids2

iqs2

⎤⎥⎥⎥⎦
(10.47)

Therefore, combining the last two expressions, the rotor current references, which achieve negative
sequence elimination of stator currents, are obtained:

⎡⎢⎢⎢⎣
idr1

iqr1

idr2

iqr2

⎤⎥⎥⎥⎦
= −2

3
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1
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ds1 + v2
qs1

⎡⎢⎢⎢⎣
vds1 vqs1

vqs1 −vds1

0 0
0 0

⎤⎥⎥⎥⎦
[
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Qs0

]
+ 1
𝜔sLm

⎡⎢⎢⎢⎣
vqs1

−vds1

−vqs2

vds2

⎤⎥⎥⎥⎦
(10.48)

Thus, this expression is directly substituted in the block “reference calculation” of the general dual-
control block diagram of Figure 10.21. In this, Ps0 and Qs0 are the stator active and reactive power refer-
ences Ps* and Qs*, which are at an average value and they oscillate as described by expression (10.49).
Note that for the current loops, as well as for the voltage references generation, sequence decomposition
must be performed. This task is graphically represented in Figure 10.22. When doing the decomposition
and using the rotational transformation, oscillations at double the frequency appear that must be removed
in order to obtain an acceptable performance of the loops. This can be achieved by using notch filters,
low-pass filters, or a digital signal cancelation (DSC) method.

10.2.2 Rotor Position Observers

A rotor current and a rotor voltage fed by the power electronics converter are determined in a coordinate
system rotating with a rotor, whereas the stator voltage and current are measured in stationary coordinates.
Thus, the variable waveforms have different frequencies. Independent of the selected frame used for the
control method realization, the variables should be transformed to the same coordinate system, and for
this reason, information regarding the rotor position angle is necessary. The rotor position sensor can be
replaced by the observer of rotor angular position. The most developed type of rotor position observer
for a doubly fed induction generator is a model reference adaptive system (MRAS), the general idea
of which is to compare one of the measured variables of the machine with the corresponding variable
calculated (estimated) based on the machine parameters and other measured variables. In this section,
some of already known rotor position MRAS observers will be described, and some modified structures
will be shown. A general scheme of the MRAS observer is shown in Figure 10.23.
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Figure 10.24 Rotor position MRAS observer based on the stator flux vectors synchronization

Different pairs of variables can be selected. In one of the first proposed MRAS observers for a DFIM, a
stator flux vector has been used as a variable for error calculation [6]. As a reference model, the stator flux
vector components 𝜓αs

ref, 𝜓βs
ref are calculated based on the integration of the stator voltage (according

to Equation 10.23), whereas the variable of the adaptive model is an estimate of the stator flux vector
components 𝜓αs

est, 𝜓βs
est, calculated according to Equation 10.25, where machine parameters are used.

Rotor current vector components in Equation 10.25 are represented in a stationary frame and in order
to calculate properly the stator flux, the rotor current vector is transformed from the coordinate system
rotated with rotor to the stationary coordinate system. Until the displacement between the reference and
estimated stator flux is no longer equal to zero, the output signal of the controller responsible for the
estimated rotor speed 𝜔m

est, will be modified and, consequently, a proper transformation angle 𝜃m
est will

be sought (Figure 10.24).
Finally, when the stator flux vectors are synchronized, the transformation angle obtained in the structure

is equal to the actual rotor position angle 𝜃m
est, such that it can be used further in the control algorithm,

replacing the measured value of 𝜃m from Figure 10.13 and the subsequent figures with control struc-
tures. The error 𝜀ψs of the PI controller indicates a displacement between a reference and estimated flux,
and it is calculated by a cross product of the vectors divided by the product of the vectors’ magnitudes
(Equation 10.49). Thus, the error 𝜀ψs is represented by a sine function of the angle between the estimated
and actual stator flux vectors.

𝜀ψs =
𝜓

ref
αs 𝜓

est
βs − 𝜓

ref
βs 𝜓

est
αs

|−→𝜓 ref
s ||−→𝜓 est

s | (10.49)

A rotor position MRAS observer based on the stator flux vector’s synchronization has a problem during
operation in the case of a grid-connected DFIG and magnetization only from the stator side. Therefore,
another structure based on the same concept has been proposed [6]. This method is based on the syn-
chronization of the measured and estimated rotor currents, and the synchronization error 𝜀ir is calculated
by Equation 10.50.

𝜀ir =
iest
αr iβr − iest

βr iαr

|−→i est

r ||−→i r| (10.50)



294 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

vds
vqs

Rs+jωsLs (jωsLm)  ̶1

ids
iqs

idr
est

iqr
est

idr
iqr

REG

DQ

abc

abc iαs
iβs

iDr
iQriabcr

REG

abc

iabcs abc
Ls Lm  ̶1

iαs
iβs

iαr
est

iβr
est

iαr
iβr iabcr

iabcs

(|ir
ref||ir

est|)  ̶1 (|ir
ref||ir

est|)  ̶1

(a) (b)

ψαs
ref

ψβs
ref

𝜃mest ωm
est ir 𝜃r

est
𝜃s

𝜃mest
ωm

est ir

e  ̶j𝜃s

e  ̶j𝜃r

αβαβ

αβ

͢͢͢͢ +

+

 ̶

 ̶

 ̶

Figure 10.25 Rotor position MRAS observers based on (a) the flux–current model and (b) the voltage–current
steady-state model of the doubly fed induction machine with a cross product used for error calculation

As the reference signal, estimated rotor current vector components i
𝛼r

est, i
𝛽r

est are used. The adaptive
model is represented by the measured rotor current vector components i

𝛼r, i
𝛽r transformed to the 𝛼𝛽

stationary frame by the angle 𝜃m
est calculated from the estimated rotor speed 𝜔m

est as an output signal of
PI synchronization controller (Figure 10.25a). The estimated rotor current components i

𝛼r
est and i

𝛽r
est are

calculated from the transformed Equation 10.25, whereas a stator flux is still calculated as an integration
of the stator voltage. The rotor position angle 𝜃m, as well as the slip angle 𝜃r, can be estimated without the
stator flux calculation. The method is based on the voltage–current equations of the machine, which are
achieved by substitution of the stator flux in Equation 10.33 by Equation 10.35 to achieve Equation 10.51.
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(10.51)

The derivatives of the stator and rotor current vector components are neglected in an observer structure,
because the synchronization process is much slower than the current changes in a dq frame, in which the
observer is implemented. A voltage–current-model-based observer is presented in Figure 10.25b.

The operation of both presented MRAS observers in normal conditions is very similar. The error of
the controller in both cases is represented by the sine function of the angle between the synchronized
vectors. During the start-up of the system, when the vectors rotate with different frequencies prior to
synchronization, this might mean that the error has an oscillating character until the system becomes
synchronized. A modification of the observers from Figure 10.25a and b is possible by the use of both
cross and dot products of the vectors. The structures of the modified observers are shown in Figure 10.26a
and b, respectively. The angle between the synchronized vectors is determined by the tan−1 function,
which in an extended form returns the angle in the range from –π to π. This causes the error of the
synchronizing controller to have still a periodic character, but considering that it is quite easy to find the
discontinuity of the error waveform, the monotonicity of the error function can be obtained. The new
error 𝜀lin is linear in the range from –π to π (in a first period) and saturated when the tan−1 function
overflows. It is possible to achieve full linearization of the 𝜀lin signal, but it is not necessary, especially
when using the 𝜀lin function presented in Figure 10.27, because the error can be brought to zero in every
period of the function and not just in the first period. This means, because the synchronization process is
faster, that it is not necessary to wait one or more periods for synchronization of the variables.



Properties and Control of a Doubly Fed Induction Machine 295

REG
Error 

linearization
irlin

iabcr

iabcs
Ls Lm  ̶1 iαr

est

iβr
est

iαs
iβs

iαr
iβr

(a)

𝜃mest ωm
est ir

abc

abc

αβ

αβ

ψαs
ref

ψβs
ref

+

 ̶

Error 
linearization

REG
irlin

vds
vqs

Rs+jωsLs (jωsLm)  ̶1

ids
iqs idr

est

iqr
est

idr
iqr

abc

abc

iαs
iβs

iDr
iQr

tan−1tan−1 iabcr

iabcs

(b)

𝜃r
est

𝜃s
𝜃mest

ωm
est ir

e  ̶j𝜃s

e  ̶j𝜃r

DQ

αβ +

+

 ̶

 ̶

Figure 10.26 Modified rotor position MRAS observers based on (a) the flux–current model and (b) the voltage–current steady-state model of the DFIM
with dot and cross products used for the error calculation



296 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

ir irlin

αabs

 ̶π

π

Figure 10.27 Method of elimination of periodic character of the controller error in a synchronization loop of the
MRAS observer

Simulation results of the synchronization process using both the flux–current and voltage–current
modified MRAS observers are shown in Figure 10.28. Figure 10.28a and b presents modified MRAS
observers without the method of error linearization, whereas Figure 10.28c and d presents observers
with error linearization. In both cases, with and without error linearization, there is not much difference
between the responses of the observers. However, the error linearization, according to Figure 10.27,
causes saturation of the error signal instead of its periodic shape and, consequently, it reduces significantly
the time of the synchronization process.

10.2.3 Stand-alone Operation

10.2.3.1 Model of Stand-alone DFIM

A basic electrical circuit of a stand-alone DFIM is shown in Figure 10.29. The stator voltage is no longer
set by the power network and results only on the operation of a back-to-back power converter. Con-
sidering that the rotor converter is responsible for the machine behavior, across a wider range than the
grid converter, the current-controlled rotor-side converter has to be equipped with an outer control loop
providing stability for the stator voltage. The main role of grid-side converter is the same as that in the
grid-connected power system, which is the maintenance of the DC voltage to the reference level. In addi-
tion to the adequate control, voltage quality is obtained by stator-connected filtering capacitors, which
compensate partially a reactive power of the machine or load. A separate issue of an autonomous gener-
ation unit is a four-wire system for the supply of single-phase loads. It can be obtained by the application
of a delta/star matching transformer between the stator and load (recommended in cases where the stator
voltage is higher than the voltage required by the load). Another way is by the application of a neutral
wire connected to the star-connected stator and four-wire grid-side converter, as is shown as an option
in Figure 10.29. The content of zero sequence components in a load current is typically not significant
in high-power systems, and its generation through the grid-side converter should be enough to obtain
satisfactory voltage quality. Moreover, the rotor-side converter cannot be in four-wire topology, because
the machines are normally not four-slip rings designed.

The electrical circuit of a DFIM in a dq frame is described by Equations 10.33–10.36, presented in
Section 10.1.3.2. The model of a three-wire stand-alone DFIM operating as a generator and equipped
with stator connected filtering capacitors Cf is completed by Equation 10.52. This equation describes a
stator circuit consisting of a filtering capacitor Cf and a load seen by the stator side. The stator current
is equals a sum of the current of the filtering capacitor and the current io of the load seen by the stator,
which is not the same as the physical load of the entire system. The stator load current io represents a
sum of the physical load current ild and the current of the grid-side converter ig, whose active component
is positive or negative dependent on the rotor slip.

A rotor current is an algebraic difference of the magnetizing current im and a stator current is

(Equation 10.53), whereas the magnetizing current depends on the stator voltage and magnetizing
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inductance (Equation 10.54).
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10.2.3.2 Stator Voltage Control

A stand-alone operation of a power source requires an outer control loop to obtain high quality of the
generated voltage. Considering that the power delivered by the stator is higher than the power delivered
by the grid-side converter, it is better to control the generated voltage by the rotor-side converter respon-
sible for excitation of the machine. Theoretically, it is possible to control the generated voltage by the
grid-side converter using the same control of the rotor-side converter as used for the grid-connected sys-
tem. However, it is very difficult to obtain a stable operation in the case where the fractional power grid
converter stabilizes the AC voltage and, simultaneously, operates as a rectifier during subsynchronous
rotor speed. A natural extension of the rotor current control structure for the rotor-side converter is an
implementation of the stator voltage controllers. In addition, it can be applied as an additional loop as
a feedforward of the stator current components ids, iqs and the term responsible for the reference of the
magnetizing current (Figure 10.30). Thus, the voltage controllers feed only a fractional part of the rotor
current reference signals idr

*, iqr
*. This means that the response of the control structure to the step change

of the supplied load is faster.
The three basic structures of the outer control loop with feedforward are shown in Figure 10.31. In the

first (Figure 10.31a), voltage controllers are implemented as in the typical structure used for a three-phase
inverter equipped with an LC filter. This means that the output signal from the d-axis controller of the
voltage vector is responsible for part of the reference rotor current d component signal, whereas the
q-axis controller of the voltage vector returns part of the q-axis rotor current vector signal. With this
control, the voltage vector components have visible oscillations (Figure 10.32a) because of coupling
terms between the stator voltage and the stator current dq vector components (Equation 10.52), which
are transferred to the couplings between the stator voltage and rotor current dq components because
there is strong relation between the stator and rotor currents (Equation 10.53). Figure 10.32b presents the
second structure of the voltage control, in which there is only one applied voltage controller responsible
for the control of the voltage vector magnitude, the actual value of which is calculated based on dq or
𝛼𝛽 components of a stator voltage vector. This control utilizes Equation 10.54, which stays true, when
the stator resistance and leakage inductance are neglected. The output signal is responsible for part of
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Figure 10.31 Three possible superior control structures of the stator voltage vector in a stand-alone DFIG

a reference d component of the rotor current in a frame oriented along the stator voltage vector. In the
case of stator flux orientation, both the output signal of the controller and the reference magnetizing
current signal should be added to the d-axis with a positive sign instead of the q-axis with negative sign.
Control of the stator voltage magnitude eliminates oscillation during step-loading transients, but does
not keep fixed the value of the voltage vector components, which vary depending on the load changes
(Figure 10.32b). A third structure (Figure 10.31c) can be used to maintain the dynamic response with
removed oscillations and simultaneous control of the stator voltage vector components. The results of
the operation of these structures under the same conditions are shown in Figure 10.32c.

Figure 10.32 presents the results of a simulation of a 2 MW DFIM-based power system for the three
different outer control loops shown in Figure 10.31. Simulations have been made under the same con-
ditions in all cases. A rotor speed is changed from 0.66𝜔s to 1.33𝜔s in a time from zero to 0.5 s for an
unloaded generator, and back from 1.33𝜔s to 0.66𝜔s in a time from 0.5 to 1 s for the generator loaded by
a rated stator load. Next, the speed change cycle is repeated in a time from 1 to 2 s, but the load cycle is
reversed, which means that from 1 to 1.5 s the stator of the machine is fully loaded, and from 1.5 to 2 s, it
operates without load. The presented methods of control can be used not only for permanent stand-alone
operation but also for synchronization of the power generation unit before connection to the grid [7].

During step unloading of the system at 1.5 s, when the entire load is disconnected, a significant voltage
peak can occur; therefore, the power system and load should be adequately protected. The overvoltage
is independent of the applied control and is caused by the energy stored in the machine’s leakage field,
which is released during step unloading. A simple and robust overvoltage protection can be configured
by using a three-phase diode rectifier connected to the filtering capacitors on the AC side and to the DC
link of a back-to-back converter on the DC side. Every voltage peak will be consumed by the DC link,
whereas during normal operation, the diodes will be blocked by the DC-link voltage, which normally is
higher than the rectified AC stator voltage.

10.2.3.3 Unbalanced Voltage Compensation

Stand-alone power systems rarely operate with a symmetrical load. Most of them are designed to be
able to supply a single-phase load, which implies an unbalance in the load current. Using a matching
transformer between the stator of the machine and the supplied load, the zero sequence component in a
load current can be eliminated, but the negative sequence component will still influence the generated
voltage. The negative sequence component in the stator voltage can be eliminated by adequate control
of a back-to-back converter. It is obvious that an unbalanced stator current produces torque pulsations,
and it is advisable to provide a negative sequence current through the grid-side converter. However,
owing to the reduced power of the electronics converter in relation to the rated power of the machine, a
grid-side converter might not be able to compensate fully a negative sequence, especially for significant
load asymmetry at a rotor speed close to the limited speed range. In such case, in addition to the negative
sequence current, a grid converter takes or delivers a high amount of slip power and might operate close
to saturation.
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Considering the above statements, it is necessary to introduce an adequate control method for both
the rotor-side and grid-side converters, in order to obtain a sharing of the negative sequence component
delivered by the DFIM system. Compensation of the negative sequence stator voltage by the rotor-side
converter is possible by the generation of an adequate component in the rotor current. Owing to machine
rotation, a stator-side unbalance influences the rotor current similarly in all three phases. A positive
sequence component of the rotor current is represented by the slip frequency, whereas a negative sequence
component of the rotor current is represented by a frequency equal to double synchronous minus slip
frequency. A rotor converter control structure, including the part used for the elimination of a stator
voltage negative sequence component, is presented in Figure 10.33.

A negative sequence component of the reference rotor current is partially obtained by the stator current
feedforward. The rest of the rotor current negative sequence is referenced by controllers of negative
sequence components of a stator voltage vector vds2, vqs2. The other part of the control, responsible for
the positive sequence, is taken from Figure 10.31c. Regarding an inner rotor current control loop, it is not
necessary to implement sequence decomposition and to separate the control of the positive and negative
sequences because, in an inner control loop, it is allowed a steady-state error. It is sufficient to eliminate a
steady-state error in an outer control loop, which is obtained by separate controllers of the stator voltage
positive and negative sequence components.

Figure 10.34 shows the results of the operation of an asymmetrically loaded stand-alone DFIM. Simu-
lation results have been made for the same conditions as those set for the symmetrically loaded generator.
An unbalanced load was built with the use of a Δ/Y transformer between the stator and load, wherein
two phases of Y are fully loaded and one phase is not loaded. Torque pulsations produced under these
conditions by the negative sequence components of the stator and rotor currents have a negative influence
on the mechanical system.

Torque pulsations can be reduced by introducing an adequate control of a grid-side converter. A variant
of the control method is shown in Figure 10.35. In addition to the positive sequence, a grid-side converter
provides a negative sequence component of the current and the reference for the negative sequence is
calculated by controllers of the stator current negative sequence components ids2, iqs2. This improves
the symmetry of the stator current and, consequently, reduces a negative sequence in the rotor current.
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The remaining part of the control, presented as a general block responsible for the grid converter current
control, is the same as that presented for the typical grid-connected three-phase power inverter.

10.2.3.4 Nonlinear Load Supply

Similar to the case of the asymmetrically loaded stand-alone DFIM, a nonlinear load might produce elec-
tromechanical torque pulsations; it depends on the method of harmonics compensation. If all load current
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harmonics are delivered only from grid-side converter, which operates partially as an inverter/rectifier
and partially as an active filter of the stator current, a load seen by the stator is linear and no torque pul-
sations occur. However, it might be necessary to compensate stator voltage harmonics by the rotor-side
converter, when a grid converter operates with a current saturation. It is possible to implement indepen-
dent controllers for each harmonic similar to the structure applied for the compensation of asymmetry.
It requires an extraction of the component responsible for the representation of each harmonic and the
transformation of this signal to the frame rotating with an angular speed corresponding to the controlled
frequency.

Another possibility to obtain adequate rotor current reference signals is to implement a load current
feedforward instead of the stator current feedforward, wherein a stator load current io (Figure 10.29) is
taken into consideration. Signals iod and ioq of the stator load current include information that is more pre-
cise regarding the compensation necessary for the harmonics content, even if it is not measured directly
but estimated. The estimation is based on the stator voltage and current measurements (Equation 10.52).
The stator load current components are represented in a dq rotating frame and the harmonics are rep-
resented by oscillating components; therefore, something more sophisticated than a PI controller has
to be used to obtain a reference rotor current, including harmonics content. A variant of the control
structure can be based on a resonant controller in which a few elements that operate in parallel to the
main PI controller are responsible for the regulation of selected harmonics [8]. In high-power systems,
the most important harmonics are the fifth negative sequence and seventh positive sequence, typical for
three-phase diode rectifiers and other three-phase loads. In a dq frame, both harmonics are represented
by the common signal with a frequency of 300 Hz and both can be controlled by a common resonant
controller designed for a 300 Hz resonant frequency. Part of the magnetizing current, uncompensated by
stator filtering capacitors, is fed as a reference in the q-axis of the rotor current vector, as is shown in
Figure 10.36.

Figure 10.37 presents the results of tests with the same conditions as those in Figures 10.32 and 10.34;
however, instead of the rotor position sensor, a rotor speed and position observer from Figure 10.26b has
been implemented.

A difference in relation to the grid connection mode is that the 𝜃s used in an estimator is replaced
by a reference angle obtained by integration of the reference synchronous speed 𝜔s
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state, a stator-side overvoltage might occur, such that in a real system, a rotor current should be limited
more than during normal operation in order to avoid the problem of overexcitation. An error of speed
estimation implies an error in the estimated rotor position, and therefore, visible voltage dips and sags
occur in the stator voltage waveform. However, it has to be noted that the acceleration and speed change
characteristics near the speed range limits, presented in Figure 10.37, will never occur in a real system,
even with an internal combustion engine used as the primary mover. For a nonlinear load, a three-phase
diode rectifier loaded by a resistive load representing 75% of the stator power (Rload = 0.5Ω) is applied,
and between the stator and rectifier an inductor of value equal to 0.1 mH is placed.

Figure 10.38 presents stator-phase voltage, load-phase current and three-phase rotor current waveforms
corresponding to Figure 10.37 registered in the period from 0.56 to 0.94 s, which is a period when the sys-
tem supplies a nonlinear load of power equal to 75% of the rated stator power. A control method does not
require the extraction of each separate harmonic and it is sufficient to compensate only the main harmon-
ics, while less significant harmonics are canceled by the use of the stator-connected filtering capacitors.
Similar to the case of the unbalanced load (Figure 10.35), adequate control of the grid-side converter can
be introduced, which partially operates as an active filter for the reduction of the stator current harmonics
and, therefore, for a reduction of the electromagnetic torque. This control might include selective com-
pensation of the harmonics based on the harmonics component extraction or it might be realized based
on the instantaneous values of the controlled variables.

10.3 DFIM-Based Wind Energy Conversion Systems

10.3.1 Wind Turbine Aerodynamic

This section analyzes the most important issues of DFIM-based pitch-regulated variable-speed wind
turbines. In this type of modern wind turbine, the energy from the wind is captured mechanically by
the blades, then it is converted to electric energy by the DFIM, and finally, this energy is delivered to
the electricity network [1]. The theory of momentum is used to study the behavior of the wind tur-
bine. Under certain ideal assumptions, the wind turbine can recover the power from wind given by
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the expression:

Pt =
1
2
𝜌πR2V3

wCp (10.55)

where 𝜌 is the air density, R is the radius of the blades of the wind turbine, Vw is the wind speed and Cp

is the power coefficient; a dimensionless parameter that expresses the effectiveness of the wind turbine
in the transformation of the kinetic energy of the wind into mechanical energy. For a given wind turbine,
this coefficient is a function of wind speed, the speed of rotation of the wind turbine Ωt and the pitch
angle 𝛽. Cp is often given as a function of the tip speed ratio 𝜆, which is defined by

Cp = f (𝜆, 𝛽) with 𝜆 =
RΩt

Vw

(10.56)

The theoretical maximum value of Cp is given by the Betz limit: Cp_theo_max = 0.593. Figure 10.39
shows graphically an example of Cp curves.
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10.3.2 Turbine Control Zones

Under the assumption of an ideal mechanical coupling and neglecting possible losses of the gearbox,
located between the turbine rotor and the DFIMs, the power generated by the wind turbine Pt is transmit-
ted completely to the shaft of the DFIM; thus, Pm = Pt. Therefore, by evaluating expressions (10.55)
and (10.56) for different wind speeds and different rotational speeds of the wind turbine (the pitch
is maintained constant to its optimal position 𝛽opt), the captured power from the wind can be repre-
sented in three-dimensional space, as illustrated in Figure 10.40a. This is a representative example of
a multi-megawatt wind turbine for which a specific radius R has been selected. It can be seen that at
each constant wind speed, the curve presents a maximum point of generated power at one specific rota-
tional speed. This property of wind turbines is exploited by means of the variable speed control, which
always tries to choose the appropriate rotational speed at any given wind speed, in order to capture the
maximum available power from the wind. However, in Figure 10.40a, the points at which the wind tur-
bine operates are also shown. It can be noted that it is not always possible to operate at the points of
maximum power of the curves. This is because of the restriction of the maximum Ωt_nom and minimum
Ωt_min rotational speeds of the wind turbine. Depending on the turbine’s design, the speed is limited by
efficiency and safety concerns. For most turbine designs, these speed limitations yield four zones of
operation relating to the rotational speed. Projections of Figure 10.40a into the three planes illustrated
in Figure 10.40b–d help to delineate these four operating zones (note that the gearbox relation holds:
NΩt = Ωm).
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ZONE 1: In this zone, the rotational speed is limited and maintained constant to its minimum value;
therefore, it is not possible to extract the maximum power from the wind. In this example of a wind
turbine, between wind speeds of 0.235 and 0.36 pu, the captured power is not maximum.

ZONE 2: In this zone, the rotational speed can be varied achieving the maximum point of the power
curves. Within this zone, generally, a maximum power point tracking (MPPT) strategy is carried out.
Therefore, between wind speeds of 0.36 and 0.73 pu, the rotational speed is modified, always seeking
the maximum of the power curves.

ZONE 3: This zone appears in some turbine designs when the maximum rotational speed is reached
but not that of the maximum generated power. For this turbine design, between wind speeds of 0.73 and
0.78 pu, the rotational speed must be maintained at the maximum value, although it is not possible to
capture the maximum power from the wind and, therefore, it is not operating at the maximum of the
power curves.

ZONE 4: This zone begins when the captured power is equal to that of the rated power, which for this
turbine example is at 0.78 pu wind speed. In this zone, the generated power and speed are maintained
constant at their maximum values by modifying the pitch angle. Thus, the blades are gradually pitched out
of the wind, because it is possible to maintain constant captured power, even if the wind speed increases.

It must be highlighted that it is possible to find in the literature slightly alternative representations of
the turbine control zones presented in this section.

10.3.3 Turbine Control

Having seen that the wind turbine can operate at four different zones according to the rotational speed,
this section presents the general control strategy of the wind turbine (Figure 10.41a). The DFIM is vector
controlled by the rotor-side converter, as described in Figure 10.15, for instance, but by omitting the speed
control loop and translating to the wind turbine control block (if necessary), as is discussed later [1]. Thus,
this new wind turbine control block generates the torque and pitch references in order to determine the
four zones of operation. The grid-side converter is also vector controlled and is responsible for evacuating
the generated power to the grid through the rotor of the machine and for controlling the DC bus voltage of
the back-to-back converter. Qs and Qg references are generated by the reactive power generation strategy,
assisting to the grid with the necessary reactive power, as demanded by the grid operator.

Figure 10.41b shows some possible wind turbine control block philosophies for each operating zone.
As can be noted, zones 1 and 3 present the same control structure. The speed is regulated as constant
with regard to the maximum or minimum value by means of the electromagnetic torque generated by
the DFIM. Generally, in this situation, the pitch angle is maintained constant. On the other hand, in
zone 4, the speed is also regulated as constant with regard to the maximum value, but in this case, by
actuating the pitch angle and keeping the electromagnetic torque constant. Finally, the MPPT of zone
2 can be performed according to different control philosophies. For instance, it is possible to use an
indirect speed control (ISC) by exploiting the fact that when the MPPT is achieved (operation at Cp_max),
the generated power follows a cubic relation to the speed as follows:

Vw =
RΩt

𝜆opt

⇒ Pt =
1
2
𝜌πR2

(
RΩt

𝜆opt

)3

Cp_ max ⇒

⎧⎪⎨⎪⎩
Pt = koptΩ3

t

kopt =
1
2
𝜌πR5

Cp_ max

𝜆
3
opt

(10.57)

The newest grid codes for variable-speed wind turbines also impose some additional requirements
related to grid support. On the one hand, the operator can demand a certain value of total reactive power
exchange Qtotal with the grid, within some predetermined limits. In general, this obliges an oversize of the
design of the converter and/or machine of the wind turbine, in order to distribute the total reactive power
demand between Qs and Qg and implement a special reactive power generation strategy, as depicted in
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Figure 10.41. On the other hand, the grid code can also impose the primary frequency control support of
the grid by maintaining a certain reserve of power in the wind turbine. This can be achieved by avoiding
the extraction of the maximum power from the wind, by working at speeds other than the optimum, or by
moving further from the optimum pitch angle. In this way, the wind turbine will contribute to the balance
of power generation in the grid, which is currently performed by conventional power plants. Finally, wind
turbines might also be required to provide an inertial response to frequency changes, as done naturally by
the synchronous generators of conventional power plants. Thus, as occurs with conventional generators,
wind turbines at normal operation store kinetic energy in the rotating blades. If nothing special is done,
this energy does not contribute to the inertia of the grid because the rotational speed is controlled by the
converter control. Hence, it is also possible to emulate an inertial response in the wind turbines by adding
the emulation block to the torque reference of the wind turbine [9], as shown in Figure 10.42. When a
variation in the frequency above certain limits is detected, the proportional-derivative control law imposes
a fast torque variation, which also varies the power delivered to the grid by the wind turbine. This is
achieved by changing the rotational speed of the blades and, therefore, altering the stored kinetic energy
of the wind turbine. This quick reaction, which is faster than the primary regulation of conventional
power plants, contributes to the avoidance of quick frequency changes owing to sudden changes in power
consumption, which can turn off power plants owing to the overshoot of the frequency deviation. Note
that when the rotational speed reaches a pre-established maximum or minimum limit, the wind turbine
is not able to contribute further to the inertial response and it will operate at a speed different from the
optimum, not extracting the maximum power from the wind. However, it has contributed with additional
power during the first critical seconds of the frequency variation. Then, in order to reach the optimum
speed again, the wind turbine will operate oppositely to the frequency primary regulation. Note that
a quick synchronization method, for instance, a PLL, is crucial in order to ensure quick and accurate
information on the frequency variation.

10.3.4 Typical Dimensioning of DFIM-Based Wind Turbines

In general, DFIM-based variable-speed wind turbines are designed with some typical common char-
acteristics. First, the number of pole pairs is typically two or three in order to achieve an efficient
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machine design. The rated voltage provided at the rotor by the converter is normally chosen as low
voltage, typically around 690V, in an effort to reduce the size, price and losses of the converter. Then,
the rated rotor voltage of the DFIM is chosen to be around three times larger than this voltage. This
arrangement is deduced from the equations provided by Table 10.1, indicating that the machine can
operate only under slips ±1/3, which means that the operating speed range can only be ±1/3 from syn-
chronism. For this reason, it is not possible to achieve speeds near zero with this reduction of converter
voltage; however, this is not really required by the application because the wind turbine can only provide
significant power above a certain minimum speed of rotation, as seen in the earlier section. The start-up
of the machine from zero speed is not possible in the conventional manner; however, this is not really
a big drawback and is normally solved without any extra complexity. In addition, this limitation of the
available slip brings one big advantage, that is, the power transmitted through the rotor and through the
converter is 1/3 of the stator power (Table 10.1). This means that the converter is not only reduced in
voltage but also reduced in power, leading to a very economical converter.

Regarding the stator voltage, it can be chosen as low voltage, similar to the converter voltage, that is,
around 690V, leading to a stator and rotor turn ratio of 1/3. For big multi-megawatt wind turbines, this
stator voltage ratio can lead to operation with stator currents that are too high, leading to nonefficient
machine designs. Thus, for the highest power scenarios, the manufacturers also tend to design medium
voltage stators, reducing the required stator currents and reducing the size of the grid connection trans-
former. However, another transformer of reduced power is also needed for the grid-side converter if this
solution is adopted. In this latter case, the stator and rotor turn ratios tend to be higher than 1. With regard
to the rotor currents, if they are too high for the converter in big power wind turbines, a possible tendency
is still to maintain the low-voltage converter, increasing the current capability by parallelizing convert-
ers, but not stepping up to the medium voltage. Finally, it must be highlighted that this reduced voltage
and power converter does not allow the handling of problematic situations caused by severe grid faults.
Therefore, as will be seen later, special hardware is normally incorporated to address this problem.

10.3.5 Steady-State Performance of the Wind Turbine Based on DFIM

Connecting the steady-state performance analysis of the DFIM described in Section 10.2 and the wind
turbine operation studied in the earlier section, this section presents the most representative electric mag-
nitudes of a multi-megawatt DFIM, operating in a pitch-regulated variable-speed wind turbine. Thus, the
control of the wind turbine will impose the Pm = f(Ωm) characteristic of Figure 10.30c. By considering
that the maximum rotational speed corresponds to a minimum slip of s=−0.2, this yields the input power
and torque curves as shown in Figure 10.43a. Thus, by evaluating the equations presented in Tables 10.2
and 10.3, it is possible to derive the steady-state behavior of the wind turbine at two different magne-
tizing levels, for instance, with Qs = 0 and with idr = 0. Figure 10.43 presents the obtained steady-state
results. It can be deduced that Tem and Pm are input to the shaft of the DFIM; therefore, both are the
same regardless of the magnetizing strategy used. Note that the wind turbine application produces the
highest torques and powers at the higher speeds (minimum slips). Similarly, Figure 10.43b shows how
the input power is distributed between the stator and the rotor, depending mainly on the slip. Stator and
rotor reactive powers are shown in Figure 10.43c and d.

By magnetizing the DFIM through the stator, it can be seen that this machine requires constant Qs =
0.25 pu. With regard to the stator and rotor current modules of Figure 10.43e and f, it can be seen that
they follow a very similar evolution to the input torque or power as shown in Figure 10.43a; higher input
torques demand higher current modules. It can also be noticed that magnetizing the machine through the
stator (idr = 0) requires higher stator currents and smaller rotor currents than magnetizing the machine
through the rotor (Qs = 0). Therefore, as seen in Figure 10.43h, for this specific machine, this implies bet-
ter efficiency by magnetizing through the stator. Finally, the required rotor voltage amplitude is depicted
in Figure 10.43g. Generally, it can be seen that the higher the slip in the module, the higher the required
rotor voltage amplitude is, being almost zero at synchronism (s ≅ 0). Neither magnetizing strategy
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produces a high difference of rotor voltage demand; however, for this specific example, the dimensioning
of the converter in terms of the voltage is established by the operating point at slip s = 0.4.

10.3.6 Analysis of DFIM-Based Wind Turbines during Voltage Dips

10.3.6.1 Understanding the Loss of Control during Grid Voltage Dip

Voltage dips are known as sudden drops of grid voltage, caused by contingencies or faults occurring
in the electricity grid. The study presented in this section focuses only on symmetric voltage dips and
does not address asymmetric dips. When a voltage dip is seen directly by the stator of the DFIM, it is
necessary to analyze the behavior of the stator flux in order to understand the difficulties derived from
the perturbation caused by the dip. Thus, combining expressions (10.23) and (10.26) and removing the
stator current, the following interesting expression is derived:

d−→𝜓 s
s

dt
= −→v s

s −
Rs

Ls

−→
𝜓

s
s + Rs

Lm

Ls

−→
i

s

r (10.58)

It can be noticed that when the sudden voltage dip occurs, the stator flux cannot evolve to its final
steady state as quickly as the stator voltage. Each phase of the stator flux evolves as the sum of a sinusoid
(permanent and is not extinguished) and an exponential (also known as natural flux) with time constant
Ls/Rs (which can be a few seconds). The term of the rotor current can make the flux decay more quickly
(with rotor currents in contra-phase to the stator flux), as illustrated in Figure 10.44. Note that the rotor
current is vector controlled by means of the rotor-side converter if control has not been lost.

On the other hand, it is useful to modify the equivalent electric circuit of the DFIM, as seen in Section
10.1.3, to a more compact equivalent circuit. For that purpose, from expressions (10.23)–(10.26), it is
possible to achieve the following equation, which leads to the circuit as shown in Figure 10.45a:
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It can be seen that the rotor current is established as a function of the stator and rotor voltages, the
stator flux (is also rotor current dependent), and the equivalent resistances and inductances. Therefore,
the space vector diagram at subsynchronous speed is as depicted as in Figure 10.45b. The sum of the
dominant terms −→v r

r and j𝜔m
−→
𝜓

r
s must match approximately with −→v r

s.
Thus, when the machine operates at some point at steady state and a sudden stator voltage dip occurs,

the sudden change in the stator voltage should be accompanied by a sudden rotor voltage change in order
to prevent a high increase in the rotor current. Note that because the stator flux decreases slowly (several
cycles depending on the machine), as seen in Figure 10.44, the required rotor voltage will be higher
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than at steady state, owing to the perturbation caused by the voltage dip. This is illustrated graphically
in Figure 10.46. After some cycles, the new steady state can be similar to that of the moment prior
to the dip, but with magnitudes of lower amplitude owing to the stator voltage decrease, which also
leads to a lower Tem and Qs. It should be noted that in order to not lose the control keeping the rotor
currents within safe limits (no high increase), it is necessary to have an exceptionally higher rotor voltage
amplitude, especially at the beginning of the voltage dip. The most unfavorable case would be when the
stator voltage dip is 100%, requiring that the rotor voltage must replace totally the stator voltage that has
disappeared. Unfortunately, as seen in earlier section, the typical dimensioning of the converter supplying
the rotor can only provide a maximum of approximately 1/3 of the stator voltage. Therefore, owing to a
rotor voltage limitation (converter limitation), these types of wind turbine cannot guarantee that during
severe voltage dips the rotor current will be maintained within its safe limits, without losing the control.
Generally, because of this voltage limitation, wind turbines based on DFIM incorporate an additional
crowbar protection that solves these problematic severe voltage dips. It must be highlighted that very
similar situations occur at hypersynchronous speeds and also with asymmetrical voltage dips. Therefore,
it can be concluded that after a severe voltage dip, during the time the stator flux evolves, there is typically
a short period when control is lost, which normally produces overcurrents at the stator and rotor of the
machine, until the flux reaches one level at which the available converter voltage can guarantee the control
of the machine. As said before, in order to protect the system against the overcurrents provoked by the
loss of control, a crowbar protection is activated that simultaneously accelerates the flux evolution, while
trying as quickly as possible, to recover control with the converter.
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Figure 10.47 (a) System equipped with three-phase DC crowbar protection and (b) one phase equivalent circuit of
the system when the crowbar is activated

10.3.6.2 Performance during Severe Grid Voltage Dips

As seen in the previous section, during significant voltage dips, the system needs a crowbar for protection
from the overcurrents and overvoltages caused by the loss of control during the dip. In DFIM-based wind
turbines, the crowbar is installed at the rotor terminals, as shown in Figure 10.47a, which prevents damage
to the rotor converter. It is activated when one anomalous situation is detected. The rotor current is then
diverted to the crowbar and the rotor converter is switched off. Figure 10.47b shows the equivalent circuit
of the system using the rotor model deduced in the earlier section. As can be seen, when the crowbar is
activated, the circuit becomes an impedance divider. In Figure 10.47a, the crowbar comprises a rectifier, a
controlled switch and a resistance. There are several alternative crowbar topologies to the crowbar shown
in this figure.

As demanded by the grid codes, in order to provide low voltage ride-through (LVRT) capability, the
wind turbine must remain connected during the voltage dip; therefore, the crowbar must be activated
and deactivated without disconnecting the DFIM from the grid. In this way, the sequence of events that
typically occurs during severe voltage dips can be summarized as follows:

1. The DFIM is generating power at steady state at one specific operating point.
2. When the voltage dip occurs, there are a few milliseconds (typically 0.5–5) until the wind turbine’s

control detects the dip. Thus, during this period the system cannot guarantee control and, in general,
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there is a high rise of currents through the rotor converter, which also provokes a DC bus voltage
increase. The dip is detected by supervising the following anomalies:
(a) overcurrent in the rotor,
(b) overvoltage in the DC link,
(c) grid voltage drop, detected by PLLs or synchronizing methods.

3. Once the dip has been detected, the crowbar is activated quickly, which demagnetizes the machine.
The rotor converter is inhibited, keeping it safe and ensuring that the entire rotor current circulates
through the crowbar. Depending on the machine’s design, the time during which the crowbar is active
can range for several cycles.

4. Once the flux has decayed and the available converter voltage can control the machine, the crowbar
is disconnected and the rotor converter in activated again. In general, because at this moment the flux
has not been totally damped, it is preferable to contribute to the total stabilization of the stator flux by
injecting demagnetizing rotor currents by control. At the same time, as demanded by the grid codes, it
is possible to provide progressively reactive power through the stator by increasing the corresponding
d rotor current component. This situation will last until the grid voltage is progressively recovered,
the fault is cleared, and normal operation is resumed.

This behavior is shown by means of a simulation-based example of a multi-megawatt wind turbine,
which is affected by an 80% symmetric voltage dip. The control philosophy applied to the wind tur-
bine is as studied in this chapter, that is, vector control, as shown in Figure 10.13. Hence, Figure 10.48
illustrates the most representative electric magnitudes of the DFIM during the dip. Once the dip occurs,
the rotor-side converter is inhibited owing to the quick overcurrent detected in the rotor. At the same
instant, the crowbar is activated, connecting the additional resistance path in the rotor and damping the
big energy fluctuation of the machine. During the first instants of the dip, large torque and peak stator and
rotor currents occur. After few milliseconds, the crowbar can be disconnected and at the same instant,
the rotor converter is activated, which injects demagnetizing currents through the rotor, at the same time
as injecting stator capacitive reactive power in ramp. Note that at approximately time instant 0.175 s, the
stator and rotor current is at rated value, but Qs is −0.2 owing to the voltage decrease in the grid. Finally,
it must be highlighted that the DC bus voltage normally suffers a transient because the grid-side converter
is also affected by the dip. If the connection time of the crowbar is low, this transient phenomenon could
be more significant.

In addition, it could happen that the voltage dip is not sufficiently deep to activate the crowbar. Under
that situation, the converter alone can control the system without the need of the crowbar protection.

The resistance of the crowbar Rcrow must be chosen carefully. In general, it can be selected by a
simulation-based analysis that attempts to find a compromise between the following aspects:

• If a very low value is chosen, the current during the dip will be very large. Thus, the crowbar elements
should be oversized and the electromagnetic torque will present a big peak.

• The rotor current can be reduced by using a higher resistance. However, if the resistance is too big, the
crowbar will not pull the rotor voltage low enough and the rotor current will circulate across the rotor
converter via its freewheeling diodes, even if it is inactive, increasing the DC bus voltage. Therefore,
it is very important that the resistance is sufficiently high that the diodes of the rotor converter do not
operate, thus allowing the entire rotor current to circulate through the crowbar resistance.

It must be highlighted that the activation time of the crowbar is another critical parameter of the
crowbar’s operation. Although the crowbar is connected, the machine is not fully controlled, and it is
impossible to generate the reactive power that most grid codes demand during voltage dips. On the other
hand, a premature disconnection, when the natural flux is still too high, might cause saturation of the
converter or the impossibility of controlling the machine, causing overcurrents in the rotor and DC bus
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Figure 10.48 Most representative magnitudes of a multi-megawatt DFIM-based wind turbine affected by a sym-
metric 0.8 depth voltage dip

overvoltages. The connection time is then a compromise between safety and fulfillment of grid codes.
Over the past years, the grid codes have toughened their requirements, demanding each year a quicker
injection of reactive current.
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11.1 Introduction
Indirect AC–DC–AC converters consist of two connected voltage source converters (VSCs) as presented
in Figure 11.1. The AC–DC–AC is a connection through a DC-link of two single-phase, three-phase,
or multiphase AC circuits with different voltage amplitude u, frequency f , or phase angle 𝜙. The major
application of AC–DC–AC converters is in adjustable speed drives. However, recently, these converters
have begun to play an increasingly important role in distributed power generation systems (DPGSs) and
sustainable AC and DC grids.

There are several possibilities for an AC–DC–AC converter configuration [1–21]. In this chapter,
only the most promising bidirectional topologies are presented and discussed. Recently, bidirectional
AC–DC–AC converters are available on the market for different voltage levels [1, 2].

Both parts of the converter (i.e., AC–DC and DC–AC) can be controlled independently. However, in
some cases, there is a need for improving the control accuracy and dynamics. Therefore, it is useful to
use an additional link between both control algorithms, which operates as an active power feedforward
(APFF). The APFF gives information about the active power on one side of the AC–DC–AC converter
to the other side directly, and consequently, the stability of the DC voltage is improved significantly.

11.1.1 Bidirectional AC–DC–AC Topologies

There are several configurations possible for three-phase to three-phase AC–DC–AC full-bridge con-
verters, which can connect two AC systems. The most popular is a two-level converter, as shown in
Figure 11.2(a), which is used mostly in low voltage and low-power or medium-power applications,
for example, adjustable speed drives. On the other hand, three-level diode-clamped converters (DCCs)
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Figure 11.1 AC–DC–AC indirect converter (a) general block scheme (b) photo of commercially available
AC–DC–AC converters manufactured by TWERD type: MFC810ACR, (c) photo of commercially available
AC–DC–AC converters manufactured by ABB type: PCS6000 [1, 2]

[11–12] and flying capacitor converters (FCCs) [4, 6, 7] (Figure 11.2(b and c)) are becoming increasingly
popular, but usually in the medium-voltage range for medium- and high-power applications [4], for
example, marine propulsion, renewable energy conversion, rolling mills and railway traction. There are
several advantages of multilevel converters, such as lower voltage stress of components, low current and
voltage, total harmonic distortion factor and reduced volume of input passive filters. The main differences
among the mentioned multilevel topologies are as follows [4]:

• DCC is the most popular topology and needs fewer capacitors. However, for higher voltage levels, it
requires serially connected clamping diodes, which increases the losses and switching losses. In addi-
tion, for higher voltage levels, the DC capacitor voltage balancing cannot be achieved with classical
modulations.

• FCC is less popular because it needs initialization of the FC voltage, and higher switching frequency is
required (greater than 1.2 kHz, whereas for high-power applications the switching frequency is usually
between 500 and 800 Hz) in high-power applications because of the FC limits, that is, capacitance
versus volume.

Another group of AC–DC–AC converters are simplified topologies obtained by reducing the num-
ber of power electronic switches [8–10]. These attempts were based on the idea of replacing one of the
semiconductor legs with a split capacitor bank and connecting a one-phase wire to its middle. In sim-
plified topology, the lower number of switching devices, compared with that of a classical three-phase
converter, corresponds to a reduced number of control channels and insulated-gate bipolar transistor
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Figure 11.2 Fully controlled three-phase/three-phase, transistor-based AC–DC–AC converter: (a) two-level
(2L-3/3), (b) three-level DCC (3L-DCC-3/3) and (c) three-level FCC (3L-FCC-3/3)
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Figure 11.3 Simplified AC–DC–AC converters: (a) two-level three-phase/one-phase (S2L-3/1) and (b) two-level
three-phase/three-phase (S2L-3/3)

(IGBT) driver circuits. Thus, connecting a three-phase AC system to a single-phase AC system is pos-
sible by using a single-standard three-leg integrated power module as the AC–DC–AC converter, as
shown in Figure 11.3(a).

The same concept can be used to simplify an AC–DC–AC converter by connecting one three-phase
system to another using only one additional leg, as is shown in Figure 11.3(b). Despite the advantages
of these solutions, there is a necessity to develop new modulation techniques and to keep the DC voltage
significantly high in order to maintain all nominal phase-to-phase converter voltages, which places higher
voltage stress on the converter semiconductor devices.

This problem can be solved by application of a three-level DCC. When this technology was emerging
in industry, not a single integrated power module product for three-level devices was available. Today,
manufacturers are selling easy-to-use integrated half-bridge power modules with clamping diodes. New
compact devices make it easier to improve the topology with a split capacitor in the DC-link. Thus,
the improved topology of a simplified AC–DC–AC converter is shown in Figure 11.4, for applications
of three-phase to single-phase, as well as for three-phase to three-phase systems. The first topology is
dedicated only to low-power applications, whereas the second is devoted to low- and medium-power
applications.

The simplified three-level DCC has several advantages compared with that of a simplified two-level
topology [13]: reduction of machine torque pulsations (mechanical stress in cases where generator/motor
application is decreased), additional zero vectors, and reduction in size of passive filters on the AC side.

11.1.2 Passive Components Design for an AC–DC–AC Converter

This section is devoted to the methods of passive components of an AC–DC–AC converter design.
Among them, there are input filters (L or LCL), DC-link capacitors, and flying capacitors (FCs), which
have a significant impact on the size, weight and final price of the AC–DC–AC converter.

11.1.3 DC-Link Capacitor Rating

In the literature, many design procedures [17–20] for DC-link capacitors are presented, where the min-
imum capacitance value is designed to limit the DC-link voltage ripple at a specified level. With the
assumption of a balanced three-phase system and of ideal power electronics switches, the DC capacitor
current can be expressed as:

CDC

dUDC

dt
= IDC − Iload ≈

C∑
k=A

ILkSk −
Pload

UDC

(11.1)
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Figure 11.4 Simplified DCC AC–DC–AC converters: (a) three-phase/one-phase (S3L-DCC 3/1) and (b) three-
phase/three-phase (S3L-DCC 3/3)

where CDC is the capacitance of a DC capacitor, UDC is the DC voltage, IDC is the DC current, Iload is
the load DC current, A, B, and C are letters of AC circuit phase, ILk and Sk are the AC circuit phase
instantaneous current and switching states at the appropriate phases, respectively, and Pload is the load
active power in DC. The selected approach of the calculation of the DC capacitors is focused on the
following constraints:

• The voltage ripple, because of the high-frequency components of the modulated DC currents of both
AC–DC and DC–AC converters, has to remain within desired limits,
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Figure 11.5 Value of the DC capacitor versus rated power up to 55 kW (Equation 11.4)

• The capacitor energy has to sustain the output power demand for a period equal to the time delay of
the DC voltage control loop.

The final constraint determines the capacitor value. By assuming that TUT is a time delay of the DC
voltage control loop, and that ΔPload_max is a variation of the maximal load power, the energy ΔWDC

exchanged by the DC capacitor can be estimated as:

ΔWDC = TUTΔPload_max (11.2)

Where TUT is the sum of small time constant. From this equation, the maximal DC voltage variation
during maximum power change is proportional to energy change:

ΔUDC_max =
ΔWDC

UDCCDC_min

(11.3)

where ΔUDC_max is the considered maximum DC voltage change within the transient load and CDC_min

is the minimum DC capacitance. Taking into account the maximal voltage variation ΔUDC_max and by
rearranging Equation 11.3, the minimal capacitance can be calculated as [20]:

CDC_min =
TUTΔPload_max

UDCΔUDC_max

(11.4)

The minimum DC capacitance value in an AC–DC–AC converter with respect to different nominal
powers is presented in Figure 11.5. Therefore, it can be assumed that for given nominal power, the DC
capacitance depends mainly on the switching pattern of the AC–DC converters and on the quality (accu-
racy and dynamics) of the applied control method for the AC–DC–AC converter, that is, for a shorter
sampling time Ts, the DC capacitance would be lower because the DC voltage regulation accuracy is
improved. However, it should be noted that the switching frequency is limited by the switching losses of
the power electronics devices applied in the AC–DC–AC converter.
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11.1.4 Flying Capacitor Rating

FC capacitance, assuming sinusoidal converter output voltages and currents, can be calculated as [21]:

CFC =
IRMS

ΔUCFC
fSw

(11.5)

where IRMS is the RMS phase current flowing through the FC, ΔUCFC
is the assumed maximum voltage

ripple across the FC and fSw is the frequency of changes of the switching states (charging and discharging)
applied to the FCC, which are used for FC balancing. It is important to note that fSw is not the same as the
switching frequency, because the frequency of changes of the switching states applied to FCC depends on
the type of modulation and, in the case of FC balancing, is typically a multiple of the switching frequency
by a factor 0.5, 1 or 2.

11.1.5 L and LCL Filter Rating

An AC–DC–AC converter is connected to the grid through an AC filter (e.g., L or LCL). The inductance
allows current control by the voltage drop on itself. In order to obtain better reduction of current ripples,
the LCL T-type filter has been introduced.

For the LCL filter to fulfill the grid codes, or recommended practices for example, IEEE 519-1992 [21,
22] a variety of optimization criteria exist, such as minimum costs, losses, volume, weight, or design.
However, it is a complex task because many parameters influence this process, for example, DC-link
voltage level, phase current, modulation method, modulation index, switching frequency, fundamental
frequency, and resonance frequency. Therefore, the design can be done using two different methods:

• simple trial-and-error method, which has to be supported by simulation to prove that the grid codes
are fulfilled (simulation has to take into account all elements of the system),

• complicated iterative, which calculates directly the filter parameters fulfilling the grid code; however,
detailed information is required regarding many parameters, for example, modulation method and
modulation index [24, 25].

A general algorithm of a simple trial-and-error filter design is presented in Figure 11.6. The starting
point for the design procedure is usually assumptions of the converter’s rated power, grid, and switching
frequencies. Those parameters allow the calculation of base values (base impedance ZB, capacitance CB

and inductance LB):

ZB =
U2

LL

SN

(11.6)

CB =
1

𝜔gZB

; LB =
ZB

𝜔g

(11.7)

where ULL is the line-to-line grid voltage and 𝜔g = 2πfg is the grid voltage pulsation.
The first step is the design of the filter inductance. This should be designed carefully because a large

inductance value may, by itself, attenuate higher frequencies and limit current ripples. On the other hand,
it brings many disadvantages, such as greater inductor size, a decrease in the converter’s dynamics and a
smaller range of operation. The operation range is limited through the maximum reachable voltage drop
across the inductance. It is dependent indirectly on the DC-link voltage. Thus, in order to achieve a large
current through the inductance, a high DC-link voltage level or low input inductance is needed.
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Figure 11.6 General design algorithm of low-pass LCL filter where L1 is the converter-side inductance, L2 is the
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The maximum total inductance of the input LCL filter may not be larger than [14]:

L1 + L2 <

√
U2

DC

3
− U2

m

𝜔gILm

(11.8)

where Um is the grid maximum voltage value and ILm is the grid current maximum value.
In addition, the total value of the LCL filter inductance should be lower than 5% of the base impedance

value, in order to limit the voltage drop during normal operation and to achieve excellent dynamics
and reasonable cost [14, 26]. Based on the IEEE 519-1992 limitations and the assumption that peak
ripples must not exceed 10% of the grid current, the converter-side inductance L1 can be calculated,
as shown in Figure 11.6 [14, 23]. Typically, the converter-side inductance L1 is larger than the grid-side
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inductance L2 in order to attenuate most of the current ripple. In this case, a split factor r, given by Liserre
et al. [26]:

r =
L2

L1

(11.9)

is set by the desirable ripple attenuation described as:

Ig(hsw)
Ip(hsw)

= 1|1 + r(1 − 4𝜋2)L1Cf 2
sw| (11.10)

where Ig(hsw) is the grid higher harmonics current and Ip(hsw) is the converter higher harmonics current.
In order to limit the harmonic currents absorbed by the filter, the capacitor is limited to 5% of the

reactive power absorbed at rated conditions (base capacitance) [26]. Therefore, the final capacitance of
the LCL filter (Y-connected) cannot be larger than as presented in Figure 11.6. In the case of just an L
filter, the value of the inductance can equal L1 + L2 = L.

Another constraint in the design process of the LCL filter is an obligation to maintain the resonance
frequency fres between 10 times the line frequency fL and one-half of the switching frequency fsw [14,
26]. These limits guarantee that there will be no resonance problems in both the lower and higher parts
of the harmonic spectrum. The actual resonance frequency of the LCL filter may be calculated as in
Figure 11.6.

11.1.6 Comparison

Table 11.1 presents a comparison of selected classical AC–DC–AC converter topologies: two-level
three-phase/three-phase converter (2L-3/3); three-level three-phase/three-phase DCC converter
(3L-DCC-3/3); three-level three-phase/three-phase FCC converter (3L-FCC-3/3), and simplified

Table 11.1 Comparison of selected AC–DC–AC converter topologies

I II III IV V VI VII

2L-3/3 12 0/1 8 ↔ 8 1 1
2
3
↔

2
3

3 × L ↔ 3 × L

S2L-3/3 8 0/2 4 ↔ 4
√

3
√

3
2
√

3
3

a

↔
2
√

3
3

a

2 ×
√

3La ↔ 2 ×
√

3La

S2L-3/1 6 0/2 4 ↔ 2
√

3
√

3
2
√

3
3

a

↔

√
3

2
2 ×

√
3La ↔

√
3L

3L-DCC-3/3 24 12/2 27 ↔ 27 1
1
2

1
3
↔

1
3

3 × L
3
↔ 3 × L

2

S3L-DCC 3/3 16 8/2 9 ↔ 9
√

3

√
3

2

√
3

3

a

↔

√
3

3
2 ×

√
3

2
La ↔ 2 ×

√
3

2
La

S3L-DCC 3/1 12 6/2 9 ↔ 3
√

3

√
3

2

√
3

3

a

↔

√
3

4
2 ×

√
3

2
La ↔

√
3

2
L

3L-FCC-3/3 24 0/7b 64 ↔ 64 1
1
2

1
3
↔

1
3

3 × L
2
↔ 3 × L

2

aSimplified converter only between transistors legs.
bIncluding one standard electrolytic capacitor in DC link and six floating capacitors designed for rapid discharging.
I, Total number of IGBT transistors; II, Number of independent diodes/number of capacitors; III, Total number of
converter states; IV, DC voltage level in p.u. in comparison to 2L-3/3; V, Blocking voltage for transistors in p.u.
in comparison to 2L-3/3; VI, Minimum voltage level step change; VII, total L filter inductance for all phases.
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topologies with reduced number of transistors: simplified AC–DC–AC two-level converter
three-phase/one-phase (S2L-3/1), and three-phase/three-phase (S2L-3/3); simplified DCC AC–DC–AC
converter three-phase/one-phase (S3L-DCC 3/1), and three-phase/three-phase (S3L-DCC 3/3).

11.2 Pulse-Width Modulation for AC–DC–AC Topologies
Pulse-width modulation (PWM) for AC–DC–AC converters can be divided into two groups, depending
on the single-phase or three-phase topology of the converter. The space vector modulation (SVM) tech-
niques for the different topologies of classical single-phase H-bridge AC–DC VSCs have been presented
in Chapter 23. In this section, only the SVM techniques for the following are presented:

• classical three-phase two-level converter
• classical three-phase three-level converters: DCC and FCC
• simplified single-phase and three-phase two-level converter
• simplified single-phase and three-phase three-level DCC

Modulation techniques for VSCs are responsible for the generation of average output voltage (rep-
resented by different widths of short voltage pulses) equal to reference voltage with proper balancing
of the additional DC voltage sources for multilevel converters. Depending on the VSC topologies and
switching frequency, numerous PWM techniques can be listed [27, 28]. Among them, two types of PWM
are used most often: carrier-based PWM (CB-PWM) and SVM. However, recent advances and the con-
stant development of digital signal processing systems (allowing high-precision digital implementation
of complex control algorithms) has meant that SVM has gained a superior position in research and indus-
try. The digital implementation of SVM is characterized by its simplicity. Furthermore, classical SVM
with symmetrical switching placement is equivalent to CB-PWM with an additional 1∕4 peak amplitude
triangular zero sequence signal (ZSS) of the third harmonic frequency [29].

SVM is based on a single- or three-phase circuit representation in a stationary rectangular coordinate
system using space vector (SV) theory. The reference SV Uref = U

𝛼
+ jU

𝛽
is described by its length and

its angle:

Uref =
√

u2
𝛼,ref + u2

𝛽,ref , 𝜑m = arctan
u
𝛼,ref

u
𝛽,ref

(11.11)

where u
𝛼,ref and u

𝛽,ref are the 𝛼 and 𝛽 components of Uref in a stationary rectangular coordinate system.
To calculate the duration of the VSC switching states, a value of the modulation index is indispensable,
which is proportional to the SV length with respect to the DC-link voltage. Usually, M is defined as:

M =
πUref

2UDC

(n − 1) (11.12)

where n denotes the number of VSC output phase voltage levels. The allowable length of vector Uref

for each 𝜑m angle in the linear operation range is given by Uref =
UDC√

3
. Therefore, the linear modulation

range of an n-level VSC is limited to:
M = 0.907(n − 1) (11.13)

which is the maximal converter linear range of operation [30].

11.2.1 Space Vector Modulation for Classical Three-Phase Two-Level
Converter

Table 11.2 presents all possible switching states for a single leg of a two-level VSC (see Figure 11.2(a),
generating output pole voltage uxp between the phase terminal ux and the DC-link “N” terminal UDC,N,
where x is the leg indicator.
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Table 11.2 Switching states for single leg of the two-level VSC

States Sx uxp = ux − UDC,N

0 OFF 0
1 ON UDC

Because the three-phase system is assumed symmetric, the Clarke transformation from natural abc
into a stationary 𝛼𝛽 coordinate system can be used. Figure 11.7(a) shows a graphical representation of
the SV 𝛼𝛽 voltage plane with possible output voltage vectors of the three-phase two-level converter. All
voltage vectors are described by three numbers, which correspond to the switching states in leg a, leg
b, and leg c, respectively. A three-phase two-level converter provides eight possible switching states,
comprising six active (100, 110, 010, 011, 001, and 101) and two zero switching states (000 and
111). The active vectors divide the plane into six sectors, where reference vector Uref is obtained by
switching on (for proper time) two adjacent vectors. It can be seen that vector Uref (see Figure 11.7(b))
can be implemented by the different ON/OFF switch sequences of V1 and V2, and that zero vectors V0

and V7 decrease the modulation index.
Reference vector Uref , used to solve equations that describe times T1, T2, T0, and T7, is sampled

with fixed sampling frequency fS = 1∕TS. Digital implementation is described with the help of a simple
trigonometric relationship for the first sector 11.14:

T1 =
2
√

3
π

MTS sin
(
𝜋

3
− 𝜑m

)
, T2 =

2
√

3
π

MTS sin𝜑m (11.14)

and is recalculated for the following sectors (from 2 to 6). After the T1 and T2 calculation, the residual
sampling time is reserved for zero vectors V0 and V7 with condition T1 + T2 < TS. Equation (11.14)
is identical for all variants of SVM. The only difference is in the different placement of zero vectors
V0(0 0 0) and V7(1 1 1). This gives different equations defining T0 and T7 for each method, but the
total duration time of the zero vectors must fulfill the following conditions:

TS − T1 − T2 = T0 + T7 (11.15)

The most popular SVM method is modulation with symmetrical zero states’ space vector PWM
(SVPWM) where:

T0 = T7 =
TS − T1 − T2

2
(11.16)

Figure 11.8 shows gate pulses for and the correlation between time TON, TOFF, and the duration of
vectors V1, V2, V0, and V7. For the first sector, commutation delay can be computed as:

Ta,ON =
T0

2
, Ta,OFF =

T0

2
+ T1 + T2

Tb,ON =
T0

2
+ T1, Tb,OFF =

T0

2
+ T2

Tc,ON =
T0

2
+ T1 + T2, Tc,OFF =

T0

2
(11.17)

For classical SVM, times T1, T2, and T0 are computed for one sector only. Commutation delay for the
other sectors can be calculated with the help of a matrix:

⎡⎢⎢⎣
Ta,ON

Tb,ON

Tc,ON

⎤⎥⎥⎦ =
⎡⎢⎢⎢⎣
Sector 1
1 0 0
1 1 0
1 1 1

|||||||||

Sector 2
1 0 1
1 1 0
1 1 1

|||||||||

Sector 3
1 1 1
1 0 0
1 1 0

|||||||||

Sector 4
1 1 1
1 0 1
1 0 0

|||||||||

Sector 5
1 1 0
1 1 1
1 0 0

|||||||||

Sector 6
1 0 0
1 1 1
1 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎣
0.5T0

T1

T2

⎤⎥⎥⎦ (11.18)
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Figure 11.7 Space vector representation of three-phase two-level converter: (a) the 𝛼𝛽 voltage plane and (b) sector
1 with representation of Uref
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Figure 11.8 Vector placement in sampling time for three-phase SVM (SVPWM, T0 = T7) in sector 1

Table 11.3 Switching states for single leg of the three-level
DCC

States S1x S2x uxp = ux − UDC,N

0 OFF OFF 0

1 OFF ON UDC
2

2 ON ON UDC

Table 11.4 Switching states for single leg of the three-level FCC

States S1x S2x uxp = ux − UDC,N

0 OFF OFF 0
1 A ON OFF UDC − UFCx

B OFF ON UFCx
2 ON ON UDC

11.2.2 Space Vector Modulation for Classical Three-Phase Three-Level
Converter

Tables 11.3 and 11.4 present all possible switching states for the single leg of a three-level DCC and FCC
(see Figure 11.2(b and c)), respectively, generating output pole voltage uxp between the phase terminal
ux and the DC-link “N” terminal UDC,N, where x is the leg indicator.

Figure 11.9 shows a graphical representation of the SV 𝛼𝛽 voltage plane with possible output voltage
vectors of the three-phase three-level converter, which is constructed from the main switching states: 0,
1, and 2.
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Figure 11.9 The 𝛼𝛽 voltage plane for three-phase three-level converter

For the three-phase three-level VSC, the 27 voltage vectors can be specified as follows: three zero
vectors (000, 111, and 222); 12 internal small-amplitude vectors (100, 211, 110, 221, 010, 121,
011, 122, 001, 112, 101, and 212); six middle medium-amplitude vectors (210, 120, 021, 012,
102, and 201); six external large-amplitude vectors (200, 220, 020, 022, 002, and 202).

The external vectors divide the vector plane into six sectors (see Figure 11.9), which is similar to the
two-level VSC. However, for the three-level VSC, each sector is divided into four triangular regions.
Figure 11.10(a and b) shows that the first sector is divided into four regions with all possible switching
states for the DCC and the FCC topologies, respectively. As FCC switching state 1 can be divided into two
redundant switching states: A and B (see Table 11.4, highlighted in Figure 11.10(b)), for this topology,
the number of possible switching states increases to 64.

Conventional SVM for multilevel VSC is based on the assumption that for the generation of reference
vector Uref all possible nearest vectors, including their redundant states, are used (V1, V2, and V4 in the
first; V2, V4, and V5 in the second; V2, V3, and V5 in the third; and finally, V0, V4 , and V5 in the fourth
region) with symmetrical placement of the zero and internal vectors.

The calculation of the region number of the location of the reference vector Uref and switching times
is based on two additional factors called the small modulation indices (m1, m2). Index m1 and m2 are the
projection of the reference vector on the sector sides, limited by the external vectors (see Figure 11.10).
According to the trigonometric dependence, the small modulation indices are calculated as follows:

m1 = M

(
cos𝜑 −

sin𝜑m√
3

)
, m2 = 2M

sin𝜑m√
3

(11.20)

In each sector, calculations are carried out to achieve vector switching times that are the same and
where the difference is only in the power switch selection for the gating signal. Thus, the reference vector
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Figure 11.10 First sector with all possible switching states for (a) DCC and (b) FCC topologies
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Table 11.5 Calculation of region number and switching times

Conditions Region Switching times

m1 > 1 First T1 = (m1 − 1)TS, T2 = m2TS, T4 = (2 − m1 − m2)TS,T0 = T3 = T5 = 0
m1 ≤ 1, m2 ≤ 1, m1 + m2 > 1 Second T2 = (m1 + m2 − 1)TS, T3 = (m2 − 1)TS, T5 = (1 − m1)TS,

T0 = T1 = T3 = 0
m2 > 1 Third T2 = m1TS, T3 = (m2 − 1)TS, T5 = (2 − m1 − m2)TS, T0 = T1 = T4 = 0
m1 ≤ 1, m2 ≤ 1, m1 + m2 ≤ 1 Fourth T4 = m1TS, T5 = m2TS, T0 = (1 − m1 − m2)TS, T1 = T2 = T3 = 0

is normalized to the first sector and after evaluation of the vector switching times, a proper transistor
switching sequence is created for the reference position. Table 11.5 presents the calculation of the region
number and switching times with respect to m1 and m2.

11.3 DC-Link Capacitors Voltage Balancing in Diode-Clamped
Converter

Proper operation of the DCC requires that the voltage on each DC-link capacitor is stabilized on 1∕2UDC.
Unbalance in the DC-link gives inequality of redundant-internal vectors and distortions in middle vectors.
In such cases, the generated voltage is different from the reference. In the DCC, the balancing of the
DC-link capacitors depends on the switching states in all phases. When the phase is clamped to the
neutral point of the DC-link (e.g., switching state 1 is chosen), it introduces additional current flowing
from or to the neutral point. Consequently, inequalities occur in the charging and discharging of the
DC-link capacitors. Other sources of imbalance in the capacitor voltages are asymmetries in the system:

• propagation of nonlinear IGBT gate signals (e.g., different IGBT ON/OFF times),
• equivalent series and parallel resistance of DC-link capacitors,
• differences in electrical parameters, such as each leg semiconductor devices and connection points.

It can be observed that selection of redundant-internal small-amplitude vectors always causes clamping
of one or two phases to the neutral point of the DC-link. For example, when internal small-amplitude
vector V4 (redundant switching states 100 and 211) is chosen, this means that phase a is clamped to
the neutral point of the DC-link for T4∕2, and for the same time, phases a, b and c are clamped to the
neutral point of the DC-link. Therefore, an additional controller (proportional or proportional-integral
(PI)) can be introduced, which depending on the imbalance in the capacitors voltages will change the
time division between the redundant-internal small-amplitude vectors. In this simple way, the balancing
of the capacitor voltages will be ensured without increasing losses.

For proper balancing of DC-link voltages based on the additional controller, the information on the
difference between the capacitor voltages is insufficient [31, 32]. The second factor needed is the energy
flow direction. The energy flow direction decides whether a selected redundant-internal small-amplitude
vector will charge or discharge one of the DC-link capacitors. Therefore, the sign of the energy flow
direction k should be used to determine the sign of the additional controller input error between the
DC-link capacitor voltages. If we assume that internal small-amplitude vector V4 is used to balance the
DC-link voltages with a proportional controller, the ratio of T4 charging time division of CDC1 (T4−DC1)
and CDC2 (T4−DC2) is inversely proportional to the ratio of UDC1 and UDC2 voltages with the sign of the
energy flow direction k:

T4−DC1 =
UDC −

1+k

2
UDC1 −

1−k

2
UDC2

UDC

TS,T4−DC2 =
UDC −

1+k

2
UDC2 −

1−k

2
UDC1

UDC

TS (11.21)



AC–DC–AC Converters for Distributed Power Generation Systems 335

where T4 = T4−DC1 + T4−DC2. Because of the sampling period, both of the DC-link capacitors during the
calculated time T4 will be charged or discharged. In the case of a PI controller in the aforementioned
example, the ratio of T4 charging time division will be the controller output signal.

Determination of the energy flow direction k in the case of machine-side VSC (MC) can be done by the
determination of one of the following quantities [33]: instantaneous active power pMC, electromagnetic
torque me, torque angle 𝜎, or current vector to voltage vector angle 𝜃MC. Choosing the appropriate quantity
to use in the modulation algorithm depends on the purpose of the converter and the availability in the
control. The active power consumed/produced by the MC can be estimated simply from the reference
converter voltages Uxc and Uyc (reconstructed from switching states) and the actual stator currents ISx, ISy:

pMC =
3
2
(ISxUxc + ISyUyc) (11.22)

The sign of the power will define the operating mode of the converter: inverter or rectifier, that is,
whether the energy is flowing from the capacitors to the motor, or vice versa. A similar procedure of
calculation is used for electromagnetic torque me, which is the result of the vector product of stator flux
ΨS and the stator current y component ISy:

me = pb

ms

2
ΨSISy (11.23)

where pb is the number of pole pairs and me is the number of phases. In this case, the sign of the torque
multiplied by mechanical speedΩm shows the direction of energy flow. In the case of the torque angle 𝜎,
no additional calculation is needed; only the sign of the 𝜎 is important. Therefore, current transformation
to the dq stator flux rotating frame and the sign of Id current determines the direction of energy flow.
Table 11.6 presents the final determination of the direction of energy flow in MC.

The determination of energy flow direction k in grid-side VSC (GC) is similar and can be done by
determination of one of the following quantities [33]: instantaneous active power pGC, instantaneous
active current Id, or current vector to voltage vector angle 𝜃GC. The active power consumed/produced by
the grid-side converter can be estimated simply from the reference converter voltages U

𝛼c and U
𝛽c and

the actual line currents:
pGC =

3
2
(I
𝛼
U
𝛼c + I

𝛽
U
𝛽c) (11.24)

Table 11.7 presents the final determination of the direction of energy flow in the line-side converter.

Table 11.6 Determination of direction of energy flow in MC

Parameter Inverter (motoring) mode (k = 1) Rectifier (regenerating) mode (k = −1)

pMC pMC > 0 pMC < 0
me,Ωm meΩm > 0 meΩm < 0
𝜎 (Id) 𝜎 > 0 (Id > 0) 𝜎 < 0 (Id < 0)

𝜃MC 𝜃MC <
π
2

𝜃MC >
π
2

Table 11.7 Determination of direction of energy flow in GC

Parameter Rectifier mode (k = 1) Inverter mode (k = −1)

pGC pGC > 0 pGC < 0
Id Id > 0 Id < 0

𝜃GC 𝜃GC <
π
2

𝜃GC >
π
2
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Figure 11.11 Switching sequence for DCC reference vector lying in (a) first, (b) second, (c) third, and (d) fourth
regions in sector 1

Figure 11.11 presents examples of switching sequences for the DCC in sector 1, assuming that the
ratio of the time division of the internal small-amplitude vector is 1∕2.

11.3.1.1 Flying Capacitors Voltage Balancing in Flying Capacitor Converter

Proper operation of the FCC requires that the FC voltage UFCx should be half that of the DC-link voltage.
With this condition, switching state 1 can be divided into two redundant states: 1A and 1B (highlighted
in Table 11.4, Figure 11.10(b)), which generate the same output voltage UFCx = UDC∕2. As the output
voltage does not depend on the type of selected state, either 1A or 1B can be used for independent control
of UFCx. However, to decrease the number of commutations, only one state for each phase is chosen in the
sampling period. For proper FC voltage balancing, only information about the sign of the phase current
flowing through the FC is needed. Table 11.8 shows the selection between redundant states 1A or 1B
based on the sign of phase current ix.

Figures 11.12 and 11.13 present the switching sequence in all regions in sector 1 for different switching
states 1A or 1B for all phases, respectively. When the selected redundant state 1A or 1B is changed, the
next modulation period can contain additional switching between sampling periods: two in the second
and four in the first, third, and fourth regions. These additional switching can damage the converter; all
switches are changing their state, which can generate overvoltage. To eliminate this phenomenon and to
provide better switching distribution between particular switches, a modification of the switching pattern
should be introduced [6] (see Figure 11.14).
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Table 11.8 Selection of redundant switching state for FC voltage balancing

Conditions ix > 0 ix < 0

UFCx <
UDC

2
1B 1A

UFCx >
UDC

2
1A 1B

(a) (b)

(c) (d)
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Figure 11.12 Switching sequence for FCC reference vector lying in (a) first, (b) second, (c) third, and (d) fourth
regions in sector 1 for 1A state selection in each phase

11.3.2 Pulse-Width Modulation for Simplified AC–DC–AC Topologies

Modulation for simplified AC–DC–AC converters is also realized separately for the DC–AC and
AC–DC stages. It can be considered in this case as a single-phase modulation for the DC–AC part, as
shown in Figures 11.3(a) and 11.4(a), or as three-phase modulation for the DC–AC or AC–DC parts,
as shown in Figures 11.3(b) and 11.4(b).

Single-phase modulation for two-level DC–AC converters is simple and is described by Equation (11).
Slightly more complicated is the modulation for a single-phase three-level DC–AC converter [13] shown
in Figure 11.4(b), because an additional zero state is included (Figure 11.15).

T1 =
0.5UDC + U

ref

UDC

TS

T0 = TS − T1

(11.25)
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Figure 11.14 Modification of switching pattern in FCC

It can be utilized using a universal concept of time-domain duty-cycle computation technique (11.26)
for single-phase multilevel converters, described as a one-dimensional modulation (1DM) technique and
presented in Ref. [34].

T2 =
|U

ref
|

0.5 UDC

TS; T1 = TS − T2; Re(U
ref
) ≥ 0

T0 =
|U

ref
|

0.5 UDC

TS; T1 = TS − T0; Re(U
ref
) < 0 (11.26)
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Modulation for a simplified three-phase converter requires a different approach than a classical
topology, because only two reference signals in the abc coordinate system are needed to obtain a
balanced three-phase voltage output, which implies that a higher voltage must be supplied to the
DC-link to maintain the reference voltage vector in the linear modulation area (Figure 11.16).

SVM for a simplified converter is based on a modified transformation from 𝛼𝛽 to ab [35]:

Ua_ref =
3
2

U
𝛼
+

√
3

2
U
𝛽

Ub_ref =
√

3 U
𝛽

(11.27)

Figure 11.17 shows two cases of a graphical representation of a SV 𝛼𝛽 voltage plane with four achiev-
able voltage vectors of the three-phase two-level simplified converter shown in Figure 11.3(b). In the
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Figure 11.17 Space vector V(Sa, Sb) (Sa, Sb are defined in Table 11.2) representation of simplified three-phase
two-level AC–DC–AC converter: (a) sector I (60∘ ≤ 𝜑m < 150∘) and (b) sector I (15∘ ≤ 𝜑m < 105∘)

first case (Figure 11.17(a)), all active vectors (00, 01, 11, 10) divide the 𝛼𝛽 plane in four sectors: sector I
(60∘ ≤ 𝜑m < 150∘), sector II (150∘ ≤ 𝜑m < 240∘), sector III (240∘ ≤ 𝜑m < 330∘), and finally, sector IV
(330∘ ≤ 𝜑m < 60∘). The reference voltage vector U

ref
, like in classical converters, could be obtained by

switching two adjacent vectors, but this causes a voltage imbalance on DC-link capacitors. For the first
sector, switching times can be computed as:

T10 =
|Uref |

0.5 UDC

cos(30∘ + 𝜑m)TS

T11 = TS − T10 (11.28)

The issue of voltage imbalance on DC-link capacitors can be solved by different divisions of the 𝛼𝛽
plane (Figure 11.17(b)). The number of sectors does not change, but the sectors are shifted 45∘ (e.g.,
sector I ( 15∘ ≤ 𝜑m < 105∘)), which gives more vectors forming U

ref
(e.g., V11, V10, V01 in sector I).

For the first sector, switching state times can be computed as [10]:

T11 = TS

3|Uref|
UDC1 + UDC2

cos(𝜑m − 60∘) − TS

UDC1 − UDC2

UDC1 + UDC2

T01 = TS

UDC1

UDC1 + UDC2

− TS

√
3|Uref |

UDC1 + UDC2

cos(𝜑m − 30∘)

T10 = TS

UDC1

UDC1 + UDC2

− TS

√
3|Uref |

UDC1 + UDC2

cos(𝜑m − 90∘)

Ts = T11 + T10 + T01 (11.29)

Switching signals for a simplified three-phase, 2-level AC–DC or DC–AC converter (Fig. 11.3(b)) are
shown in Fig. 11.18.

Another simplified three-phase converter is the three-level converter, as shown in Figure 11.4(b). A
graphical representation of the nine achievable voltage vectors in the 𝛼𝛽 voltage plane for such a converter
is shown in Figure 11.19.
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Figure 11.19 Space vector V(Sa, Sb) representation of three-phase three-level simplified converter

Eight of them (21, 22, 12, 02, 01, 00, 10, 20) are active and there is a zero vector (11). The reference
voltage vector Uref

, like in classical converters, could be obtained by switching two adjacent vectors
with the use of the zero voltage vector in the middle of the switching period [12]. Switching times for
the sector I (0∘ ≤ 𝜑m < 60∘) can be computed as:

T21 =

√
6U

𝛼

UDC

TS −

√
2U

𝛽

UDC

TS

T22 =
2
√

2U
𝛽

UDC

TS

T11 = Ts − T21 − T22 (11.30)

and switching sequences for each of the eight sectors are shown in Figure 11.20.
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Figure 11.20 Switching sequences for three-level simplified converter in each of the eight sectors

11.3.3 Compensation of Semiconductor Voltage Drop and Dead-Time Effect

The voltage drop on semiconductor devices and the dead-time (between pairs of IGBT’s) value distorts
the phase current. In both cases, it is the result of increased or decreased amplitude (length) Uref of the
reference SV, depending on the sign of the phase current, respectively. To avoid that, the voltage drop
and the dead-time effect compensation algorithms are used. The impact of voltage drop and dead-time
effect of semiconductor devices on phase current distortion have been well investigated for the classical
two-level and multilevel converters. These methods can be divided into two groups:

• modification of amplitude (length) Uref of the reference SV [6, 36–38],
• modification of the duty cycles at the output of the modulator [6, 36, 38–40].

The solution is slightly more complicated in the case of simplified topologies. Because these con-
verters use transistors in only two of three phases, the impact of voltage drop and dead-time effect of
semiconductor devices is more significant, compared with that of classical topologies, owing to the dif-
ferent lengths of individual vectors. Moreover, these issues in reduced topologies cannot be considered
as a mature. Therefore, in the following section, only reduced topologies will be considered.

Currents for ideal models of controlled switches and models including voltage drop on semiconductor
devices are shown in Figure 11.21. In the other case, the converter currents are distorted significantly.

The effects of voltage drop on semiconductor devices are compensated by adding a correction to the
reference signals on the input of the modulator [41]. In order to estimate the values of the voltage drops,
the phase currents should be predicted for the next switching instant. Values of the predicted current in
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Figure 11.21 Ideal phase currents (ia,ideal, ib,ideal, ic,ideal) and phase currents including voltage drop on semiconductor
devices (ia, ib, ic)

a and b phases are given by:

ipred
a = ia +

ia − ia_old

2
; ipred

b = ib +
ib − ib_old

2
(11.31)

where i is the value of the current in the present sample and iold is the value of the current in the earlier
sample. Predicted current values are compared with values calculated from transistor and diode data
sheets to determine the state of elements in both phases and corresponding voltage drops:

itr
on = UCEonGtr

off; idi
on = Udi

FWGdi
off

ipred
a,b ≤ itr

on → utr
a,b = UCEon; ipred

a,b ≤ idi
on → udi

a,b = UFW

ipred
a,b > itr

on → utr
a,b = UCEon +

1
Gtr

on

ipred
a,b

ipred
a,b > idi

on → udi
a,b = UFW + 1

Gdi
on

ipred
a,b (11.32)

where itr
on and idi

on are the currents for the transistor and diode, respectively. UCEon denotes the voltage
drop on the transistor CE junction, UFW denotes the voltage drop on the diode, Gtr

on and Gdi
on are the

conductances of the transistor and diode for conduction operation mode, respectively, Gtr
off and Gdi

off are
conductances of the transistor and diode for blocking operation mode, respectively, and finally, utr

a,b and
udi

a,b are the resulting voltage drop for the transistor and diode, respectively.
Using U

𝛼_ref and U
𝛽_ref transformed to the two-phase coordinate system, as in Equation 11.27, a mean

value of voltage drop per sampling period is estimated. Assuming that at switching state 1, the phase
voltage error is udi

a,b + utr
a,b (single transistor and a single DCC diode in a branch are conducting) and in

the remaining states, it is ±2udi
a,b or ±2utr

a,b we can write

Da′± =
|U∗

𝛼𝛽ref|
UDC

−
|Ua′ref |

UDC

; Da′0 = 1 − Da′± (11.33)
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Figure 11.22 Phase currents without (ia, ib, ic) and with (ia,comp, ib,comp, ic,comp) voltage drop compensation

the duty cycles for zero states. Therefore, the correcting signals for voltage drop compensation for a leg
Ucr

a′
(and similar b leg Ucr

b′
) are:

If sgn(ia) < 0 then

{
−Ucr

a′
= Da′2 (2vdi

a ) − Da′1(udi
a + utr

a )
−Ucr

a′
= Da′0

(2vtr
a ) − Da′1(udi

a + utr
a )

If sgn(ia) > 0 then

{
Ucr

a′
= Da′2 (2vtr

a ) − Da′1(udi
a + utr

a )
Ucr

a′
= Da′0

(2vdi
a ) − Da′1(udi

a + utr
a )

(11.34)

where sgn(ia) denotes the direction of phase current flow, Da′20
and Db′20

are the duty cycles for positive
and negative voltage output states and Da′1 denotes zero voltage. These voltage-correcting signals are
transformed to the 𝛼𝛽 coordinate system by using the modified transform from Equation (11.27) and
adding them to the reference voltages for the modulator. Currents with no compensation and with the
applied compensation method for semiconductor voltage drop only are shown in Figure 11.22.

Another necessary compensation relates to the influence of the so-called dead time. Because IGBT
devices turn off much more slowly than they turn on, there is a need for the introduction of a delay in
control signals between complementary switching devices to prevent short-circuiting the DC-link. This
effect is more visible for a low modulation index and low-frequency operation [41]. Figure 11.23 shows
a comparison of phase currents without and with dead time included between complementary switching
devices.

Correcting signals for limiting the effect of dead time dt are calculated based on current sign and
saturation level idt,SAT; usually chosen experimentally to take into consideration the noise near the current
zero-crossing. If phase current polarity, which depends on the measurement noise level as well as on
the control delays, is not calculated properly, inadequate compensation can worsen the shape of the
phase current. Therefore, in the range of |ia,b,c| < idt,SAT the dead-time correction value should be limited
linearly. An example of a limiting function, modeled by two linear functions marked as 1 and 2, is shown
in Figure 11.24.

Because a reduced converter generates voltages that are not equal in length in vector representa-
tion (Figure 11.19), after obtaining the above correction, it is necessary to choose which switching
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Figure 11.24 Phase current and correction function for dead-time compensation

combination should not only be increased or decreased, but also multiplied with a scaling constant.
For long vectors (01 and 10 for the two-level converter and 02 and 20 for the three-level converter), the
scaling constant is equal to 1∕3, but for short vectors (00 and 11 for two-level converter 00, 01, 12, 22,
21, and 10 for three-level converter), the scaling constant is equal to 1∕

√
3. The effect of compensation

for converters without and with dead-time compensation between the complementary switching devices
is shown in Figure 11.25. As can be seen, the shape of phase currents ia and ib is improved mainly near
the zero-crossing.

11.4 Control Algorithms for AC–DC–AC Converters
A typical application of an AC–DC–AC converter is the interconnection of an electrical machine
(motor/generator) with the grid. In this case, advanced control methods should be used to obtain
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high power quality for the grid-side converter (GC) and good energy utilization for the machine-side
converter (MC). Control of both converters can be considered as a dual problem (Figure 11.26) [42–44].
We can distinguish among the most popular control methods voltage-oriented control (VOC) and direct
power control-space vector modulation (DPC-SVM) for the GC, as well as field-oriented control (FOC)
and direct torque control-space vector modulation (DTC-SVM) for the MC. All these methods are very
well described in the literature [42–50]. This section presents the theoretical background of selected
control methods and gives basic information regarding the design of the controllers.

11.4.1 Field-Oriented Control of an AC–DC Machine-Side Converter

The FOC can be divided into direct field-oriented control (DFOC) and indirect field-oriented control
(IFOC). A simplified block diagram of the IFOC is presented in Figure 11.27. The IFOC seems to be
more convenient than DFOC, especially for permanent magnet synchronous machines (PMSMs) because
flux estimation is not necessary. The IFOC needs the coordinate system to rotate synchronously with the
rotor flux angular speed ΩΨr

. In this case, the system of coordinates is oriented with the d rotor flux
linkage component, such that:

𝜓
r
= 𝜓r = 𝜓rd (11.35)

All variables are transformed from the natural abc into rotating the dq reference frame. Then, the refer-
enced stator current values ISdc and ISqc are compared with the actual values of stator current component
ISd and ISq, respectively. It should be stressed that (for steady state) ISd is equal to the magnetizing cur-
rent, whereas the torque state, both dynamic and steady, is proportional to ISq. The current errors eISd

and eISq
are fed to two PI controllers, which generate referenced stator voltage components USdc and

USqc, respectively. Furthermore, referenced voltages are transformed from rotating dq coordinates into
the stationary 𝛼𝛽 coordinates system by using the rotor flux vector position angle 𝛾Ψr

. Therefore, the
obtained referenced voltage vector U

Sc
is delivered to SVM, which generates the appropriate switching

signals S.
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It should be taken into account that USdc and USqc are coupled with each other. Any change of d stator
voltage component has an influence not only for d but also for the q current component (the same applies
to the q component). Therefore, a decoupling network (DN) in the control loops is necessary. The solution
for this phenomenon is presented in Figure 11.28. It should be noted that the decoupling between the d
and q axes appears in all control methods, discussed in this chapter, for both GCs and MCs (VOC and
FOC). In the case of direct torque control and direct power control, the SV modulated by the coupling
phenomenon is reduced significantly and therefore, DN can be omitted.

11.4.2 Stator Current Controller Design

The model is very convenient to use for the synthesis and analysis of current controllers for MC. In
the case of FOC, an asynchronous machine can be approximated and treated as a DC machine [48, 51].
However, it should be pointed out that presence of coupling requires an application of a DN, as presented
in Figure 11.28.

Hence, it can be seen that referenced decoupled machine converter voltages should be generated (after
simplification) as follows:

USdc = L
𝜎

dISd

dt
+ RimISd + ΩΨrL𝜎ISq (11.36)

USqc = L
𝜎

dISq

dt
+ RimISq − ΩΨrL𝜎ISd (11.37)

where L
𝜎
= 𝜎LS, and Rim =

L2
r RS+L2

MRr

L2
r

, 𝜎 = 1 − L2
M

LSLr
is the total leakage factor, Ls is the stator windings

self-inductance, and Rs, Rr are the stator and rotor windings resistances, respectively.
It simplifies the analysis and enables the derivation of analytical expressions for the parameters of stator

current controllers. The control structure will operate in a discontinuous domain (digital implementation);
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Figure 11.29 Stator current control loop approximation model where ISc is the referenced stator current before
prefilter and TpfiS is the prefilter time constant

therefore, it is necessary to take into account the sampling period Ts. This could be done by S&H block.
Moreover, the statistical delay of the PWM in VSC TPWM = 0.5Ts should be taken into account. In the
literature [6, 16, 47, 50, 51], the delay of the PWM is approximated from 0 to 2 sampling times Ts.
Furthermore, KC = 1 is the VSC gain, and 𝜏0 is the dead time of the VSC (𝜏0 = 0 for an ideal converter).
The block S&H and VSC sum of their time constants is expressed by:

𝜏Σ = TPWM + Ts (11.38)

Therefore, the model of the stator current control loop can be approximated as in Figure 11.29.
Please note that 𝜏Σ is the sum of small time constants, TSRL = L

𝜎
∕Rim is a large time constant, and KSRL =

1∕Rim is a gain approximation of the stator windings. Hence, TSRL gives a dominant pole. Among several
methods of analysis, there are two simple ways for the design of the controller parameters: modulus
optimum (MO) and symmetry optimum (SO) [48]. With the assumption that the internal voltage induced
in the machine winding (EMF) is E = constant, for the circuit presented in Figure 11.29, the proportional
gain and integral time constant of the PI current controller can be derived as [48, 51]

KPiS =
TSRL

2𝜏ΣKSRL

(11.39)

TIiS = 4𝜏Σ (11.40)

After simplifications, the closed-loop transfer function of the VSC can be approximated by the first-order
transfer function as:

GCiS ≈
1

1 + s4𝜏Σ
(11.41)

11.4.3 Direct Torque Control with Space Vector Modulation

To avoid the drawbacks of the switching table in classical DTC, instead of hysteresis controllers and the
switching table, PI controllers with the SVM block have been introduced, as in IFOC. Therefore, DTC
with SVM (DTC-SVM) joins DTC and IFOC features in one control structure, as shown in Figure 11.30.

DTC-SVM requires that the coordinate system rotates synchronously with the stator flux angular speed
ΩΨS

. In this case, the coordinate system is oriented with the x stator flux linkage component, such that

𝜓
S
= 𝜓S = 𝜓Sx (11.42)

Based on actual stator currents Is, DC voltage UDC, mechanical angular speed Ωm, and switching
signals S, the commanded electromagnetic torque Mec is delivered from the outer PI speed controller
(Figure 11.30). Then, Mec and the commanded stator fluxΨSc amplitudes are compared with the estimated
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Figure 11.30 Direct torque control with space vector modulation (DTC-SVM) control for machine-side converter

values of electromagnetic torque Me and stator flux ΨS. The torque eM and stator flux eΨ errors are fed
to the PI controllers. The output signals are the referenced stator voltage components USxc and USyc,
respectively.

Furthermore, voltage components in the rotating xy system of coordinates are transformed into 𝛼𝛽
stationary coordinates by using 𝛾ΨS

stator flux position angle. The obtained referenced stator voltage SV
U

Sc
is delivered to the SVM, which generates the desired switching signals S for the MC.

11.4.4 Machine Stator Flux Controller Design

Figure 11.31 presents a block diagram of the PI-based stator flux magnitude control loop with neglected
voltage drop on the stator resistance [47]. However, the 𝜏Σ delay introduced by the inverter is taken into
consideration.

According to the SO criterion [48, 49], the plant transfer function can be written as:

G(s) =
Kce

−s𝜏0

s(1 + s𝜏0)
(11.43)

+

−

PI S&H+VSC

1

Prefilter
ΨScc

s
1

sTIΨ

ΨSc ΨSUSxc

sTpfΨ+1 sτΣ+1
KPΨ(sTPΨ+1) Kce

−sτ0

Figure 11.31 Block diagram of the stator flux magnitude control loop, where ΨScc is the referenced stator flux
before prefilter and TpfΨ is the prefilter time constant, which equals the integral time constant of the flux PI controller
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Therefore, according to the SO design technique, the stator flux PI controller parameters: proportional
gain KPΨ and the integral time constant TIΨ can be calculated as [47, 48]

KPΨ =
1

2Kc(𝜏Σ + 𝜏0)
= 1

3TS

(11.44)

TIΨ = 4(𝜏Σ + 𝜏0) = 6TS (11.45)

11.4.5 Machine Electromagnetic Torque Controller Design

Figure 11.32 presents a block diagram of the simplified PI-based torque control loop with omitted cou-
pling between the torque and stator flux. Consequently, the torque control loop is very simple Thus, for
this model, not one criterion can be applied.

In this case, according to Ref. [47], the simple (practical) way to design the torque PI controller can be
used. Starting from initial values, for example, proportional gain KPM = 1 and an integral time constant
TIM = 4TS, the value of KPM increases cyclically. From these tests, the best value of KPM for fast torque
response without oscillation and defined overshoot can be selected.

11.4.6 Machine Angular Speed Controller Design

If the magnitude of the stator flux is constant, ΨS = const, the dynamics of the IM can be described as
follows:

dΩm

dt
= 1

J
(Me −Mload) (11.46)

where J is the moment of inertia and Mload is the load torque.
Accordingly, Figure 11.33 shows a block diagram of the PI-based speed control loop, where G′

MC(s) is
the transfer function of the closed torque control loop with prefilter (to compensate the forcing element
in the transfer function of the closed torque control loop).

Approximating the torque control loop by the first-order integral part [47], the simplified G′
MC(s) trans-

fer function can be written as:

G′
MC(s) =

A′m
C′

ms + 1
(11.47)

where:

A′m =
AmKPM

CmTIM + AmKPM

; C′
m =

TIM(AmKPM + Bm)
CmTIM + AmKPM

(11.48)

and:

Am =
pbmsΨS

2𝜎LS

; Bm =
RSLr + RrLS

𝜎LSLr

; Cm =
p2

bmsΨ2
S

2𝜎LS

(11.49)
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Figure 11.32 Block diagram of torque control loop, where Mecc is the referenced electromagnetic torque before
prefilter and TpfM is the prefilter time constant, which equals the integral time constant of the torque PI controller
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Figure 11.33 Block diagram of the speed control loop, where Ωmcc is the referenced electromagnetic torque before
prefilter and TpfΩ is the prefilter time constant, which equals the integral time constant of the speed PI controller

where pb is the machine pole pairs number, ms is the phase number, 𝜎 is the total leakage factor, Ls

is the stator windings self-inductance, LM is the main magnetizing inductance, Lr is the rotor windings
self-inductance, and Rs, Rr are the stator and rotor windings resistances, respectively.

According to the SO criterion [48, 49], the plant transfer function can be written as:

G(s) =
KCe−s𝜏0

sJ(sTΩT + 1)
(11.50)

where KC = A′m is the gain of the plant and TΩT is the sum of small time constants and filters:

TΩT = TS + TPWM + Tf = 1.5TS + Tf (11.51)

The speed PI controller parameters: proportional gain KPΩ, and the integral time constant TIΩ, can be
calculated as [47, 48]

KPΩ =
J

2KC(TΩT)
= J

3(1.5TS + Tf)
(11.52)

Tsi = 4(TΩT) = 4(1.5TS + Tf) (11.53)

11.4.7 Voltage-Oriented Control of an AC–DC Grid-Side Converter

The VOC presented in Figure 11.34 guarantees high dynamic and static performance via an internal
current control loop. It has become very popular and, consequently, it has been developed and improved
[15, 53–55]. The goal of the control system is to maintain the DC-link voltage UDC, at the required level,
while currents drawn from the power system should be sinusoidal and in phase with the line voltage in
order to satisfy the unity power factor (UPF) condition. The UPF condition is fulfilled when the line
current vector IL = ILx + jILy is aligned with the phase voltage vector U

L
= ULx + jULy of the grid.

For the UPF condition, the commanded value of the reactive component grid current vector ILyc is set
to zero. The reference value of ILxc is an active component of the grid current vector. After comparing
commanded currents with actual values, the errors are delivered to the PI current controllers. Voltages
generated by the controllers are transformed to 𝛼𝛽 coordinates by using the grid voltage vector position
angle 𝛾UL

. Switching signals S for the GC are generated by an SVM.

11.4.8 Line Current Controllers of an AC–DC Grid-Side Converter

The model is very convenient to use for the synthesis and analysis of the current controllers for a
grid-connected converter. However, the presence of coupling requires an application of a DN (as with
FOC in Figure 11.28), as presented in Figure 11.35.
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Hence, it can be seen clearly that referenced decoupled GC voltages should be generated as follows:

Upxc = ULx − L
dILx

dt
− RILx + 𝜔LLILy (11.54)

Upyc = ULy − L
dILy

dt
− RILy + 𝜔LLILx (11.55)

Therefore, the model of the current control loop can be presented as in Figure 11.36.
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Figure 11.36 Current control loop model where ILcc is the referenced grid current before prefilter and TpfI is the
prefilter time constant, which equals the integral time constant of the current PI controller

Please note that 𝜏Σ is the sum of small time constants, TRL = L∕R is a large time constant, and KRL =
1∕R is a gain of input choke. Hence, TRL gives a dominant pole. Between several methods of analy-
sis, there are two simple ways for the design of the controller parameters: MO and SO [48]. With the
assumption that disturbance UL = const for the circuit presented in Figure 11.5, the proportional gain
and integral time constant of the PI current controller can be derived as [16]

KPi1 =
TRL

2𝜏ΣKRL

(11.56)

TIi1 = 4𝜏Σ (11.57)

After simplifications, the closed-loop transfer function of the VSC can be approximated by the first-order
transfer function as:

GCi1 ≈
1

1 + s4𝜏Σ
(11.58)

For comparison, the parameters of the PI current controller calculated based on MO differ only in
integral time constant:

TIi1 = TRL (11.59)

The VSC with current controllers designed by MO can be approximated as:

GCi1 ≈
1

1 + s2𝜏Σ
(11.60)

For more information, please refer to Refs. [16, 53].

11.4.9 Direct Power Control with Space Vector Modulation of an AC–DC
Grid-Side Converter

Direct power control with space vector modulation (DPC-SVM) [52] assures high dynamic and static
performance via internal power control loops. Instead of line currents, the active and reactive powers
are used as control variables (Figure 11.37). The command active power Pc is generated by the outer
DC-link voltage controller, whereas command reactive power Qc is set to zero for UPF operation.
These values are compared with the estimated P and Q values, respectively [15, 16]. Calculated
errors eP and eQ are delivered to the PI power controllers. Voltages generated by the power controllers
are DC quantities, which eliminates steady-state error, as in VOC. Then, after transformation to
stationary 𝛼𝛽 coordinates [16], the voltages are used for the generation of switching signals in the
SVM block.
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Figure 11.38 Power control loop with prefilter, where Pcc is the referenced active power before prefilter, Tpfp is the
prefilter time constant, which equals the integral time constant of the power PI controller, and ULdist is the distortion
of the grid voltage, for example, caused by higher harmonics

11.4.10 Line Power Controllers of an AC–DC Grid-Side Converter

The assumptions are the same as for the design of current controllers in VOC. Because the same block
diagram can be applied to both P and Q power controllers, only the active power P control loop will be
described briefly (Figure 11.38).

As in the case of VOC, SO is chosen because of its good response to a disturbance ULdist step change.
With the assumption that UL = const, an open- and closed-loop transfer function can be obtained easily
[16]. The proportional gain and integral time constant of the PI current controller in DPC-SVM can be
calculated as:

KPP1 =
TRL

2𝜏ΣPKRL

2
3|UL| (11.61)

TIP1 = 4𝜏ΣP (11.62)

The PI controller with such parameters gives power-tracking performance with approximately 40%
overshoot. Therefore, for decreasing the overshoot, a first-order prefilter can be used on the reference
signal:

GPf1 ≈
1

1 + sTpf1

(11.63)

where Tpf1 usually equals a few 𝜏Σp [48].
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In further investigation, a time delay of the prefilter is set to 4𝜏Σp. Finally, a closed control loop of the
VSC can be approximated by a first-order transfer function as:

GCp1 ≈
1

1 + s4𝜏Σp

(11.64)

11.4.11 DC-Link Voltage Controller for an AC–DC Converter

For calculation of the parameters of a DC-link voltage controller, the inner current or power control
loop can be modeled with the first-order transfer function [16]. Therefore, the power control loop of a
grid-connected converter can be approximated by further consideration of the first-order block with an
equivalent time constant TIT as:

Gpz ≈
1

1 + sTIT

(11.65)

where TIT = 2𝜏Σ for inner current or power controllers designed by MO or TIT = 4𝜏Σ for current/power
controllers designed by SO criterion. Therefore, the DC-link voltage control loop can be modeled as in
Figure 11.39.
For the sake of simplicity, it can be assumed that

TUT = TU + TIT (11.66)

where TU is the DC voltage filter time constant, TUT is a sum of time constants, and CUDCC is an equivalent
integration time constant. Hence, the proportional gain TPU and integral time constant TIU of the DC-link
voltage controller can be derived from

KPU =
C

2TUT

UL or DCC (11.67)

TIU = 4TUT (11.68)

11.5 AC–DC–AC Converter with Active Power FeedForward
If the accuracy of power matching of an AC–DC GC and DC–AC MC is improved, then a reduction of
the DC capacitance is possible, but still providing the same quality of DC voltage stabilization. Because
of DC voltage control that is more accurate, the lifetime of the DC capacitor will also be improved.
When the DC current IDC of a grid converter is equal to the DC current Iload of the MC, no current
will flow through the DC capacitor C. As a result, the DC voltage will be well stabilized on a desired
constant level.

However, despite the very good dynamic behaviors of the presented control methods, the control of the
DC voltage could be improved [55–60]. Hence, APFF of the MC side to GC side has to be introduced.
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The idea of APFF is to give instantaneous power value from the AC MC side directly to the GC active
power control loop, faster than the DC voltage feedback control loop. Because control of the power flow
between the GC and MC is more precise, the stability of the DC-link voltage would increase significantly.
Therefore, the value of the DC capacitance can be reduced significantly, if this is necessary. On the other
hand, if the DC capacitance is required to be high for energy storage needs, the APFF can increase the
lifetime of the capacitor significantly [57, 58].

A simplified block diagram of the AC–DC–AC converter, which consists of a grid converter, machine
converter, electrical machine, and APFF, is presented in Figure 11.40. It should be stressed here that in the
case of operation with opposite direction power flow, when the MC control stabilizes the DC voltage and
GC operates in inverting mode, the opposite direction of APFF is required, especially when standalone
operation of GC is considered instead of stiff grid.

Hereafter, the AC–DC–AC converter with APFF in control loops will be described. ILyc is equal to 0
in the case of the UPF operation. Under this condition, the GC input active power is derived by:

PGC =
3
2
(ILx Upx + ILy Upy) =

3
2

ILxUpx (11.69)

Within a steady-state condition ILx = const and with the assumption that resistance of the input choke
R = 0, from the machine side, the power consumed/produced by the MC is

PMC =
3
2
(ISx USx + ISy USy) (11.70)

If virtual flux (VF) [15, 16, 53, 54] is adopted, it can be noticed that the active power of the GC is pro-
portional to the virtual torque (VT) [16, 45, 48]. Thanks to this, a convenient (as in the case of machines)
equation for the active grid power calculation is derived:

PGC =
3
2
𝜔L(ILyΨLx − ILxΨLy) = 𝜔LILyΨLx (11.71)

where ILx, ILy are the line current components in a rotating reference frame and ΨLx,ΨLy are the grid VF
components in a rotating reference frame.
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On the MC, electromagnetic power can be approximated (neglecting power losses) as an active power
delivered to the machine Pe = PMC, so

PMC = pb

mS

2
Ωm ISy ΨSx (11.72)

This is an insufficient assumption because of power losses Plosses in the real system; therefore, it should
be written as

PMC = pb

mS

2
ΩmISyΨSx + Plosses (11.73)

Let us take into account stand still Ωm = 0 when nominal torque is applied. In such a case, the electro-
magnetic power will be 0, but the MC power PMC will have a nonzero value. Estimation of this power is
problematic because the parameters of the machine and power electronics devices are required. Hence,
for simplicity of the control structure, a power estimator based on the commanded stator voltage U

Sc
and

actual stator current IS will be taken into consideration:

PMC =
3
2
(ISx USxc + ISy USyc) (11.74)

11.5.1 Analysis of the Power Response Time Constant of an AC–DC–AC
Converter

Based on Equation 11.58, the time constant of the GC response TIT is determined. With the assumption
that power losses of the converters can be neglected, the power-tracking performance can be expressed by

PGC =
1

1 + s TIT

PGCc (11.75)

Similarly, for the MC, it can be written as

PMC =
1

1 + s TIF

PMCc (11.76)

where TIF is the equivalent time constant of the MC step response.

11.5.2 Energy of the DC-Link Capacitor

The DC-link voltage can be described as

dUDC

dt
= 1

C
(IDC − Iload) (11.77)

So,

UDC =
1
C∫ (IDC − Iload)dt (11.78)

Assuming the initial condition is in steady state, the actual DC-link voltage UDC is equal to the com-
manded DC-link voltage UDCC. Therefore, Equation 11.78 can be rewritten as

UDC =
1

CUDCC ∫ (UDCCIDC − UDCCIload) dt = 1
CUDCC ∫ (PDC − Pload)dt (11.79)

where PDC − Pload = Pcap. Therefore, we can obtain

UDC =
1

CUDCC ∫ Pcapdt (11.80)
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If the power losses of the GC and MC are neglected (for simplicity), the energy storage variation of the
DC-link capacitor will be the integral of the difference between the GC power PGC and the MC power
PMC. Therefore, it can be written as

PGC = Pcap + PMC (11.81)

From this equation, it can be concluded that for the most accurate control of the GC power PGC, the
commanded power PGCc is

PGCc = Pcapc + PMCc (11.82)

where Pcapc describes the power of the DC-link voltage feedback control loop and PMCc is equal to the
instantaneous APFF signal. After the necessary assumptions, we obtain [16]:

PGCc =
KPU(1 + sTIU)

s TIU

eUdcfUDCC +
1

1 + s TIF

PMCc (11.83)

From Equations (11.75) and (11.76), the open-loop transfer function of the grid and machine converter
active powers can be expressed as

PGCo =
PGC

PGCc

= 1
1 + s TIT

(11.84)

PMCo =
PMC

PMCc

= 1
1 + s TIF

(11.85)

Based on these equations, the analytic model of the AC–DC–AC converter with APFF can be defined,
as in Figure 11.41. Such a system can be described by an open-loop transfer function as

GAo =
UDC

Mec

(11.86)

Assuming initial steady-state operation, 𝜔m = 𝜔mc = const. and UDC = UDCC = const., the transfer
function of the AC–DC–AC converter drive can be derived.
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Figure 11.41 Simplified transmittances diagram of the AC–DC–AC converter with APFF
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Figure 11.42 Torque reversal from −75% to 75% of nominal torque under DPTC-SVM: (a) only DC-link voltage
feedback and (b) with APFF. From the top: DC-link voltage, grid current, active and reactive grid power, electrical
machine mechanical speed, and stator current commanded and estimated electromagnetic torque

The active power of the machine converter can be calculated from the commanded values of the stator
voltages and actual stator current. Assuming the case where TIT = TIF, theoretically, the DC-link voltage
should not be affected by the change of the load PMC power. However, in the real system, the unbalanced
power difference that causes the fluctuations of the DC-link voltage occurs mainly because of the power
estimation error, the moment of inertia of the rotor and low-pass filter in the speed control loop, and the
saturation of the commanded control variable.

In Figure 11.42, waveforms illustrate the operation with a torque control loop. Torque reversal is
applied when the mechanical speed reaches ±71% of the nominal speed. Very good stabilization of DC
voltage can be seen with the use of APFF. The selected control method for the AC–DC–AC converter
was direct power and torque control with space vector modulations (DPTC-SVM) [16]. The important
advantage of this method is that there is no need to rescale the APFF signal.

Moreover, based on Figure 11.42, it can be concluded that for ideal control methods with sufficiently
high sampling time, the DC voltage fluctuation during transient for reduced capacitors could be even
smaller than for the higher value of capacitance without APFF. Moreover, for the circuit with APFF, it can
be seen that the fluctuations of DC voltage during transient for C= 1 p.u. and for C= 0.1 p.u. are almost
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Figure 11.43 Module of the DC voltage fluctuation |eUDC| as a function of sampling time Tc, within transient in
respect to load change from 0 to 1 p.u. with referenced DC voltage UDCC = 560 V, and DPTC-SVM control method
of the AC–DC–AC converter

equal for higher sampling times. Based on this, it can be stated that stabilization of the DC voltage in an
AC–DC–AC converter with a controllable GC depends mainly on the quality (control loops accuracy
and bandwidths) of the used DC voltage, the grid, and the MC power flow control methods. It can be
expected that for high switching frequency, for example, ≥20 kHz, easily available for silicon carbide
devices in wider power ranges than in the case of silicon devices, very accurate power flow control will
be obtained. A simulation of DC voltage control accuracy in a simplified model (no switching losses)
is presented as a function of sampling= switching frequency up to 100 kHz (Figure 11.43) with the
DPTC-SVM control method applied [16].

11.6 Summary and Conclusions
This chapter has shown the different topologies of AC–DC–AC converters, which becoming increas-
ingly popular in industrial applications, for example, wind turbines, smart grids, drives, and links
connecting two electrical networks with different frequency or voltage levels. Among the presented
configurations of AC–DC–AC converters, the simplified and classical two-level and multilevel
converters are described and compared.

This chapter has also reviewed the modulation and control issues. Among the methods presented in
this chapter, the FOC/VOC and DTC-SVM/DPC-SVM are described briefly. Selected issues relating to
both the machine-side and grid-side, especially with APFF, have been discussed. Implemented APFFs
have no negative impact on system performance in steady states, but do help to reduce DC capacitor and
improve dynamic performance of the system. Selected laboratory and simulation tests with DPTC-SVM
have been shown.

It is believed that owing to both continuing developments in power semiconductor components and to
a reduction of their prices, as well as further elaboration of advanced control and modulation techniques,
AC–DC–AC converters will have a significant impact on DPGSs.
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6. Styński, S. (2011) Analysis and control of multilevel AC–DC–AC flying capacitor converter fed from

single–phase. PhD. thesis. Warsaw University of Technology, Warsaw, Poland.
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12.1 Introduction
Transportation as a whole is estimated to be responsible for over 20% of the world’s CO2 discharges.
According to the Intergovernmental Panel on Climate Change, global aviation contributes about 2% of
the global CO2 emissions caused by human activities [1]. This estimate includes emissions from all global
aviation, including commercial and military. Global commercial aviation, including cargo, accounts for
over 80% of this estimate. When other emissions such as nitrogen oxide and water vapor are consid-
ered, the estimated share of aviation’s global emissions increases from 2 to 3%. In the United States,
according to Environmental Protection Agency data, domestic aviation contributes about 3% of total
CO2 emissions. Although aviation is a relatively small source of the emissions contributing to global
warming, it is of significance because it is probable that high-altitude emissions are disproportionately
damaging to the environment.

The Advisory Council for Aeronautics Research in Europe has set several goals to be achieved by 2020
for air transportation [2]. These include a 50% reduction of CO2 emissions through drastic reduction
of fuel consumption; an 80% reduction of NOX emissions; a 50% reduction of external noise; and a
green product life cycle in terms of design, manufacturing, maintenance and disposal. The goals set
by the International Civil Aviation Organization are to improve fuel efficiency by an average 2% per
year until 2050 and to keep the global net carbon emissions from international aviation at the same
level beyond 2020 [3]. Thus, the aerospace industry is facing challenges similar to those faced by the
automotive industry in terms of improving emissions and fuel economy. Another similarity is the move
toward replacing mechanical and pneumatic systems with electrical systems, thus transitioning toward
“more electric” architectures.

To meet the above challenges in the automotive industry, significant work has been done by developing
and commercializing the electric and hybrid vehicles. In the case of airplanes, more electric architec-
ture is the emerging trend. The intention is to move as many aircraft loads as possible to electrical
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Figure 12.1 Increasing electrical power demand in civil aerospace market [4]

power resulting in simpler and efficient aircraft systems. This leads to lower fuel consumption, reduced
emissions, reduced maintenance and possibly lower costs. The examples of aircraft loads under con-
sideration are electric-powered environmental control systems (ECSs), electrical actuators and electric
deicing. Electric starting of the engine and the conversion of all pneumatic and hydraulic units on the
accessory gearbox (AGB) to an electrical system are also being investigated.

The electrical power being used by both civil and military aircraft is also growing [4–6]. As can be
seen from Figure 12.1, the civil aerospace market is seeing rapidly increasing demands for electric power.
Future trends in this market sector are not known exactly, but they could move toward∼10 kW per passen-
ger seat, which represents a significant growth from today’s level. In order to meet these requirements, a
major re-evaluation of aircraft electrical generation and power distribution systems is being undertaken.
The requirement for electrical power onboard aircraft is forecasted to rise dramatically in the future
because of the following reasons:

• Additional electrical loads because of an increased use of electrical actuators and landing gear
• Increased cabin loads for better in-flight entertainment
• Information services and passenger comfort electrically operated ECSs
• Anti-icing of the wings
• Flight controls and other electrical loads

Passenger aircraft, such as the Boeing 787 and Airbus 380, employ a number of new electrical tech-
nologies including bleedless ECSs (in the Boeing 787). These loads are creating a substantial increase in
the total electrical power drawn from the aircraft’s engine-driven generators. For example, in the Boeing
787, each engine drives two generators each rated at 250 kVA producing a total power of 500 kVA. It is
estimated that future electrical power requirements will exceed 500 kVA per engine. The available power
generation capability of some aircraft is listed in Table 12.1.



Power Electronics for More Electric Aircraft 367

Table 12.1 Power generation capability of some selected aircraft [6]

B717 2 × 40 kVA
B737NG 2 × 90 kVA
B767-400 2 × 120 kVA
B777 2 × 120 kVA and 2 × 20 kVA backup
A340 4 × 90 kVA
B747-X 4 × 120 kVA
A380 4 × 150 kVA and 2 × 120 kVA APU
B787 4 × 250 kVA and 2 × 225 kVA APU

12.2 More Electric Aircraft
In a traditional airplane, the jet engine is designed to produce thrust and to power the pneumatic, hydraulic
and electrical systems, as shown in Figure 12.2. The pneumatic power is used for pressurization and
cooling of the cabin, the starting of the main engines and for deicing the wings. The hydraulic power
is used mainly for flight control actuators. The electrical power is used for supplying the power to all
the electrical loads, including the computers and avionics systems. In addition, the engines drive the
gearbox-mounted units, such as fuel, oil and hydraulic pumps. In a More Electric Aircraft (MEA) system,
the jet engine is optimized to produce the thrust and the electric power, as shown in Figure 12.3. An
electric machine is used for starting the engine and for generating electric power. Most of the loads are
electrical, including the deicing and ECSs. The fuel, hydraulic and oil pumps are all driven by the electric
motors.

Pneumatic loads such as
environmental control system

High-pressure air from the engine
(bleed air)

Gearbox-driven units

Electric
generator

Oil pump Fuel pump
Hydraulic
pump

Other
accessories

Pneumatic
starter

Electric
loads

Jet fuel

Thrust for
propulsion

Figure 12.2 Traditional aircraft system
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The benefits of the MEA are [5, 6] as follows:

• Better power availability throughout the flight envelope owing to the possible shift of power extraction
from high spool to low spool, thus improving engine operability

• Availability of more electric power that enables the design of systems for sophisticated entertainment
systems, seating comfort and so on

• Fewer constraints regarding certification of aircraft for commercial use
• Reliability and maintenance of aircraft is improved because electrical systems are easier to monitor

and observe performance trends
• Enables faster diagnostics and better prediction of potential failures resulting in less downtime
• Reduction/elimination of bleed air to improve the overall performance of the engine
• Possibility of removal of engine accessory gearbox, thus reducing complexity and weight
• Increased overall performance and reduced fuel consumption and energy usage
• Eliminates high-temperature ducts and flammable fluids required in a traditional aircraft
• Reduced maintenance and ground support

More electric architecture and the associated components/subsystems are of significant interest to air
framers, suppliers and the military. One of the primary motives behind the technology is the replace-
ment of most (if not all) of the pneumatic and hydraulic systems in the aircraft by electrical systems.
This has been reinforced further by the successful deployment of the Airbus 380 and Boeing 787 in the
commercial arena. The MEA architecture offers significant overall system benefits in improving fuel
efficiency, reducing emissions and enhancing reliability. On the other hand, the MEA concept imposes
increasing demands on the generation, conversion and distribution of electrical power within the aircraft.
MEA technologies are evolving continually, and there is great opportunity for improvement as systems
continue to be refined and enhanced. The MEA concept is widely recognized as the future technology
for the aerospace industry. The Airbus 380 and Boeing 787 systems are the two major aircraft programs
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that illustrate how the electric power generation and the increased use of power electronics in an aircraft
are being achieved.

12.2.1 Airbus 380 Electrical System

The A380 was the first large civil aircraft to incorporate more electric architecture systems with
variable-frequency (VF) power generation [6–8]. The A380 electrical system has the following:

• Four 150 kVA VF generators (370–770 Hz)
• Two constant frequency (CF) auxiliary power unit (APU) generators (nominal 400 Hz)
• One 70 kVA ram air turbine (RAT) for emergency purposes
• Four external power connections (400 Hz) for ground power

The major electrical system components of the A380 are shown in Figure 12.4. Each of the main
150 kVA AC generators is driven by the associated engine. The two APU generators are driven by their
respective APUs. The main generator supplies power to the appropriate AC bus. The main AC buses
cannot be paralleled because the output frequency of the generator depends on the speed of the engine
driving the generator. Each output voltage of the generator is controlled by the respective generator

1×150 kVA
VF generator

1×150 kVA
VF generator

1x150 kVA
VF generator

1x150 kVA
VF generator

Primary power center
secondary power center
emergency power center

TRU
battery
BRCU

TRU
battery

Ram air turbine
(70 kVA)

2 × 120 kVA APU generator

Figure 12.4 A380 Electrical power system components [6]
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Figure 12.5 A380 DC electrical power architecture

excitation control unit (GCU). The main AC buses can also accept ground power input for servicing and
support activities on the ground.

The main characteristics of the Airbus 380 power conversion and energy storage system are shown in
Figure 12.5. AC1–AC4 are the AC buses at the output of the four generators, each driven by one of the
four engines. There are three Battery Charge Regulator Units (BCRUs), which are based on regulated
Transformer Rectifier Units (TRUs) connected to the AC bus. The AC bus also provides power to the
galley loads. The DC system provides uninterrupted power capability to power the aircraft’s electrical
loads, including the control computers or IMA (Integrated Modular Avionics) cabinets, without power
interruption during changes in system configuration.

The first A380 maiden flight took place on 27 April 2005. This plane, equipped with Rolls-Royce
Trent 900 engines, flew from Toulouse Blagnac International Airport with a flight crew of six and landed
successfully after 3 h and 54 min. Presently, the A380 is operating on scheduled flights by different
airlines.

12.2.2 Boeing 787 Electrical Power System

The Boeing 787 has most of the features of an MEA system [6, 9, 10]. The electrical power system
architecture is shown in Figure 12.6a and b. The electrical power generation system comprises the
following:

• Two 250 kVA starter/generators driven by each engine. This results in 500 kVA of generated power
per engine
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• Two 225 kVA APU starter/generators, each starter/generator driven by the APU engine
• Three-phase 230 V AC electric power generation with VF (380–760 Hz) compared with that of the

conventional three-phase 115 V AC at 400 Hz arrangement. The increase in voltage from 115 to 230 V
AC decreases losses in the cabled electrical distribution system

The maximum capability of combined power generation from the main engines and APUs is 1450 kVA.
In addition to powering 230 V AC loads, a portion of the electrical power is converted into three-phase
115 V AC and 28 V DC power, in order to power many of the legacy subsystems that require conventional
power supplies. As the bleed air is not used within the airframe, the ECS, cabin pressurization system,
wing anti-icing system and other conventionally air-powered subsystems are all electrically powered.
The only bleed air that is used from the engine is low-pressure fan air used for anti-icing the engine
cowl. The main electrical loads are as follows:

• ECS and pressurization. Four electric compressors are used for cabin pressurization
• Electrically heated cargo bay
• Four electrical motor pumps, each of 100 kVA for the cooling loop of high-power motor controllers

and galley refrigerators
• Wing deicing, which requires electrical power of the order of 100 kVA
• Flight controls
• Four electric motor pumps driven by 88 HP motor
• Electric brakes
• Landing gear, which is raised electrically

The maiden flight of the Boeing 787 took place on 15 December 2009, and flight testing was completed
in mid-2011. The aircraft entered into commercial service on 26 October 2011.

12.3 More Electric Engine (MEE)
The embedded generation system, together with the use of electric pumps, will lead to a More Electric
Engine (MEE) system [11–13]. The MEE replaces the current hydraulic, pneumatic and lubrication
systems with electrical systems. This results in a lighter, more efficient, better performing, more reliable
and less costly engine that can be more easily integrated into airframe systems.

A typical MEE architecture is shown in Figure 12.7. An electric machine with starter/generator capa-
bility is mounted on the high-pressure (HP) shaft of a two-spool engine and a generator is mounted
on the low-pressure (LP) shaft of the engine. In addition, the oil, fuel and hydraulic pumps are driven
electrically by their respective electric motors. The LP- and HP-shaft-mounted electric machines could
be traditional wound-field synchronous machines or permanent magnet (PM) or switched reluctance
machines. The motors driving the pumps could be PM brushless DC motors or induction machines.
These motors are controlled using pulse-width modulation (PWM) inverters. The 28 V DC required
for FADEC (Full Authority Digital Electronic Controller) and other flight controls are derived using
a DC–DC converter operating from the 270 V DC supply. This 270 V DC power is obtained from the
aircraft’s APU or from a battery. For ground starting of the engine, the 270 V could also be derived from a
ground-based APU.

12.3.1 Power Optimized Aircraft (POA)

The Power optimized aircraft (POA) is an MEE program that was demonstrated with the support of Euro-
pean funding [14–16]. POA was initiated in 2002 and was aimed to address and integrate technologies
for a more efficient aircraft. The principal objective was to validate at an aircraft level, both qualitatively
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and quantitatively, the potential of the next-generation systems’ equipment for effective reduction in
consumption of non-propulsive power. The features of the POA system, as shown in Figure 12.8, are as
follows:

• No external gearbox
• Electric-driven fuel pump
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• Electric vane actuation
• Integral starter/generator on HP spool
• Fan shaft generator on LP spool
• Integrated power system
• Flight weight power electronics
• Oil-less LP turbine sump via active magnetic bearing

In 2008, the POA engine was tested successfully in both starting and generating modes, and a series
of engine tests were conducted. Although most of the objectives were accomplished, but the reduction of
aircraft total equipment weight and the reduction of aircraft fuel consumption by 5% appear too ambi-
tious in hindsight. The embedded generation still needs significant development to ensure a viable whole
engine solution. The POA project provided valuable insight into a very complex system and highlighted
trends for future research and development.

12.4 Electric Power Generation Strategies
Since the beginning of the jet age, aircraft have become increasingly complex and they operate a vast
array of electrical devices [17–19]. Modern military aircraft are equipped with powerful radars, sensors,
weapon systems and sophisticated cockpit displays that require large amounts of electricity to oper-
ate. Commercial airliners need to provide power for environmental systems, galley equipment, cockpit
displays, communication systems, weather radar, flight instruments and in-flight entertainment systems.
Hence, the primary function of an aircraft’s electrical system is to generate, regulate and distribute elec-
trical power throughout the aircraft, and provide the required power to all the electrical loads. In the past,
airplanes used small generators that supplied DC power only, typically at 28 V, to meet the electrical
power requirements. The trend in the aircraft industry is to operate electrical components on many dif-
ferent voltages, both DC and VF AC, as in the Boeing 787. However, most present aircraft systems still
use 115 V AC at 400 Hz and/or 28 V DC.

Aircraft are equipped with a number of power generation systems, including both primary and redun-
dant backup systems, to supply power to critical equipment in an emergency. Primary power is usually
provided by AC generators driven by the jet engines. Commercial and many military aircraft are equipped
with an APU, which is essentially a mini jet engine being used as an additional power source. Many air-
craft carry a RAT that can be deployed when needed to provide emergency power. If the main engine
and the APU both fail, the RAT is generally deployed. The purpose of the RAT is to keep critical sys-
tems operating long enough for the aircraft to land safely. Different types of electrical power generation
systems, currently being considered for aircraft, are shown in Figure 12.9 [6].

• CF 115 V AC, three phase, 400 Hz generation types integrated drive generator (IDG)
• Variable speed constant frequency (VSCF) cycloconverter
• VSCF with intermediate DC link
• VF 115 and 230 V, three-phase power generation (380–760 Hz)
• VF at 115 V and then converted to 270 V DC bus voltage
• Permanent magnet generators (PMGs) used for generating 28 V DC emergency electrical power for

high integrity systems

The IDG is used for powering the majority of civil transport aircraft today. The constant speed drive
(CSD) works like an automatic gearbox maintaining the shaft speed of the generator at a constant rpm
to provide a CF output of 400 Hz, usually within 10 Hz or less. This has to cater for a 2:1 ratio in engine
speed between maximum power and ground idle. The drawback of the hydromechanical CSD is that it
needs to be maintained correctly in terms of oil cleanliness and level.
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In the case of variable speed generators, the VF power produced by the generator is converted elec-
tronically by the DC-link converters or cycloconverters to CF at 400 Hz with 115 V AC power. In the
DC-link converters, the VF voltage of the generator is first converted to an intermediate DC power using
AC–DC converters, before being converted (using inverters) to three-phase AC power at 400 Hz with
115 V. The AC–DC converters have been used on the B737, MD-90 and B777 airplanes. The cyclocon-
verter converts directly the VF input voltage to a fixed frequency AC output. In this system, six phases are
generated at relatively high frequencies in excess of 3000 Hz, and semiconductor power devices such as
insulated-gate bipolar transistors switch between these multiple phases to electronically commutate the
input and provide three phases of CF 400 Hz power. Cycloconverter systems have been used successfully
deployed in military aircraft in the United States; the F-18, U-2 and the F-117 stealth fighter are a few
examples. To date, no civil applications have used cycloconverters because the topology requires a large
number of switches and a complex control system.

Due to limited availability of space in the aircraft and as weight is critical to aircraft engine thrust and
fuel burn (and thus, the aircraft’s range and engine horsepower per pound) three-phase 115 V, 400 Hz
power has been the main system power in aircraft. It offers a distinct advantage over the usual 60 Hz
used in utility power generation, notably in allowing smaller and lighter power supplies to be used. In
MEAs, such as the A380 and B787, instead of 400 Hz, the output frequency of the generator is allowed
to vary from about 380 to 760 Hz; thus, the engine speed is freely allowed to vary over a speed range
of about 2:1. The wide variation of the frequency could have an effect on frequency-sensitive aircraft
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Table 12.2 Recent civil and military aircraft power system developments

Generation type Civil application Military application

IDG/CF
[115 V AC/400 Hz]

B777 2 × 120 kVA Eurofighter Typhoon
A340 4 × 90 kVA
B737NG 2 × 90 kVA
MD-12 4 × 120 kVA
B747-X 4 × 120 kVA
B717 2 × 40 kVA
B767-400 2 × 120 kVA

VSCF (cycloconverter)
[115 V AC/400 Hz]

F-18C/D 2 × 40/45 kVA
F-18E/F 2 × 60/65 kVA

VSCF (DC link)
[115 V AC/400 Hz]

B777 2 × 20 kVA
MD-90 2 × 75 kVA

VF
[115 V AC/380–760 Hz

typical]

Global Express 4 × 40 kVA Boeing JSF 2 × 50 kVA
[X-32A/B/C]Horizon 2 × 20/25 kVA

A380 4 × 150 kVA
VF
230 V AC
270 V DC

B787 4 × 250 kVA F-22 Raptor 2 × 70 kVA
Lockheed Martin F-35
Under review

loads, the most obvious being the effect on the AC electric motors that are used in many aircraft systems.
The VF voltage is converted to 270 V DC and then converted to VF AC to control the ECS compressor
motors and fans, electrically driven hydraulic pumps, nitrogen generating systems (NGSs) and so on.
The same converter could also be used for starting the engines electrically. VF is being widely adopted
in the business jet community as the power requirements take them above the 28 V DC/12 kW limit of
twin 28 V DC systems. Aircraft such as the Global Express has had VF designed in from the beginning.

A summary of the electrical power being generated in different airplanes is given in Table 12.2 [6, 7].
As can be seen, over the years the actual power generation in airplanes has increased gradually resulting
in the incorporation of sophisticated safety, control and entertainment systems. However, the diver-
sity of electrical power generation methods has introduced new aircraft systems’ issues that need to be
addressed. The power converters and the increased electrical loads generate extra heat inside the airplane,
thus increasing the ECS requirements. In addition, the power switching devices create electromagnetic
interference (EMI) to the other electronic systems that need to be addressed at the architecture level and
by selection of systems’ immune to EMI. Similarly, the adoption of VF can complicate motor loads,
power conversion and protection requirements. As conventional circuit breakers cannot be used at high
DC voltages, the US military has initiated the development of a family of 270 V DC protection devices.

Wound-field synchronous generators have been used in most civil and military airplanes as genera-
tors. Switched reluctance and PMGs have also been considered in a very few military applications. The
advantages of wound-field synchronous machines are as follows:

• Known technology in aerospace applications
• Voltage can be controlled easily by controlling the field
• Fairly well-understood power electronics and control requirements
• Robust

The disadvantages of wound-field synchronous machines are as follows:

• Lower torque-to-inertia ratio compared with that of other types of machines, hence lower power
density
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• Lower efficiency compared with that of other AC machines
• Separate field and armature voltage control are required during motoring operation
• Need brushes if rotating field windings are used or slip rings if the armature is rotating

The PM machine allows operation without commutators or slip rings and the machine is much less
susceptible to issues arising from leakage reactance and poor power factor. The PM machine is often
found in a variety of configurations:

• conventional inner rotor configuration
• outer rotor configuration, where the rotor is located on the outer diameter of the stator
• axial gap configuration, where the air gap is not a cylinder
• a radial gap machine, but disk shaped with the rotor displaced axially from the stator

While the interior PM rotor design is predominately employed, the other configurations might have
merit in applications that utilize their unique geometrical properties. In addition to the various types
of rotor geometry, numerous magnetic materials are also available. PM machines also come in a wide
variety of pole count and stator slot combinations. The most desirable features of the PM machine are
its efficiency, size, weight and potential for quiet operation. However, these benefits are offset by cost
and reliability/durability concerns. Reliability of the machine could be compromised by both the poten-
tial corrosion of the magnets and the fact that high temperatures and currents in the rotor can cause
demagnetization and, therefore, loss of functionality.

A key requirement for many aircraft generation systems is a degree of fault tolerance, that is, an ability
to continue operating at or near-rated power in the event of a single point fault in the generator or its
associated converter. One way of achieving fault tolerance is to isolate the phase windings physically,
magnetically and electrically. These can be three-phase or higher phase machines, where each phase of
the machine is fed separately by a single-phase bridge inverter/converter. Consequently, a fault in one
phase will not readily propagate to the adjacent phases. In addition, each phase winding is designed
to have one per-unit self-reactance in order to limit the short-circuit current at fault conditions to its
rated value. Furthermore, by employing a multiphase (usually >4) design, the machine can continue to
provide a useful power output even with a fault in one of the phases. However, this must be balanced
against the increased probability of a failure through having more phases. These design features, when
combined with the high power density of PM machines, make a fault-tolerant PM machine an attractive
option in a safety critical application. Several studies have reported on the possibility of using five-phase
fault-tolerant PM machines for embedded aircraft generator applications [20].

The switched reluctance machine (SRM) has been investigated as an alternative to the wound-field syn-
chronous machine as a starter/generator for aircraft engines and other applications [21]. The advantages
are in reliability and fault tolerance. The magnetic and electric independence of the machine phases and
absence of PMs improve reliability. The mechanical integrity of the rotor permits high-speed high-power
density operation. The ability to operate in high-temperature environments and high-speed operation
allows the possibility of direct drive and, hence, the elimination of a gearbox and hydraulic system acces-
sories. The simplicity of the SRM translates into a very low cost and reliable machine. However, these
machines are generally extremely noisy during operation and have higher torque pulsations, lower effi-
ciency, larger size and weight (than PM machine); and the design has not been advanced to the same
extent as the induction or PM machine.

The squirrel-cage induction machine being used as an induction generator in aircraft has not been
popular because to obtain the power generation function, it needs to be at supersynchronous speed. Fur-
thermore, a means of providing an excitation has to be incorporated. With the advancement of power
converters and control topologies, both these functions can be achieved without much complexity. The
induction machines have more fault-tolerant capability than PM machines. These machines have been
used in many electric and hybrid vehicles for propulsion and as starter generators.



378 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

12.5 Power Electronics and Power Conversion
The power conversion depends on the type of generator being used and the nature of the required output
voltage, that is, DC or fixed frequency AC or VF AC. It might also be required to convert power from
one form to another within an aircraft’s electrical system. Typical examples of power conversion are as
follows:

• Conversion from DC to AC power; inverters are used to convert 28 V DC to 115 V AC single-phase
or three-phase power.

• Conversion from 115 V AC to 28 V DC power. This function is achieved by using TRUs).
• Conversion from one AC voltage level to another.
• Battery charging. It is necessary to maintain the state of charge of the aircraft battery by converting

115 V AC to a 28 V DC battery charge voltage.
• Conversion to three-phase 115 V AC at 400 Hz from 270 V DC if the main bus voltage is 270 V DC.

This conversion is required to power legacy equipment originally designed to operate using these
voltages.

A typical power conversion system with various loads is shown in Figure 12.10.
Recent developments in power electronics have advanced active rectifier technologies to the point that

they could replace the TRU [22, 23]. Furthermore, the active rectifier could facilitate the replacement of
the synchronous machine by an induction machine, because the active rectifier can regulate the voltage at
the AC bus of the aircraft. This has significant benefits for the engine by having lower weight and smaller
volume of the machine. This enables engine nacelle lines to be redrawn with a reduced frontal area and,
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therefore, a lower drag. In Figure 12.10, the power conversion from the VF AC output of the generator to
controlled DC (±270 V DC) is achieved using an active PWM rectifier; a typical configuration is shown
in Figure 12.11. In the rectifier mode, this converter acts as a three-phase boost converter to convert AC
to DC. The advantages are that the current or voltage can be modulated with lower harmonics; the power
factor can be controlled and can be made lagging or leading; and it can work as a voltage source or
current source rectifier. The same power converter could be used as an inverter to convert the DC voltage
to VF and variable voltage in order to run the same electric machine as a motor to start the engine.
Hence, this topology is used in most starter/generator applications for starting the engine by converting
the DC voltage (or battery voltage) to AC to run the electric machine as a motor to start the engine.
Once the engine starts and overcomes the peak reactive torque, the electric machine works as a generator
to produce the AC voltage at its output. This AC voltage is converted to DC by the active rectifier for
powering the accessory motors and other electrical loads of the aircraft, as shown in Figure 12.12.
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The future trend will be off-take of power from each shaft of the engine and load sharing between
the buses. A three-shaft engine such as the Rolls-Royce Trent 1000 could be driving three generators
with each output connected to a PWM rectifier, which are all paralleled on the DC side, as shown in
Figure 12.13. This enables power to be combined from multiple generators operating at different fre-
quency and voltage levels [17].

Although power electronics and electric machine technologies are well advanced, further work is
needed in the following areas, particularly for MEAs [18].

• Mitigation of EMI/EMC and improving power quality
• Need for high-temperature materials and components, power devices and passive components
• Power device packaging required to withstand large temperature variations and high thermal cycle

capability
• Alternative power conversion topologies with inherently reduced passive components
• Passive components with reduced weight and volume and with high-temperature capability with

increased operating frequency
• High power density and high energy density components
• Availability of the components that meet aerospace requirements
• Fault-tolerant power conversion topologies
• Components/systems with long life with stringent vibration and thermal shock requirements

The main objectives are to obtain:

• Higher current density
• Higher power density: weight and volume must be significantly reduced
• High density interconnect
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• High thermal conductivity
• Higher reliability and also redundancy
• Ability to withstand harsh environment

In addition to the above items, closer integration of the power electronics and electric machine might
also be required. For the MEA, weight, volume including thermal management systems, reliability and
redundancy take on a new importance. In addition to the weight and volume constraints, there are key
differences in the operating environments for MEA applications. These include the following:

• High-temperature operation: Some applications require generators embedded within the engines mak-
ing the power electronic systems operate at high temperatures in the range of 200–250 ∘C. This
requires the use of high-temperature capability silicon carbide and gallium nitride power devices and
also high-temperature passive devices with efficient packaging technologies

• High-altitude operation: High altitudes give lower ambient pressures that could result in corona dis-
charge. Also, high-altitude flights are more vulnerable to cosmic rays that could cause damage or
maloperation of power devices.

12.6 Power Distribution
The power distribution in an aircraft could be AC or DC, as shown in Figures 12.14 and 12.15 [22–26].
Each has its own advantages and limitations. There is an increasing interest in DC power distribution
inside an aircraft. High-voltage DC (HVDC) power distribution of about 270 V DC provides a mass and
volume advantage over its AC distribution owing to the reduction in the number of feeders from three to
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one. As the amount of power to be managed is of the order of MW, the cable size is a concern because of
the increased amount of current. In order to avoid this problem, higher voltages have been considered for
power distribution inside the aircraft. In the Boeing 787, this is achieved by using ±270 V DC (or 540 V
total) rails centered on a zero volt return, but this needs another feeder cable. These HVDC systems enable
more efficient use of generated power and aids in paralleling and load sharing between the generators. The
270 V DC is presently produced from TRUs or Autotransformer Rectifier Units (ATRUs) at the output
of the generators driven by the engine. But these units are heavy to be deployed in MEA because the
power to be handled is much higher than in a conventional aircraft. This is particularly applicable to VF
generators where it is not possible to synchronize their outputs directly. A typical DC distribution system
is shown in Figure 12.14. The DC distribution enables the use of high-efficiency DC–DC converters and
inverters to provide power to the aircraft avionics and accessory motors. However, some issues still have
to be addressed for full acceptance of DC distribution in aircrafts. In DC systems, the fault interruption
needs specially designed DC contactors or circuit breakers that are bulky because a DC system offers no
naturally occurring zero current at which fault can be interrupted.

For many years, AC distribution systems have been the standard for the primary power of aircraft at
115 V (phase voltage), three-phase, 400 Hz. All airports have this voltage for ground power equipment to
connect to the aircraft. The use of AC distribution enables the use of a wide range of contactors, relays,
and circuit breakers to switch the AC. As AC has a natural zero crossing point, the fault could easily be
cleared compared with that of a DC distribution.

The limitations of AC distribution are as follows:

• The AC output from two generators cannot be easily paralleled because they have to be synchronized
in magnitude, phase and frequency. Even if both generators are designed to the same specifications
and run at the same speed, there could always be a phase difference in voltages of the generator output.

• The motors used for actuators, electric pumps and electric ECS are generally all AC motors. In order
to control the speed and torque of these motors, the input frequency and voltage have to be varied over
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a wide range. Hence, the distributed AC has to be first converted to DC using the power electronics
and then converted to VF and variable-voltage AC using inverters.

• Depending on the frequency of the AC system, the reactive power also has to be managed in the
distribution system.

• The feeders within the 115 V AC systems would be heavy, particularly for large loads. For example,
the Wing Ice Protection System and the ECS will require both large currents and heavy feeders if
supplied from a 115 V AC system.

12.6.1 High-voltage operation

Whether it is an AC or DC distribution system, the main advantage of a higher voltage system is the
smaller cable size because of the reduced current for the same power [22, 27, 28]. Ground-based power
systems always operate at a high voltage to minimize the I2R losses and conductor size. Current air-
craft electrical systems operate under well-established conditions, namely 115 V AC, altitudes of up to
60 000 ft and temperature cycles between −55 and 200 ∘C over a wide range of humidity. Moving to
higher voltages (>270 V) could lead to several problems.

• The active and passive components capable of switching at these levels of voltage, with character-
istics qualified for aerospace applications, have only recently come to the market and have limited
availability.

• Although some aerospace-qualified DC contactors at 270 V DC are available, the technology of contac-
tors operating at higher than 270 V DC and the protection systems are still not advanced for aerospace
applications.

• The safety aspects related to the use of more than 540 V still needs to be investigated.
• Increased voltage can lead to undesirable effects from tracking and partial disruptive discharges, par-

ticularly at higher voltages because of the lower pressures at higher altitudes.

The breakdown voltage of an air gap in uniform field conditions is a function of the product of pressure
and gap distance, as stated by Paschen’s law, named after Friedrich Paschen in 1889. This law describes
the breakdown voltage of parallel plates in a gas as a function of pressure and gap distance. According
to his observation, the voltage necessary to arc across the gap decreased up to a point as the pressure
was reduced. It then increased gradually, eventually exceeding its original value (Figure 12.16). He also
found that decreasing the gap with normal pressure caused the same behavior in the voltage needed to
cause an arc. Paschen observed that the minimum breakdown voltage between two conducting surfaces
for a uniform electric field in air can be as low as 327 V. In practical terms, this means 5.8 kV that is
required to breakdown a 1 mm gap at atmospheric pressure reduces to 1.1 kV at an altitude of 50 000
feet, where the atmospheric pressure is approximately one-tenth of that at sea level.

High-frequency switching in power conversion introduces new operating regimes for materials devel-
oped for more conventional DC and AC systems. The effect of microsecond level transients with high
repetition rates on corona and insulating systems is not well understood and is of concern in electrical
systems, particularly where PWM control is used. The use of DC reduces the peak voltage for the same
current carried in a conductor and, therefore, increases the available voltage margin before corona begins.
Furthermore, in DC, a system with a potential difference of X can be operated as a two-bus/wire system
with voltage of ±X/2 (as in the Boeing 787); the risk of corona onset can thereby be reduced still further.
More investigation of corona is required; however, it can be clearly seen that DC has an advantage over
AC with respect to levels of corona onset. The extent to which this advantage is reduced by transient
effects emanating from power electronic converters requires further analysis.

The increased voltage rating does not always compensate the reduction in current rating because of
the insulation thickness required for a given voltage. There should be a trade-off between the current
reduction and increased insulation thickness. Moving to a higher voltage does not necessarily imply that
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the system’s weight will be reduced. By looking at the MEA as an entire integrated system and not
as individual components, a decision related to the individual components and the voltage level has to
be made. Hence, for a given aircraft, it is necessary to study the architecture of the entire system and
understand the requirements of each individual component.

12.7 Conclusions
MEA technologies are evolving continually and there is much opportunity for improvement as systems
continue to be refined and enhanced. As MEA technologies advance, smaller components will be used,
continuing the reduction of cost of the components and improvements in operating efficiencies. The
long-term goal is an “all-electric” aircraft with MEA being the evolutionary step. The transition to an
all-electric aircraft, where the propulsors will be driven by the electric motors, is still many years in
the future. Meanwhile, MEA will bridge two eras in aircraft technology as airplanes shed some of the
traditional pneumatic and hydraulic systems for lighter, simpler, electric and electronic replacements.

Power electronics plays a significant role in the advancement of MEA technologies in terms of improv-
ing system efficiency, architecture, size and so on. In terms of power generation, in all likelihood, the
aircraft’s primary electrical power will remain as AC obtained from generators driven from the engines
for the foreseeable future. Some interest has been shown in fuel cell technology, which could produce
DC output for ground power, where its quiet operation would compare favorably with that of the APU.
However, this is probably still some way off for both the military and commercial aircraft markets. The
use of hybrid fuel cell APUs consisting of a solid oxide fuel cell and gas turbine has also been examined
for powering electrical loads in an aircraft, but this technology is still in the feasibility study stage. The
distribution of the primary power could be AC or DC and each approach has its merits and limitations.
The move to a higher voltage generation and distribution would lead to a decrease in the mass of cables
and loads and significant benefits from the use of higher voltages can be derived.

The main objectives are to obtain high power and volume density, high efficiency, reliability and the
ability to withstand harsh environments. In addition, closer integration of power electronics and the
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electric machine might be required for operation in the hostile engine environment. In addition to the
above requirements, achieving lower weight and volume is very critical in (MEA) systems.
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13.1 Introduction
Conventional vehicles which use petroleum as the only source of energy, represent the majority of exist-
ing vehicles. However, the shortage of petroleum is considered one of the most critical worldwide issues,
and increasingly costly fuel is becoming a major challenge for CV users. Moreover, CVs emit green-
house gases (GHGs), which means that it is becoming harder for them to satisfy increasingly stringent
environmental regulations.

One of the most attractive alternatives to CVs is electric vehicles (EVs) or zero-emission vehicles
that consume electric energy only. However, owing to the limited energy densities of the commercial
battery packs currently available, the performance of EVs are constrained to be being neighborhood
vehicles with limitations of low speed, short autonomy and heavy battery packs. As a successful example,
Canada-based ZENN’s commercialized EV has an average speed of 25 mph and 30–40 miles driving
range per charge.

Currently, hybrid electric vehicles (HEVs) are the most promising and practical solution. Their
propulsion energy is usually from more than two types of energy storage devices or sources, one of
which has to be electric. HEV drivetrains are divided into series and parallel hybrids. Series hybrids
are electric-intensive vehicles, because the electric motor is the only traction source and the internal
combustion engine (ICE) merely works at its maximum efficiency, as an onboard generator to charge
the battery.

Keeping in mind the goals of creating an energy-wise, cost-effective and overall sustainable society,
plug-in hybrid electric vehicles (PHEVs) have recently been widely touted as a viable alternative to
both conventional and regular HEVs. PHEVs are equipped with sufficient onboard electric power to
support daily driving (an average of 40 miles per day) in an all-electric mode, using only the energy
stored in the batteries, that is, without consuming a drop of fuel. This means that the embedded ICE
uses only a minimal amount of fossil fuel to support driving beyond 40 miles, which results in reduced
GHG emissions.

Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications, First Edition.
Edited by Haitham Abu-Rub, Mariusz Malinowski and Kamal Al-Haddad.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.



388 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

Fuel consumption of PHEVs can be reduced further by charging the battery from the grid. Thus, it is
a valid assumption that moving into the future, a large number of PHEV users will most definitely exist
and that the overall influence of charging the onboard energy storage system (ESS) cannot be neglected.
Related literature firmly states that by 2020, the market share of PHEVs will increase by about 25%.
Based on these data, the additional electric energy demanded from the distribution grid for five million
PHEVs would be approximately 50 GWh per day. Furthermore, the typical charging time would be 7–8 h,
which might make it hard to accommodate these additional loads in the load curve without increasing
the peak load. In addition, the required additional charging energy would possibly have an impact on the
utility system.

Expanding the electricity system in the conventional way with large generating plants located far from
the load centers would require upgrading the transmission and distribution systems. Apart from the high
costs, this could take many years before the right-of-way was obtained. Alternatively, smaller power
plants based on renewable energy, such as wind energy, which is a cost-effective renewable energy in
addition to many utilities could be incorporated, or solar energy could be installed in a fraction of that
time on the distribution system; this is commonly referred to as “distributed generation (DG).” Photo-
voltaic (PV) presents a modular characteristic, which can be deployed easily on the rooftops and facades
of buildings. Many corporations are adopting the green approach for distributed energy generation. For
instance, Google has installed 9 MWh per day of PV on its headquarters, Googleplex, in Mountain View,
California, which is connected to Mountain View’s section of the electricity grid. Alternatively, it could
be used for charging PHEVs during working hours, offering a great perk for environmentally concerned
employees. The energy stored in the batteries could also be used for backup during faults. In Canada,
the latest projections (2000) indicate that by 2010, renewable DG sources represented at least 5% of the
total energy produced and 20% of cogeneration, an increase from actual figures of 1 and 4%, respec-
tively. Therefore, from an environmental point of view, charging PHEVs with solar power is the most
attractive solution.

This chapter aims primarily at addressing the practical issues for commercialization of current and
future PHEVs and focuses on power electronics-based solutions for both current and future EV tech-
nologies. New PHEV power system architectures are discussed in detail. Key EV battery technologies
are explained and some of the corresponding battery management issues are summarized. Advanced
power electronics intensive charging infrastructures for EVs and PHEVs are also discussed in detail.

13.2 Electric, Hybrid Electric and Plug-In Hybrid Electric
Vehicle Topologies

13.2.1 Electric Vehicles

Generally, EVs include electric motors for propulsion and ESSs, such as batteries, fuel cells, ultraca-
pacitors, or combinations of these called hybrid energy storage systems (HESSs). EVs include not only
electric cars but also other types of vehicles, such as electric bikes, electric boats, electric airplanes
and so on. Nevertheless, the focus of this chapter is mainly on electric cars. Thus, unless otherwise
stated, when talking about EVs we mean electric cars. EVs that are supplied from batteries, which are
the most common type, are called battery electric vehicles (BEVs). The very first BEVs were made in the
mid-nineteenth century because of the operational simplicity of electric motors compared with ICEs, that
is, the inherent rotational movement of the shaft. However, over the decades, ICE cars replaced BEVs
largely because of the low range of BEVs owing to low specific energy batteries.

The main reasons behind the BEV concept nowadays is reducing environmental pollutants and reduc-
ing fuel consumption. As batteries are the main source of energy in BEVs, they should be sized accord-
ingly to provide a reasonable driving range and have low weight. To achieve this, many cells should be
put in series and parallel in a battery pack to provide a suitable voltage and power rating for running
electric motors. Various issues should be considered in designing battery packs. The charging method of
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Figure 13.1 Typical drivetrain layout of an all-electric vehicle

battery packs is an important factor from the aspect of battery pack life cycle, which will be discussed
later in this chapter. A typical BEV drivetrain topology is shown in Figure 13.1.

Generally, batteries have much lower specific energy compared with fossil fuels. Hence, to provide
a reasonable mileage range, very heavy battery packs are needed. Thus, as shown in Figure 13.1, a
high power density ultracapacitor bank is required, in order to form a hybridized ESS. This gives an
EV an added power capability in addition to energy capacity. However, the above-mentioned issues and
some other reasons, such as a lack of charging infrastructure, currently make the options of HEVs and
PHEVs more attractive. Nevertheless, battery technology is improving steadily and EVs are the ultimate
transportation goal.

13.2.2 Hybrid Electric Vehicles

An HEV utilizes two or more sources of energy for propulsion, for example, gasoline, natural gas, hydro-
gen, liquid nitrogen, compressed air, wind, solar, electricity and so on. If one of these sources is electricity,
this vehicle is called an HEV. This electricity can be provided by a battery pack, fuel cell and so on. HEVs
generally combine ICEs with electric motors to run the vehicle. As mentioned earlier, HEVs may include
vehicles other than cars; however, here we mean hybrid electric cars, which are the most common type.
The main purpose of using HEVs, the same as with EVs, is to reduce the amount of emissions and
fuel consumption, which can be achieved in different ways. The simplest way can be just turning the
ICE off during idle times, for example, waiting at stoplights; this is called stop–start control strategy.
Another idea is to convert the kinetic energy of the car to electric energy during braking, instead of wast-
ing this energy as heat in the brakes. This can improve the mile-per-gallon range by up to 15%. This
figure is increasing as the efficiency of the wheel-to-battery path components is improving. Different
configurations of ICE and electric motor are possible in an HEV. They will be described in the following
sections.

13.2.2.1 Hybrid Electric Vehicle Topologies

Series Hybrid Electric Vehicle
In a series HEV, the ICE acts as a prime mover to run a generator. This generator charges a battery pack,
which supplies power to the electric motors. In fact, the ICE is the primary source of power; however, the
HEV runs by the direct mechanical coupling of the electric motor, not the ICE. The benefit arises because
the ICE can be smaller compared with a car that relies solely on an ICE. Furthermore, compared with
the ICE of a normal car that operates at different operating points, the ICE in a series hybrid will operate
at the most efficient operating point most of the time, resulting in an improvement of the efficiency
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of the entire system. In terms of power flow analysis, the power from the generator could supply the
electric motors directly. However, to smooth the power transients or variable power demand from the
electric motors, it is necessary that the battery pack act as an energy buffer. Depending on the design
and to minimize the stress on the battery pack leading to improved life cycle of the battery pack, banks
of ultracapacitors might also be used to supply highly transient currents. However, for simplicity, they
are not considered here. As mentioned earlier, during braking, the kinetic energy can be transformed
into electrical energy using a generator; hence, the electric machine and motor drive in a series hybrid
is designed to act as a motor generator. Generally, series hybrids are more efficient for low speeds and
urban areas. A typical series hybrid power train is illustrated in Figure 13.2.

Parallel Hybrid Electric Vehicle
In a parallel HEV, in contrast to the series HEV, the ICE can run directly the HEV in parallel to the
electric motor. In other words, the ICE or the electric motors or both of them can govern the transmission
at the same time depending on the driving conditions and control strategy. A typical configuration of a
parallel hybrid is shown in Figure 13.3. In general, a parallel hybrid is more efficient at high speeds, for
example, highways. In today’s parallel HEV market, the electric motors are of low power and usually
less than 30 kW, supported with a relatively small-sized battery pack compared with EVs, because in
parallel hybrids the electric motor is accompanied by the ICE and, therefore, does not need to supply all
the power. Furthermore, regenerative braking can be supported in parallel HEVs.
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Figure 13.3 Typical layout of a parallel HEV
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Series–Parallel (Combined or Complex) Hybrid Electric Vehicle
This configuration is also known as a power-split topology; it combines the features of both series and
parallel HEVs. This configuration is shown in Figure 13.4. As shown in the figure, a power split is
utilized to divide the output mechanical power from the ICE to the drive shaft or electric generator.
This ensures that the battery pack is always charged to be able to run the electric motors when needed.
A series–parallel hybrid can operate in either series hybrid mode or parallel hybrid mode depending
on the driving conditions and supervisory control strategy. A series–parallel hybrid benefits from the
advantages of both series and parallel hybrids, that is, it is efficient both in urban areas and on highways.

13.2.3 Plug-In Hybrid Electric Vehicles (PHEVs)

A PHEV is the combination of an HEV and an EV, which can be recharged using an electric plug. In fact,
a PHEV benefits from both the hybrid nature of an HEV and the noticeable all-electric range (AER) of an
EV. AER simply shows the distance that the PHEV or EV can cover using only the batteries. For instance,
PHEV-30 means that the PHEV can cover 30 miles on electricity alone. In a simple HEV, the AER is
relatively small because of the small capacity of the battery pack. However, in a PHEV, the vehicle can
run for longer on batteries alone. A typical layout of a PHEV is shown in Figure 13.5.

The battery pack of a PHEV is much bigger and heavier than that in an HEV, in order that it can store
the required amount of energy [1, 2]. The overall efficiency of PHEVs is much higher than ICE cars. The
final usage price depends greatly on the price of electricity, because PHEVs require a relatively significant
amount of energy to get charged. For example, charging a PHEV once per day approximately doubles the
electrical energy consumption of a mid-sized home. Furthermore, the reduction of the amount of pollu-
tants depends on the source of electricity used for charging, that is, natural gas, hydro, wind, solar and so
on. PHEVs have three main topologies, which are the same as HEVs: series, parallel and series–parallel.

Generally, PHEVs can operate in three different modes: charge-depleting, charge-sustaining and
blended mode. If the battery has enough charge, the PHEV can operate using only electricity until it
reaches the end of state of the charge; this is called charge-depleting mode. The battery pack cannot
provide enough energy and power for acceleration if its state of charge (SOC) is low. In contrast, the
battery pack cannot absorb available energy from regenerative braking if it is fully charged. Thus, it is
desirable that the SOC of the battery pack is kept within a range, for example, 60–80%. If the control
strategy operates the ICE and other parts to achieve this, it is called the charge-sustaining mode. In some
PHEVs, the control strategy works in such a way that for low speeds, for example, less than 60 km h−1,
the vehicle works in charge-depleting mode and for high speeds, it works in charge-sustaining mode.
This is called the blended mode. In other cases, the PHEV might operate in different modes for different
speed ranges depending on the driving conditions and control strategy. This mode is called the mixed
mode of operation.
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Figure 13.5 Typical layout of a PHEV power system

13.3 EV and PHEV Charging Infrastructures

13.3.1 EV/PHEV Batteries and Charging Regimes

Replacing conventional ICE vehicles with EVs and PHEVs on a large scale could result in tremen-
dous benefits in saving our world from the dangerous and ever-increasing rate of emission of pollutants.
The main benefits in moving toward EVs and PHEVs, such as pollution reduction and a decrease in oil
consumption, are based on using batteries as a green source of energy. The chemical nature of batteries
gives them a highly nonlinear behavior and makes them dependent on many factors, such as chemistry,
temperature, aging, load profile, charging algorithm and so on. To have a specific amount of energy for
a reasonable AER, tens or hundreds of cells should be connected in series and parallel to make the desir-
able voltage and current ratings of the battery pack. This causes the nonlinear behavior of the cells to be
amplified in some aspects. Furthermore, some phenomena are observed only in battery packs and not in
single cells, such as a thermal unbalance among the cells in the pack.

EV and PHEV battery packs are relatively expensive compared with the price of the entire car, owing
to the high number of cells and chemistry types, such as lithium-based, protective circuits and so on.
Accordingly, the life cycle of these battery packs is very important. Therefore, lower final cost for the
customer can be achieved by increasing the battery pack life cycle, which results in a deferred need for
the replacement of the entire pack. To get an idea about the price of battery packs, a real example from
Honda Civic is mentioned here [3]. There was already news about the Honda Company regarding the
battery packs of Honda Civics produced between 2006 and 2008. Apparently, some of the battery packs in
second-generation Honda Civic hybrids, which went into production 5 years ago, are failing prematurely.
According to regulations in California, there is a 10-year, 150 000-mile warranty requirement on the
components of the hybrid system. The Honda Company has taken some action to solve the problem;
however, some customers are not satisfied and prefer to change the battery packs themselves. The price
of these battery packs is about $2000 excluding shipping and installation costs.

The above-mentioned case shows the importance of the price of battery packs in the commercializa-
tion of EVs and PHEVs on a large scale. A factor that affects greatly the life cycle of battery packs is
the charging algorithm. However, other factors such as the charging time play an important role in the
attraction of EVs and PHEVs. These topics and others related to this area should be handled mainly
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with a multilevel control and power system called the battery management system (BMS), which takes
care of all or some of the aspects affecting batteries. The more accurate and comprehensive the BMS
is, the more reliable, safer and faster the charging procedure can be performed. Designing a highly
efficient BMS requires very good understanding of the behavior of single cells according to the vari-
ations of different parameters and the mutations of these behaviors in a packed state with a large number
of cells.

In the following sections, at first we describe some basic definitions and aspects in the field of batteries,
and then based on this, we provide some results such as appropriate charging algorithms, which improve
the life cycle of batteries. In the following section, we do not want to describe very detailed mathematical
definitions of different parameters of batteries that can be used for solving problems and design purposes;
on the contrary, it is just intended to give basic definitions, which will help readers, who may be not
familiar with these topics, understand the later sections.

13.3.1.1 Battery Parameters

Battery Capacity
This parameter can be assumed simply as the amount of charge that can be drawn from a fully charged
battery until it becomes fully discharged. An important effect in batteries is that the higher amount of cur-
rent drawn from a battery, the lower capacity the battery will have. Hence, theoretically, battery capacity
is defined as the amount of current drawn from a battery that discharges it completely in exactly 1 h.
For example, a battery capacity of 10 Ah means that if a constant current (CC) of 10 A is drawn from
the battery, it will become discharged completely after 1 h. However, in practice, battery manufacturers
might use other definitions. Usually, tables of different test results are provided showing the amount of
time the battery runs under different CC loads and under different constant power loads. In practice, these
tables provide much more practical information rather than standard definitions, because after produc-
tion, different loads with different characteristics might be connected to the battery. Nevertheless, the
amount of time that a battery runs is not predictable exactly, because not all the loads are CC or constant
power loads. Even if the loads are one of these types, those tables are valid for new batteries and not for
aged batteries. Therefore, in many design procedures, just rough estimates of battery runtime is calcu-
lated. The battery capacity is shown in the literature with letters such as “C” or “Q” or other notations.
The main unit for battery capacity is the ampere hour (Ah); however, based on the size of the battery,
alternative units might be used, such as milliampere-hour or even milliampere-second in the case of very
small batteries.

C-Rate
This parameter is used to show the amount of current used for charging the battery, or that of a load
drawn from the battery. We can consider the previous case of a 10 Ah battery as an example. When it
is mentioned that the charging process is terminated when the charging current falls below C/10 rate
(10 h rate), this means the charging should be stopped when the current becomes less than the amount of
current with which the battery is discharged after 10 h, in other words: 10 Ah/10 h= 1 A.

State of Charge (SOC)
In its simplest form, SOC can be visualized as the percentage of the remaining water relative to the
entire capacity of a water tank. In terms of charge, this means the percentage of charge available from
a battery relative to the entire capacity of the battery. Representing the battery as a water tank gives a
good approximation; however, it is not accurate because of some of the effects in the batteries such as
relaxation effect will be described in the following sections. Furthermore, according to aging, the rated
capacity of the battery reduces over time, and hence, for determining the SOC, the rated capacity should
be measured or calculated regularly.
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Depth of Discharge (DOD)
Again, using the water tank concept, the depth of discharge (DOD) can be assumed as the percentage
of water that has been drawn from the water tank relative to the entire capacity of the tank. In terms of
charge, the water can be replaced with electric charge. This parameter is usually used in discharge pattern
recommendations. For example, the battery manufacturer might recommend the user not to exceed 30%
DOD in relation to battery lifetime issues.

Energy Density
Energy density can be defined in two ways. One is “volumetric energy density,” which is defined as
the amount of available energy from a fully charged battery per unit volume (Wh l−1). The unit liter
is used mainly for measuring the volume of liquids. Mostly, batteries have a liquid electrolyte and so
in such cases, it easily makes sense; however, even for solid-state electrolytes such as lithium polymer
batteries, the same unit is usually used. The other way of defining the energy density is “gravimetric
energy density,” which is usually referred to as “specific energy,” and is defined as the available energy
from a fully charged battery per unit weight (Wh kg−1). Based on application and the importance of the
volume or weight, either definition can be used. In the case of EVs and PHEVs, the weight factor is
usually more important than volume; hence, specific energy would usually be seen in the literature for
this specific application.

Charging Efficiency
The chemical reactions inside the battery during charge and discharge are not ideal and there are always
losses involved. In other words, not all the energy used to charge the battery is available during discharge.
Some of this energy is wasted in other forms of energy dissipation such as heat energy dissipation. The
charging efficiency can be defined as the ratio of available energy from the battery, because of a complete
discharge, to the amount of energy needed to charge the battery completely. This parameter may be
mentioned by other names such coulombic efficiency or charge acceptance. The types of losses that
reduce the coulombic efficiency are mainly losses in the charging process owing to chemical reactions,
such as electrolysis of water or other redox reactions in the battery. In general, the coulombic efficiency
for a new battery is high; however, it reduces as the battery ages.

Hereafter, this chapter will discuss some aspects of batteries in the specific cases of EVs and PHEVs
regarding charging battery packs. This will help greatly in the design of more efficient and flexible
chargers based on battery behavior, which will finally lead to the improvement of the battery pack
life cycle.

13.3.1.2 Important Characteristics of Common Battery Chemistries

There exist many types of batteries, which can be found in battery reference books such as [4]; however,
a large number of them are just produced in laboratory conditions and are still under investigation. They
are not commercialized because of many factors, such as non-maturity, low energy density, safety, high
rate of toxic materials, price and so on. Hence, a small group of batteries is available commercially and
within this, the most frequently used are Pb–acid, Ni–Cd, Ni–MH, Li–ion and Li–polymer. Batteries
can be divided initially into two categories: primary and secondary. Primary batteries are simply those
that can be used only once and after a full discharge cannot be used any more. This is because the chemical
reactions happening inside them are irreversible. Secondary batteries, however, can be used many times
through recharging. In the case of automotive and traction applications, secondary batteries are of most
interest, because utilizing primary batteries in these applications seems unreasonable. Here, we will only
consider secondary type batteries and when we mention batteries, we mean secondary batteries unless
otherwise stated.
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Lead–Acid (Pb–acid)
For over a century, lead–acid batteries have been utilized for various applications including traction.
Their well-improved structure has led to valve-regulated lead–acid (VRLA) batteries, which can be
considered as maintenance-free batteries, which is a desirable characteristic for PHEVs. In terms of effi-
ciency, they have high efficiency in the range of 95–99%. The main disadvantage of lead–acid batteries
is their weight, in other words, they have a low specific energy (30–40 Wh kg−1) compared with their
counterparts.

Nickel–Cadmium (Ni–Cd)
Considering low-power applications, nickel–cadmium (Ni–Cd) batteries also benefit from a mature tech-
nology, but considering traction applications, their specific energy is low. The typical specific energy for
this type is 45–60 Wh kg−1. They are used mainly where long life and price are of high importance. The
main applications for this type are portable devices, but in cases that demand high instantaneous currents,
there use is desirable. However, considering environmental issues, they do contain toxic metals [5].

Nickel–Metal Hydride (Ni–MH)
These have higher specific energy but lower cycle life compared with that of the previous types. In
general, for the batteries of the same size, Ni–MH batteries can have up to two or three times the energy
of a Ni–Cd type. The typical value for the specific energy of the present technology Ni–MH batteries is
in the range of 75–100 Wh kg−1. This type is widely used in EVs and PHEVs.

Lithium–Ion (Li–ion)
This type has noticeably high specific energy, specific power and great potential for technological
improvements, providing EVs and PHEVs with perfect performance characteristics such as acceleration.
Their specific energy is in the range of 100–250 Wh kg−1. Because of their nature, Li–ion batteries can
be charged and discharged at a faster rate than can Pb–acid and Ni–MH batteries, nominating them
as good candidates for EV and PHEV applications. Furthermore, Li–ion batteries have outstanding
potential for long life if managed in proper conditions; otherwise, their life cycle can be a disadvantage.
One of the main reasons for this is the near absence of memory effect in Li-based batteries. However,
safety issues are weak points of Li-based batteries. Overcharge of Li–ion batteries should be carefully
prevented, as they have high potential for explosion owing to overheating caused by overcharging. They
can easily absorb extra charge and thus could explode. Utilizing advanced BMSs can ensure a reliable
range of operation of Li–ion batteries, even in cases of accidents. In addition, Li–ion batteries contain
less environmentally harmful materials compared with that of nickel-based batteries.

Lithium–Polymer (Li–Po)
Li–Po batteries have the same energy density as Li–ion batteries but with lower cost. This specific
chemistry is one with the greatest potential for EVs and PHEVs. Recently, there have been significant
improvements in this technology. Formerly, the maximum discharge current of Li–Po batteries was lim-
ited to about 1C rate; however, recent enhancements have led to maximum discharge rates of almost 30
times the 1C rate. This improves and simplifies greatly the storage part of EVs and PHEVs in terms of
power density, because in some cases, this can even eliminate the need for ultracapacitors. In addition,
there have been outstanding improvements in charging times. Recent advances in this technology have
led to some types that can reach over 90% SOC within a couple of minutes, which can increase sig-
nificantly their attractiveness to EVs and PHEVs because of the noticeable reduction in charging time.
Because this type is a solid-state battery, having solid electrolyte, the materials would not leak even in
the case of an accident. One of the other advantages of this type is that it can be produced in any size or
shape, which offers great flexibility to vehicle manufacturers.
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13.3.1.3 Basic Requirements of EV/PHEV Batteries

The basic preferred characteristics of PHEV batteries can be summarized as follows [6]:

1. High specific energy that results in higher AER and fewer recharge cycles.
2. High specific power that results in high acceleration characteristics of PHEVs, owing to the high rates

of current available from the battery without causing any permanent damage to the battery pack.
3. High number of charge/discharge cycles available and high safety mechanisms built into the battery

because of high power ratings of battery packs.
4. Environmentally friendly aspect of the battery, that is, being recyclable and incorporating low amounts

of toxic materials.

Cost is also an important concern for commercializing EVs and PHEVs in a large scale.

13.3.1.4 EV Battery Charging Methods

Generally, charging is the action of putting energy back into the battery in terms of charge or current.
Different chemistries need different charging methods. Other factors that affect the choice of the charging
method are capacity, required time and others. The following are the most common techniques used in
this process.

Constant Voltage (CV)
As is clear from the name, “Constant Voltage” or CV is where a constant voltage is applied to the bat-
tery pack. This voltage is a value preset by the manufacturer. This method is usually accompanied with
a current limiting circuit, especially for the beginning period of charging when the battery can easily
accept high rates of current compared with that of its capacity. The current limitation value depends
mainly on the capacity of the battery. Depending on the battery type to be charged, this preset voltage
value is chosen. For example, for Li–ion cells, the value of 4.200± 50 mV is desirable. The accurate
set point is necessary because overvoltage can damage the cell and undervoltage causes partial charge,
which will reduce the battery life cycle over time. Therefore, the circuit used for charging, which can
be a simple buck, boost, or buck/boost topology, depending on the voltage ratio of input and output,
should be accompanied with a controller to compensate the source and load changes over time. When
the cell reaches the preset voltage value, this causes the battery to enter standby mode, ready for later use.
However, the duration of this idle time should not be very long and should be limited based on the man-
ufacturer’s recommendations. This method is usually used for lead–acid batteries and Li–ion batteries,
using the current limiter to avoid overheating the battery, especially in the initial stages of the charging
process [7].

Constant Current (CC)
CC charging means simply applying a CC to the battery with a low percentage of current ripples, regard-
less of the battery’s SOC or temperature. This is achieved by varying the voltage applied to the battery
by using control techniques such as current mode control to maintain the CC. The CC technique can be
implemented using a “single rate current” or “split rate current.” In single rate, only one preset current
value is applied to the battery, which is useful in balancing the cells; however, backup circuits must be
used to avoid overcharging. In split rate CC, different rates of current are applied based on the time of
the charge, the voltage, or both during different stages of charging. This provides charging that is more
accurate and balanced charging; however, backup circuits should still be used to avoid overvoltage of
the cells. In some cases, the CC method with high rates and low duration can be utilized to extend the
lifetime of batteries. However, this is a very sensitive procedure and it should be performed carefully.
Ni–Cd and Ni–MH batteries are charged using this method. Ni–MH batteries can be damaged easily
owing to overcharging; therefore, they should be monitored accurately during the charging process [8].
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Taper Current
This can be used when the source is a non-regulated DC source. It is usually implemented with a trans-
former with a high output voltage compared with the battery voltage. A resistance should be used to limit
the current flowing to the battery. A diode can also be used to ensure unidirectional power flow to the bat-
tery. In this method, the current starts at full rating and gradually decreases as the cell becomes charged.
As an example, for a 24 V 12 A battery, the charging begins with 12 A when the battery voltage is 24 V.
Then it drops to 6 A when the voltage reaches 25 V and then 3 A for 26 V, and finally, it is reduced to 0.5 A
for 26.5 V. This is just a hypothetical example and the values are not necessarily valid. This technique is
only applicable to sealed lead–acid (SLA) batteries. Taper charging has other disadvantages. As men-
tioned earlier, this technique uses transformers, which add to the weight of charger and generates heat.

Pulse Charge
This technique involves using short current pulses for charging. By changing the width of the pulses, the
average of the current can be controlled. Furthermore, the charging provides two significant advantages.
One is the noticeably reduced charging time and the other one is the conditioning effect of this technique,
which improves greatly the battery life cycle. The intervals between pulses, called rest times, play an
important role. They provide some time for the chemical reactions inside the battery to take place and
stabilize. In addition, this method can reduce undesirable chemical reactions that might happen at the
electrodes. These reactions can be gas formation and crystal growth, which are the most significant causes
of life cycle reduction in batteries.

Reflex Charge
During the charging procedure, some gas bubbles appear on the electrodes and this is amplified during
fast charging. This phenomenon is called “burping.” Applying short discharge pulses or negative pulses,
which can be achieved, for example, by short circuiting the battery for very small intervals in a current
limited fashion, typically two to three times bigger than the charging pulses during the charging rest
period, results in depolarizing the cell, which speeds up the stabilization process and, hence, the overall
charging process. This technique is called, among others, “burp charging” or “negative pulse charging.”
Different control modes of charging along with waveforms and diagrams can be found in [9]. In addition,
there are other charging methods such as current interrupt (CI), which will be explained in detail in
Section 13.8.1.9.

Float Charge
For some applications, when the charging process is complete and the battery is fully charged, the
batteries should be maintained at 100% SOC for a long time in order to be ready at the time of use. Unin-
terruptable power supplies (UPSs) are an example of one such application. The batteries should always
remain fully charged. However, because of the self-discharge of batteries, they become discharged over
time; for example, they may lose 20–30% of their charge per month. To compensate for self-discharge,
a constant is applied, which is determined based on the battery chemistry and ambient temperature. This
voltage is called the “float voltage.” In general, the float voltage should be decreased with the increase
in temperature. This causes a very low rate of current, for example, a C/300 to C/100 rate to the bat-
tery, which continuously compensates for the self-discharge rate, also prevents sulfate formation on the
plates. This technique is not recommended for Li–ion and Li–Po batteries. Furthermore, this method is
not necessary for EV/PHEVs, which are frequently used every day. In addition, float charging involves
a protection circuit, which avoids overcharging. This circuit adjusts the float voltage automatically and
interrupts charging at some intervals based on battery voltage and temperature.

Trickle Charge
Trickle charging is largely the same as float charging with just small differences. One difference is the
usual absence of a protection circuit that avoids overcharging. Hence, it is very important to make sure
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in the design procedure that the charging current is less than the self-discharge rate. If so, they can be
left connected to the battery pack for a long time.

13.3.1.5 Termination Methods

During the charging procedure, it is very important to know when to terminate the charging. This is
because of two main reasons. One is to avoid undercharge, that is, to make sure that the battery is fully
charged, not partially, in order to use the full capacity of the battery. The other is to avoid overcharging,
which is very dangerous, especially in the case of high energy density lithium-based EV/PHEV battery
packs. If not terminated on time, the overcharging of batteries can lead to over gassing of the cells,
especially in liquid electrolyte cells, which results in an increase in the volume of individual cells that
cannot be tolerated in a battery pack, which is rigidly packed. Another issue is the overheating of the
cells, especially in lithium-based batteries, which can lead to an explosion and fire in the entire pack,
because lithium is a very reactive material and combines easily with oxygen in the air. The one thing
necessary to begin the combination is sufficient heat.

Choosing different termination criteria leads to different termination methods. Selecting the type of
termination of charging process depends on different factors, such as the application and the environment
in which the battery is used. The following are the different termination methods used in this process.

Time
Using time is one of the simplest methods, which is mainly used as a backup for fast charging or nor-
mally used for regular charging for specific types of batteries. This method can be implemented cheaply;
however, because of diminishing battery capacity over time due to aging, the time should be set for a
reduced capacity aged battery to avoid the overcharging of old batteries. Therefore, the charger would
not work efficiently for new batteries and this leads to a reduction in battery lifetime.

Voltage
As mentioned earlier, voltage can be used as a termination factor. The charging process is stopped when
the battery voltage reaches a specific value. However, this method has some inaccuracies, because real
open-circuit voltage is obtained when the battery is left disconnected for some time after the charging.
This is because chemical reactions happening inside the battery need some time to stabilize. Neverthe-
less, this method is widely used, usually with a CC technique in order to avoid overheating damage to
the battery.

Voltage Drop (dV/dT)
In some chemistries like Ni–Cd, if charged using the CC method, the voltage increases up to the fully
charged state point and then the voltage begins to decrease. This is because of oxygen build up inside
the battery. This decrease is significant such that the negative derivative of the voltage versus time can be
measured to be a sign of overcharge. When this parameter becomes positive, it shows that we are passing
the fully charged state and the temperature begins to rise. After this point, the charging method can be
switched to trickle or float charge, or terminated completely.

Current
In the last stages of charging, if the constant voltage method is used, the current begins to decrease as
the battery reaches the fully charge state. A preset current value such as the C/10 rate can be defined and
when the current goes below this value the charging would be terminated.

Temperature
In general, an increase in temperature is a sign of overvoltage. However, using temperature sensors adds
greatly to the cost of the system. Nevertheless, for some chemistries such as Ni–MH, methods such as
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voltage drop are not recommended, because the voltage drop after the full charge state is not sufficiently
significant to be relied on. In this case, the temperature increase is a good sign of overvoltage and can
be used.

13.3.1.6 Cell Balancing

For applications demanding high power and energy such as EV/PHEVs, numerous cells should be con-
nected in series to provide high voltages and connected in parallel to produce high currents. Hence,
in general, high-power and high-energy rates for traction applications are achieved. This seems ideal;
however, there are disadvantages involved. It is often claimed that single cells produced by different
manufactures are rechargeable hundreds of times over; however, when connected in series their life cycle
declines dramatically. This is because of cell imbalances. To get an idea about the significance of this
effect, the results of a real experiment from [10] are mentioned here. In an experiment, 12 cells were
connected in series. Despite the manufacturer claiming life cycles of 400 cycles, this was reduced to
only 25–30 cycles when the cells were arranged in a string. This shows how devastating this effect can
be. To deal with this, the reasons for cell imbalance should be understood and managed. Batteries are
electrochemical devices. Even in the case of a simple resistor, there is a percentage of error. In the case
of batteries, this is magnified. Two different cells produced in the same factory at the same time will have
a slight difference in their parameters. One of these parameters is capacity difference. In the case of a
battery pack, there are different reasons leading to cell imbalance. As mentioned in [11], there are four
fundamental factors leading to cell imbalance: manufacturing variations, differences in self-discharge
rate, differences in cell age and charge acceptance variance. Similarly, in [12], cell imbalance is classi-
fied as internal sources, which include “variations in charge storage volume” and “variations in internal
battery impedance” and external sources resulting from “protection circuits” and “thermal differential
across the battery pack.”

To explain simply what is happening, again we refer to the water tank visualization of cells. Suppose
different cells with different capacities are connected in series. It is like assuming that different water
tanks with different volumes are connected using pipes at the bottom of tanks. If the first tank is supplied
with water, the level of water in all the tanks rises evenly. After some time, those tanks with lower
capacity become full of water whereas others are only partially filled with water. To fill completely the
higher capacity tanks, there is no alternative other than overfilling the lower capacity tanks.

Returning to the real situation, it is easy to guess what happens in the case of battery strings. Fully
charging the high-capacity cells involves overcharging lower capacity cells. This will lead to excessive
gassing and premature drying out of lower capacity cells, and at the same time, sulfate formation in the
partially charged cells will lead to a reduction in their life cycle. Overcoming this effect is the main task
of cell equalization circuits and their control algorithms. It should be noted that in the case of EVs, the
batteries are usually completely charged up to 100% SOC; hence, cell balancing is an important issue.
However, in PHEVs, batteries are intended to be kept in the range of 40–80% so that they can provide
sufficient energy, while being able to absorb regenerative power at the same time. Cell equalization
techniques for series strings fall into three main groups: (i) charging, (ii) passive and (iii) active.

It is important to note that in cell balancing, the SOC is the key point and not voltage itself, although
voltage is a good sign of the SOC. However, if other techniques that can determine the SOC are available
more accurately, they may be used. As mentioned in [13], cell balancing in a series string really means
equalizing the SOC of the cells, which is equivalent to voltage balancing. Voltage is a useful indicator of
the SOC. Different SOC estimation techniques will be studied later.

1. Charging: Charging method is simply continuing charging the cells until they are all balanced to some
extent. This implies overcharging the cells in a controlled manner, which leads to the full charge of the
higher capacity cells. This method is applicable to lead–acid and nickel-based batteries as they can
tolerate overcharge to some degree without significant damage. However, this should be implemented
carefully because extra overcharge leads to overheating of the cells and, eventually, premature drying
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of the electrolyte. Despite the simplicity and low cost of this method, there are disadvantages, such
as low efficiency and long times required to obtain cell balance. Experimental results from [14] show
that for actual cell equalization of 48 V batteries of a specific chemistry, weeks of time are required.
Furthermore, results from [10] show that the extra time needed using this method increases with the
square ratio of the number of cells added.

2. Passive: In this method, the extra energy in the lower capacity cells is dissipated in resistive elements
connecting two terminals of the cells. This will provide enough time for the higher capacity cells to
become fully charged. This method has also low efficiency because of the energy dissipation; never-
theless, it has a higher speed than the charging method. The passive technique is also cheap and easy
to implement and the control algorithm can be easily designed.

3. Active: Active cell balancing involves using active electrical elements, such as transistors, op-amps
and diodes to control the power flow between the different cells. This flow can be between groups of
cells or single cells. Obviously, extra charge is removed from the lower capacity cells and transferred
to the higher capacity cells. This speeds up the charging procedure significantly because no energy is
dissipated. Just a small amount of energy is dissipated in the circuitry, which can be minimized using
zero voltage or zero current switching techniques if possible.

Let us consider lithium–ion batteries, which are one of the most attractive candidates for EV/PHEVs.
In this chemistry, the voltage should be carefully monitored and rigorously controlled in the typical
range of 4.1–4.3 V per cell because the threshold voltage leading to the breaking down of the cell is
very close to the fully charged cell voltage. As mentioned earlier, lithium batteries cannot tolerate being
overcharged. Hence, the charging technique is not applicable to them. According to safety issues related
to lithium-based batteries, active balancing is the only reliable cell equalization technique for them.

Various types of cell-balancing techniques can be found in the literature. Hence, there is a need to cat-
egorize them based on a certain criterion. Based on energy flow, they can be classified into four different
groups: (i) dissipative, (ii) single cell to pack, (iii) pack to single cell and (iv) single cell to single cell. It
is easy to imagine the operation of each category based on the name. There are advantages and disadvan-
tages for each group. For instance, the dissipative shunting resistor technique is a low-cost technique. In
addition, it is easy to control because of the simple structure leading to simple implementation [15].

In addition to the criterion of energy flow for categorization, cell-balancing techniques can be split into
three main groups based on the circuit topology: (i) shunting, (ii) shuttling and (iii) energy converter.
Non-dissipative techniques such as the pulse-width modulation (PWM)-controlled shunting technique
have high efficiency, but need accurate voltage sensing and are somewhat complex to control [16]. In
addition, the high number of elements leads to an expensive system. The use of resonant converters
increases the efficiency significantly because of the very low switching losses; however, it increases the
complexity of the control system [17].

Shuttling techniques work based on transferring the extra charge of a high-capacity cell or cells to
an energy-storing component, such as a capacitor or a group of capacitors, and then transferring it to
the low-capacity cell or cells [18]. The system would be cheaper if only one high-capacity capacitor
was used; however, because of the existence of only one element for charge transfer, the speed of the
equalization is lower compared with that of a group of capacitors used. Utilizing a group of low-capacity
cells instead of one high-capacity cell is a good idea, although it increases the complexity of the control
system.

Most techniques of energy converter cell equalization utilize transformers. The achieved isolation from
transformers is an advantage; however, they suffer from more costly weight. A model and transfer func-
tion of the energy converter cell equalization system is derived in [19], which can be used for control
design purposes.

The above-mentioned cell-balancing techniques are all summarized and explained, together with cir-
cuit topologies in [20]. The questions that arise are how much the cells should be balanced and whether the
balance range should be in the range of volts or millivolts. As experiments from [13] show for lead–acid
batteries, cell-to-cell voltage matching should be in the range of 10 mV, which corresponds to the SOC
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to provide reasonable improvements in life cycle. This is an important factor, because, for example, if
the voltage matching should be in the range of 1 mV, this means that the sensors should be 10 times more
accurate and also that the algorithm might need improvement for this case. This means more cost and
might be complex. Therefore, there is a trade-off between expense and life cycle. This parameter should
be verified experimentally for different chemistries, environments and applications.

As EV/PEHV battery packs do not possess a mature technology and because there are few experimental
data available, contradictory claims may sometimes be seen in the literature, one of which is mentioned
here. As mentioned earlier, battery packs used in HEVs are usually controlled to remain in the mid-range
of the SOC. This is in order that the battery has the ability to absorb enough regenerative current, while
still being able to provide sufficient power during acceleration. If the battery is in 100% SOC, absorb-
ing regenerative current will lead to the overcharge of the battery. Cell overcharge is usually sensed
through measuring the cell voltage. Some researchers believe that switched capacitor cell equalization
techniques (shuttling method) are suitable candidates for applications with no end-of-charge state like
HEVs, because there is no need for intelligent control and it can work in both charge and discharge modes
[20]. On the other hand, some others believe that according to the nearly flat shape of the open-circuit
terminal voltage of lithium–ion cells in the range of 40–80%, the suitability of charge shuttling methods
for HEV applications is denied because of the negligible voltage deviation of the cells [15].

13.3.1.7 SOC Estimation

One important piece of information necessary for safe charging is the SOC. Charging algorithms are
mainly based directly or indirectly on SOC. Hence, the knowledge of the SOC value is a key parameter
in accurate charging. Unfortunately, measuring the SOC directly is impossible, or at least very difficult
and expensive to implement. Therefore, generally the SOC is estimated based on other variables or states
of the battery. This involves battery models based on which different estimation methods can be utilized
or observers can be designed. Precise estimation of the SOC is not an easy task; however, in usual appli-
cations battery voltage, which is a sign of SOC, can be used. In the case of high-power/high-energy
EV/PHEV battery packs, methods that are more accurate are advisable, despite being more expensive
and complex to implement. The more accurate the SOC estimation, the better the charging algorithms
can be implemented, which results in life cycle improvements.

As mentioned earlier, the SOC is mainly the ratio of available charge to the rated capacity of the cell.
One of the important points in SOC estimation is the rated capacity change over time owing to the aging
resulting from the degradation of the electrolyte, corrosion of plates and other factors. This issue is in the
field of analyzing the state of health of the battery, and it is called “State of Health Estimation,” which
is a field of research not mentioned further here.

However, we will mention some SOC estimation techniques. One of the simplest methods is to dis-
charge the battery completely and measure the SOC. Although simple, it is very time consuming and
does not seem logical to discharge a battery completely just to measure the SOC. Knowledge of the SOC
is useful for assessing the current situation of the battery; therefore, if the battery is discharged the state
of the battery has changed and there is no more use for knowledge of the previous SOC. Furthermore, in
the case EVs/PHEVs, this method is not applicable. Although this method is not used in battery packs,
it may be used periodically after long intervals to calibrate other SOC methods.

Another method is Ampere Hour Counting, which measures and calculates the amount of charge
entering the battery or leaving it through integrating the current over time. This is one of the most com-
mon methods used; however, there are some deficiencies. There are always inaccuracies in sensors and
although very small, because of the integration over time, these errors can accumulate to a considerable
value leading to significant errors. In addition, even supposing a very accurate current sensor, because
this integration is implemented usually by digital circuits and numerical methods, there are always cal-
culation errors involved, and again these can show up in larger errors over time. Even if assuming that
both deficiencies could be solved in some way, there is another reason leading to inaccuracy. Even if the
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amount of charge entering the battery is calculated exactly, because of the coulomb efficiency mentioned
earlier, less amount of charge is available, which is also dependent on the discharge rate when leaving
the battery. One way to reduce these inaccuracies is to recalibrate the integration process each time a
specific known set point, such as the fully discharged state, is reached.

Another method for SOC estimation is the Measurement of Physical Characteristics of Electrolyte.
Obviously, this method is applicable mainly to liquid electrolyte batteries, not to solid electrolyte batteries
like Li–Po. In this method, a chemical fact is used, which is the relation of change of some parameters
in the electrolyte with the change of the SOC. One of these parameters is the density of the acid. There
is an almost linear relation between change in acid density and SOC. This method is very well known,
especially in lead–acid batteries. The density can be measured directly or indirectly using parameters,
such as viscosity, conductivity, ion concentration, refractive index and ultrasonics.

As discussed earlier, the Open-Circuit Voltage of the batteries can be used as an indicator of the SOC.
The uncertainty in this method is the fact that batteries under operation need some rest time for their
open-circuit voltage to become stable. For some cases, this time can be up to a matter of hours. However,
this method is also widely used. The key point in this method is the linear relation of open circuit voltage
versus SOC in a specific range of SOC. This range and its slope are different in different chemistries,
which should be taken into account.

There are other techniques categorized under soft computation techniques, such as fuzzy neural net-
works [21] or adaptive neuro-fuzzy modeling [22], which can also be utilized for SOC estimation. Other
approaches that can be used include the heuristic interpretation of measurement curves mentioned in
[23], such as coup de fouet, linear models, artificial neural networks, impedance spectroscopy, internal
resistance and Kalman filters, which are more precise methods but more complicated to implement.

13.3.1.8 Charging Algorithms

Charging algorithms can be defined as the combination of what was mentioned previously and the con-
trol of all or part of the parameters affecting battery performance and life cycle in such a way that battery
pack charging and the timely termination of charging can be achieved safely and efficiently. Managing
the charging procedure of a high-power battery pack with hundreds of cells involves many issues, as
mentioned earlier. The control of all these aspects needs efficient and accurate algorithms with reliable
safety and backup circuits. The trend toward fast charging, in which huge amounts of current flow into
the battery pack producing significant quantities of heat, needs accurate and reliable supervisory control
algorithms to ensure safe charging. Managing this complicated task can be handled with some advanced
control topics, such as fuzzy logic, supervisory control and decentralized control. In general, the chem-
istry of each battery needs its own charging algorithm. However, depending on the algorithm, it might
be applicable to other types as well, although this should be done carefully according to life cycle issues.

For precise battery charging, the charge/discharge profile of the battery provided by the manufacturer
may be used. However, the profile is valid for new batteries, and thus it is better to use other techniques
such as data acquisition methods to acquire the charge/discharge profile of the battery. Novel techniques
regarding this issue are regularly being introduced in the literature [24].

As mentioned earlier, lead–acid batteries have a mature technology and the infrastructure is already
in place; however, they have poor life cycles of the order of just 300–400 cycles. Much effort has been
put into research for increasing the life cycle of this chemistry because of its many advantages, such as
cost and availability. This chemistry has a common algorithm, which includes four different stages, or
perhaps just three based on the application. In the first stage, a predefined CC is applied to the battery
pack, which charges the cells at high speed. In this stage, the cell voltages increase gradually because
of the SOC increase. This is called the Bulk Charge stage. The process is continued until a predefined
maximum voltage is reached. These values are recommended by the manufacturer in the datasheet. In
the next stage, called the Absorption Charge stage, constant voltage is applied to the battery pack. At
this stage, the current decreases gradually until it again reaches a predefined C-rate value. Now the cells
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Figure 13.6 Charging algorithm of a typical lead–acid battery

are approximately charged, but not equalized because of cell imbalance. At this stage, a relatively higher
voltage than the constant voltage stage can be applied to the pack to balance all the cells inside the
pack. This stage is called the Equalization Charge stage. This can also be achieved with other techniques
mentioned earlier, especially during the previous two stages. After some time, the charger switches to
Float Charge mode to keep the battery in a ready state. Depending on the application, this stage can be
omitted. This stage is called the Float Charge stage. This process is illustrated in Figure 13.6.

As the battery ages, its internal characteristics also change; hence, an adaptive charging algorithm
should be used to take into account these changes. Experiments show that the value of the voltage of the
third stage should be increased over time to obtain the same amount of energy as the battery ages [25–27].
The equalization stage is the key part of this algorithm and it has great influence on the life cycle of the
battery. As mentioned, the voltage of this stage should be increased, but this increases the current and
also the heat generated, which has a negative effect on the life cycle. One way to obtain the same amount
of current with lower heat dissipation is by using pulses of current. This technique appears the same as
pulse charging, but it is different, because the time intervals are significantly larger than the pulse charge
periods, which are in the range of kHz. This method is called Current Interrupt or CI. This technique has
shown significant life cycle improvements [28]. Using this algorithm, the battery can reach 50% of the
initial capacity after 500 cycles, which is a significant improvement in life cycle. Although this algorithm
is useful, it puts the battery under stress as it nears the end of its life because of its permanent increase
in the overvoltage value. This algorithm can be implemented in an alternative way. Instead of using this
method in each cycle, which puts high stress on the battery, it can be utilized every 10th cycle. This algo-
rithm is called partial state-of-recharge cycling (PSOR) [28], which has approximately the same effect
with the advantage of lower stress on the battery. This algorithm has been claimed to enable the battery to
deliver up to 80% of the initial capacity after 780 cycles, which is a noticeable improvement in life cycle.

As can be seen, these complicated algorithms cannot be done using simple proportional-integral (PI)
or proportional-integral-derivative (PID) controllers. They need digital signal processor (DSP)-based
controllers to be programmable based on the chemistry and state of health of the battery and other factors.
Different algorithms for improving the life cycle of batteries are being proposed and tested every day.
This is a vast research area, which is developing and receiving more attention as EVs/PHEVs become
increasingly popular.
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13.4 Power Electronics for EV and PHEV Charging Infrastructure
In its simplest incarnation, a charging facility for EVs would consist merely of a unidirectional AC/DC
converter–charger connected to the power grid. Power would simply flow on demand from the power
grid, through a power conditioner, into the vehicle battery pack. Once the battery is fully charged, the
connection to the grid no longer performs any useful work. This simple set up may have been appropri-
ate for small private commercial vehicle fleets or where electric cars represented a very small fraction
of the active road vehicles. However, as society’s efforts to electrify our means of transportation inten-
sify, it is clear that a smarter exploitation of the vehicle-to-grid (V2G) interaction is in order. To the
power utility, the bulk of EVs connected to its grid appears as an energy storage agent that is too sig-
nificant to be left untapped. This view is reinforced by the outcome of several statistical studies [29]
that show that more than 90% of all vehicles are parked at all times, thus potentially connected to the
grid. Assuming a 50% EV market penetration, simple calculations show that the total storage capacity
available would be in the order of thousands of GWh. Therefore, the V2G connection should be bidirec-
tional, giving the owner of each vehicle the ability to “sell” back a portion of this stored energy to the
utility, presumably at an advantageous rate. The same requirement of bidirectionality also applies when
the vehicle is connected to a microgrid powered by a distributed resource. In a grid-connected solar car-
port, for instance, many vehicles can be charged by PV panels (or by the grid or by both), depending
on the load and insolation (time of day, meteorological conditions, time of year, etc.). In the case of
overproduction, energy from the panels can be fed back to the grid for a profit, while the EV batteries
function to buffer the characteristic solar intermittence. Similarly, the DC–DC converters that condition
the power from the solar panels to each charging vehicle should also be bidirectional, in order to allow
the owner of a plug-in EV (PEV) to exchange a portion of this energy with the operator of the microgrid
(Figure 13.7).

These considerations demonstrate that bidirectionality is a highly desirable feature in any power condi-
tioner utilized in vehicle charging–discharging applications, including interactions to and from the grid,
microgrid, or residential loads and renewable energy generators. On this basis, the reader should note
that the discussion that follows makes no distinction between V2G and grid-to-vehicle communication,
both being classified by the acronym (V2G). Similarly, (V2H) will designate either the vehicle-to-home
or the home-to-vehicle interface.

Other requirements for the optimal charging infrastructure are harder to identify. This is because of
the pervasive lack of standardization involving battery technology and nominal voltage, safety strategy,
connector configuration, communication protocols, location of charger (onboard or off-board) and more.
In the following sections, these issues are treated with particular reference to their impact on local power
generation and utilization.
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Figure 13.7 Typical PV-powered grid-tied carport architecture
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13.4.1 Charging Hardware

Like any other means of transportation, EVs/PHEVs benefit markedly from minimizing their weight.
These vehicles are even more sensitive to that issue, considering the unavoidable presence of heavy
battery/ultracapacitor energy packs. The electronic power converters intended for the charging function
can be bulky and heavy in their own right, and their deployment onboard seems to make little engineering
sense. However, at the time of this writing, the great majority of PEVs in North America contains their
own power rectifier and can connect directly to 120 or 240 V household plugs. This can be explained by
two considerations. Firstly, although the household AC voltages are fully standardized, at least within
a specific country, the DC nominal battery voltage for PEVs is definitely not standardized. Different
manufacturers have adopted ad hoc energy storage technologies and safety strategies, resulting in strik-
ingly different bus voltages and current requirements. An unsophisticated external converter could then
be optimized for only one vehicle brand or model.

Secondly, some techniques have been developed that do not add significant weight to the vehicle. The
critical idea is to utilize the power electronic circuitry that is already onboard in order to perform the
rectifying function. This charging circuit is commonly referred to as an “integrated charger”; it makes
use of the bidirectional inverter that drives the electric motor, as well as the windings of the motor itself.
Figure 13.8 shows a well-known example of this concept.

With regard to Figure 13.8, it is important to realize that inductors LS1, LS2 and LS3 are not added
magnetic devices, but the actual winding leakage inductances of the electric motor. Thus, the only added
components are the two relays K1 and K2, which are activated in order to reconfigure the schematic from
a three-phase motor driver, during normal vehicle propulsion operation, to a single-phase boost rectifier,
during charging.

The above two considerations are consistent with relatively slow-charging strategies. In the first
instance, it is because the amount of electric power available in a residential setting does not usually
exceed 10 kW at a household plug; and in the second instance, it is because the electronics that drive a
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PEV electric machine is sized for its propulsion needs. Thus, the average charging power must be limited
to a level comparable to that of the motor’s rated power, which is of the order of 10–50 kW in smaller cars.

Slow-charging strategies are commonly referred to as Level 1 and Level 2. The former is associated
with a connection to a regular AC household plug (120 V, 15 A), whereas the latter involves power that
can be as high as 14.4 kW or 240 V at 60 A, which is also normally available in residential settings.
Moreover, these power levels are compatible with the average generating capacity of microgrids and
the corresponding distributed resources. Then, it would appear that whether a car is charged through a
regular residential wall socket or a microgrid outlet, the available power levels justify the location of the
rectifier onboard the vehicle.

However, EV manufacturers are quickly recognizing that long charging periods might be acceptable to
consumers only if quick charging is available as well, albeit at higher cost. Two solutions are presently
under consideration. The first solution is the so-called battery swapping, whereby a car owner sim-
ply drives to a service station and allows an automated system to replace safely a spent battery with
a fully charged battery. Along the same lines, the battery could be of the redox flow type. In this case, the
battery casing is not replaced; on the contrary, it is drained and then filled with fresh liquid electrolyte.
In either forms, the obvious drawback is the need for the exact standardization of battery size, chemistry
and capacity.

The second solution consists of allowing direct access to the battery DC terminals, so that a large
off-board rectifier could be connected to re-energize the battery pack using powers of the order of up
to several hundred kilowatts. This is known as Level 3 charging, allowing an electric “fill-up” service
stop to last only a few minutes. In this instance, although the battery itself might not need a high level of
standardization, it would be subject to extremely high currents at high voltages. This renders the prac-
tical implementation of this second solution strongly dependent on necessary improvements to battery
and ultracapacitor technologies. Furthermore, a public charging station capable of servicing many cars
simultaneously would represent a local load of several megawatts as seen by the grid.

Despite these difficulties, it is highly likely that either the battery swapping or the fast-charging strategy
will eventually be available universally to complement, or even replace, the onboard charger.

13.4.2 Grid-Tied Infrastructure

Assuming that fast charging through direct DC connection becomes the method of choice, car owners
will have two options. They may still prefer to slow charge their vehicles overnight by plugging it into
an AC–DC charger (or electric vehicle supply equipment, EVSE), most probably in their homes. This
converter will deliver relatively low power of the order of 5–10 kW because of the limitations of the
residential connection, as mentioned earlier. However, as further explained in Section 15.5, this method
might involve some financial returns. The alternative method will be to use a fast-charging public facil-
ity, corresponding to a familiar service gas station that is capable of multi-megawatt power transfers.
Although the cost per kilowatt-hour will be high, the owner benefits from charge times in the order of
minutes rather than hours.

In both cases, V2G capability enabled by smart grid technology will become a standard feature with
all EVSEs, whether they are public, commercial, semi-public, or private. This will allow the subsistence
of a very significant distributed storage resource at the disposal of electric utilities. More specifically, the
PEV fleet will be optimally positioned to become a significant provider of some ancillary services and
play a role in offering dispatchable peak power. These services to the electricity supplier will be analyzed
separately.

13.4.2.1 PEVs as “Peakers”

A peaker is a small but nimble generating unit that can supply the grid with relatively fast response.
Historically, natural gas turbines or small hydroelectric plants were the devices of choice for this task.
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They are active for only a few hours every day, thus providing only limited energy. Thus, a substantial
fleet of PEVs can carry out this task as a highly distributed resource without significantly depleting their
batteries. Unfortunately, as long as peak power is not considered a “service,” the utility operator will
compensate the car owner solely for the energy sold, albeit at a higher peak-demand rate [31]. This
might not constitute a strong incentive to the car owner who has to consider other factors, such as the
additional battery and power electronics wear and tear for his vehicle. Nevertheless, future adjustments
in energy market models are understood to address this among many other issues.

13.4.2.2 PEVs as Spinning and Non-spinning Reserve

One of the most lucrative ancillary services is the spinning and non-spinning reserve. The former consists
of generators that are online, but normally run at very low capacity. In the case of a disruption, such as a
failure in baseload generation or transmission, these generators are commanded to provide the missing
power. They must be able to ramp up in less than 10 min and provide power for as long as 1 h or more.
Non-spinning reserves are not online and are required to ramp up to full power within 30 min. Because
this is a service, the utility company will pay for the availability of the power as well as its amount. In
fact, this service is paid even when no power is ever delivered. A PEV owner can provide this service
naturally and be reimbursed starting at the time he plugs his vehicle into the grid, even if the battery is
never discharged. In addition, it must be noted that PHEVs have smaller battery capacity than AEVs, but
contain an ICE that can be started on a V2G command to generate electricity and function as a spinning
reserve as well.

13.4.2.3 PEVs as Voltage/Frequency Regulation Agents

An ancillary service that is even better tailored for PEVs is regulation. It consists of delivering or absorb-
ing limited amounts of energy on demand and in real time. Normally, the request is automated in order
to match exactly the instantaneous power generation with the instantaneous load. Failure to do so results
in dangerous shifts in line frequency and voltage. The dispatched amount of energy has short duration,
only of the order of a few minutes, but it is requested relatively frequently. Therefore, this is a con-
tinuous service. It is important to underline that the amount of energy involved is relatively small and
changes direction quite rapidly and regularly, implying minimal PEV battery discharge for any reason-
ably short time interval. The near instantaneous response time and the distributed nature of the PEV fleet
explains why regulation is probably the most competitive application for V2G from the point of view of
the utility operators.

13.4.2.4 PEVs as Reactive Power Providers

Most electronic topologies used for the inverter/rectifier function in the interface of the PEV to the grid
are fully capable of shaping the line current to have low distortion and varying amounts of phase shift
with respect to the AC line voltage [32]. This implies that reactive power can be injected into the grid
on demand and in real time. Furthermore, as reactive power translates in no net DC currents, this service
can be provided without any added stress to the PEV battery.

13.5 Vehicle-to-Grid (V2G) and Vehicle-to-Home (V2H) Concepts
The advantages described in the preceding sections are not presently exploitable owing to a general
lack of the required hardware infrastructure, as well as the thorny transition to new business models that
include the V2G concept. The road map toward achieving this goal will probably consist of the following
several milestones.
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1. The first milestone is rather rudimentary because it does not yet require bidirectional converters.
It will consist of a simple owner-selectable option afforded by the vehicle BMS user interface that
allows the grid to schedule when to activate and deactivate charging. In return, the owner pays lower
per-kilowatt-hour rates. Communication between the grid operator and the BMS can be done through
existing cell phone technology, requiring no additional infrastructure or hardware.

2. The straightforward “grid-friendly” charging time-window strategy described earlier will evolve to
include more sophisticated algorithms. For instance, the grid might broadcast any updates to the cur-
rent per-kilowatt-hour cost and let the vehicle’s BMS choose whether to activate charging. Some ancil-
lary services, such as regulation “down” could become feasible, while regulation “up” will be limited
by the lack of reverse power flow capability of the EVSE at this stage. The use of aggregators will
also become widespread. Aggregators are intermediate communication and power distribution nodes
between a group of vehicles, located in proximity to each other and to the grid. This allows the grid
to macro-manage a single installment of several vehicles, corresponding to significant power-level
blocks with somewhat predictable behavior, akin to other distributed energy resources. Furthermore,
because the aggregator’s consumption will be in the megawatt range, it will allow purchases of power
on the wholesale market, reducing the cost for each participant vehicle.

3. Eventually, bidirectionality will become a standard feature for all EVSEs. However, this capabil-
ity will not be harnessed immediately to achieve controlled reverse power flow to the grid. On the
contrary, the PEV battery will, most likely, initially service the surrounding premises, probably the
owner’s home. This scenario, called V2H, will probably precede the full implementation of V2G
[33] because it effectively bypasses several large infrastructure and technical issues needed for V2G,
while achieving many of the same results. Through pricing incentives, a PEV parked at the residential
premises and connected on the customer’s side of the meter could be exploited to absorb energy from
the grid during times of low demand and transfer it to the household appliances during times of high
demand. Indirectly, this will shrink the power peaking for the grid while reducing the electricity bill
for the user. It will also reduce overall transmission losses over the V2G strategy because line current
will flow only in one direction, from grid to vehicle, and will then be consumed locally.

4. Moreover, if the household is geared with renewable source generators, the vehicle can immediately
serve as storage and, during blackouts, as backup power. Although one can find some similarities
between the concepts of V2H and V2G, there are important distinctions. In practical terms, these
differences stem from the fact that V2H cannot take advantage of the high predictability deriving
from statistical averages afforded by very high numbers of vehicles available for V2G operations.
Simply stated, the real benefits of V2H are not easily estimated because they are dependent on many
exceedingly uncertain variables, which include the number of available vehicles, commute schedule,
time duration and distance; PEV energy storage capacity, presence and quantity of quasi-predictable
local generation (e.g., solar panels); presence and quantity of unpredictable local generation (e.g.,
wind power); residence-specific energy consumption profile; and the presence of additional storage.
Despite the fact that these issues will require complicated management algorithms in order to optimize
the use of V2H, some benefits such as emergency backup are available immediately with relatively
minor upgrades to the residential infrastructure. These upgrades consist mainly of the installation of
a transfer switch to disconnect the residence from the grid during backup operation and to expand the
design of the power converter to detect islanding conditions. Furthermore, the EVSE must be capable
of controlling output current into the line when connected to the grid, but reverting to controlling
output voltage when acting as a backup generator.

5. Full V2G implemented with automated options for V2H. The connection would be metered and it
could include any locally generated renewable energy management.

13.5.1 Grid Upgrade

The electric transmission and distribution networks in most industrialized nations must consider changes
and upgrades in order to fully benefit from the introduction of PEVs as distributed resources. First, we
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must consider the extent by which the current production capacity will have to be expanded. Various
studies [34] have suggested that once the typical charging profile for a PEV is scrutinized and, hopefully,
optimized – charging mostly at night – the installation of a new generation will be unnecessary or min-
imal at most. In fact, it will have the effect of diminishing reliance on more expensive load-following
plants, as the overall 24 h demand curve will average closer to the base load. Therefore, the main effort
should be in effectively introducing intelligence into the grid. The hardware and communication stan-
dards for implementing such intelligence are still under study. A wideband digital interface can take the
form of PLC (power line communication) or utilize separate communication channels that have some
market penetration already. In either case, the EV will most likely be treated as any other managed load
by this smart grid, with the exception of a sophisticated onboard metering device that will have to be
reconciled with the utility’s pricing model. Presently the two major obstacles to the utilization of PEVs
as distributed resources are the lack of bidirectionality in the power converters and the lack of recognized
standards, both software protocols and hardware, for the smart grid function. Of the two, the former is
by far the easiest to implement, given the well-established characterization of suitable power electronic
topologies.

13.5.1.1 Renewable and Other Intermittent Resource Market Penetration

Owing to recent well-known trends, renewable resources are becoming increasingly prominent in the
complex energy market mosaic. As long as their penetration level is low, they can be handled easily
by the current infrastructure, but at present incremental rates, this will not be the case in the future. The
intermittent nature of solar and wind generation will require a far more flexible compensation mechanism
than is currently available. Because of this, large battery banks that act as buffers between the generator
and the grid invariably accompany today’s renewable energy installations. Wind power, in particular, is
not only intermittent but it has no day-average predictability, as winds can differ hour-to-hour as easily at
night as during the day, adding an extra amount of irregularity to an already varying load. This suggests
that PEVs will be called on not only to perform the more manageable regulation tasks but also to aid
in providing peak power. As noted earlier, this might not find approval with PEV owners unless the
pricing model is modified. Nevertheless, it is reasonable to ask whether a large PEV contracted fleet
could perform this task on a national (US) level. Studies have shown [35] that the answer is yes. With an
overconfident 50% estimation for the market penetration of wind energy and 70 million PEVs available,
peak power could be provided at the expense of approximately 7 kWh of battery energy per day or about
10–20% of an average PEV reserve.

13.5.1.2 Dedicated Charging Infrastructure from Renewable Resources

The traditional microgrid often relies on diesel generators as a single source of energy. Even in this
case, any load fluctuations are quite difficult to negotiate, relying solely on the intrinsically slow ramp
up speeds of the generator itself. The new trend toward integrating renewable resources into microgrids
greatly amplifies this problem owing to their notorious intermittent nature. On the other hand, the dedi-
cated generation from renewables for the explicit purpose of PEV charging is gaining more credibility as
a means to eliminate transmission losses and greatly reduce the overall carbon footprint associated with
EVs. Such installations would fall into two categories: (i) small installations with or without a grid tie and
(ii) large installations with grid tie. Small installations can be somewhat arbitrarily defined at less than a
total of 250 kW of peak production. This would be sufficient to slow charge about 20 vehicles and would
certainly require local external storage in order to buffer the peaks and troughs in local energy production.
This is more evident in the case of islanded installations; if any energy is produced in excess, it cannot
be sent back to the grid, so it will need long-term storage capability. Large installations with a grid tie
can inject or draw power to and from the grid as a means to equalize the grid during overproduction and
draw from the line. However, depending on the number of vehicles connected, which can be accurately
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predicted with statistical methods, some of the PEV resource could be utilized to minimize the size of
the external storage. Nonetheless, it appears that PEVs could alleviate the inherent issues associated with
local renewable production for the dedicated purpose of PEV charging, but not eliminate them.

13.6 Power Electronics for PEV Charging
The PEV charging process will be enabled by the sophisticated power electronics circuits found in the
EVSE. Such equipment will be optimally designed depending on the different possible sites and types of
power connection. We will begin by looking at EVSE connected to the main power grid and then analyze
dual-sourced systems such as grid-tied renewable energy installations dedicated to PEV charging. A short
discussion on basic safety compliance strategy follows.

13.6.1 Safety Considerations

For off-board chargers, only a few important safety needs affect significantly the power converter
design: (i) isolation of the battery pack with respect to the chassis and the grid terminals, (ii) ground
fault interrupters (GFI) to detect any dangerous leakage current from either the grid or the battery
circuit, (iii) connector interface and (iv) software. A typical EVSE and related connections are shown in
Figure 13.9.

Two GFIs detect any breakdown or current leakage on either side of the isolation barrier in order to
ensure complete protection to the user and to disconnect the high-power circuit immediately in case of
fault. The battery pack is fully isolated from the chassis because it cannot be grounded properly during
charging without heavily oversizing the connector cable. In fact, some existing safety recommendations
require that an active breakdown test be performed on the battery pack prior to every charging cycle.
At the time of writing, the de facto standard for Level 3 DC charging is the CHAdeMO standard devel-
oped by the Tokyo Electric Power Company. Although competing standards may eventually overtake it
in popularity, the description of the CHAdeMO connector demonstrates the safety concerns involved.
The connector itself will have the mechanical means to lock itself onto the car receptacle in order to
prevent accidental removal when energized. It will carry the power leads and also the communication
wires that include a controller area network (CAN) bus digital interface as well as several optically iso-
lated analog lines for critical commands, such as on/off, start/stop and so on. Every analog signal sent
by the PEV to the charger (or vice versa) is received and acknowledged through the analog lines. This
analog interface is sturdier than a digital interface and less susceptible to electromagnetic interference.
The CAN bus is activated only when more complex information is exchanged. Prior to the start charge
command, the EVSE communicates its parameters to the PEV (maximum output voltage and currents,
error flag convention, etc.) and the PEV communicates its parameters to the EVSE (target voltage, bat-
tery capacity, thermal limits, etc.), and thus a compatibility check is performed. During charging, the
PEV continuously updates the EVSE with its instantaneous current request (every 100 ms or so) and all

EVSE PEV

Isolation

Filter Cable

ConnectorGFIGFI

Grid
Bidirectional

DC/DC
converter

DC link
Inverter
rectifier

Filter

Figure 13.9 Typical EVSE safety configuration
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accompanying status flags. Once charging is finished, the operator can safely unlock the connector and
drive away.

As can be seen, the presence of safety devices, such as the GFIs as well as the sturdy method of analog
and digital communication, renders the charging process extremely safe, leaving the power electronic
designer of the EVSE with the relatively simple task of ensuring only the isolation barrier between the
grid voltage and the PEV floating battery. In fact, the utilization of an isolation transformer can actually
simplify some designs owing to the added voltage amplification capability afforded by the transformer’s
turns ratio. This could prove very beneficial if much higher battery voltages become necessary in order
to increase storage capacity.

13.6.2 Grid-Tied Residential Systems

As noted earlier, only Levels 1 and 2 are feasible within the confines of a residential setting. This can be
accomplished through integrated chargers when available or by an external EVSE. In the latter case, the
most obvious circuit configuration is a single-phase bidirectional rectifier/inverter powered by a 240 V
AC/60 A circuit that is readily available from the distribution transformer. The DC-link voltage is then
processed by a bidirectional DC/DC converter that performs the isolation function. This simple topology,
shown in Figure 13.10, can be called the canonical topology as it will be repeated, with minor changes,
for most grid-tied systems irrespective of power rating.

In North America, the 240 V from the residential distribution transformer is in the form of a split 120 V
supply, suggesting small modifications to the canonical topology. Figure 13.11 shows two possibilities.

The two topologies in the figure are similar, but Figure 13.11b has better voltage utilization and
is better equipped to counter unbalanced loads on the split supply [36]. For the DC/DC converter,
many bidirectional isolated circuit topologies have been proposed [37]. Typical circuits are shown in
Figure 13.12a and b.

When the two controlled bridges are driven independently in phase-shift modulation (PSM), these
are generally referred to as dual-active bridge (DAB) topologies. In their simplest operation mode, when
power needs to be transferred from the left-side circuit to the right-side circuit, for instance, the right-side
insulated-gate isolated transistor (IGBT) switches are left undriven, leaving their antiparallel diodes in
the form of a regular diode bridge. Under these circumstances, the topology becomes identical to a reg-
ular PSM converter, which is simple to operate, but not very flexible in terms of voltage gain. On the
other hand, when both bridges are modulated, power transfer can be accomplished in both directions and
with great variability ranges on the input and output voltages. In addition, zero voltage switching (ZVS)
can be assured for all switches for reduced switching loss and generated electrical noise electro-magnetic
interference (EMI). Other topologies [38, 39] based on the DAB have been proposed with purported addi-
tional benefits, such as better switch utilization, extended ZVS operating range and more flexible voltage
amplification.
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Figure 13.10 Canonical single-phase EVSE configuration
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Figure 13.12 (a, b) Typical isolated bidirectional buck–boost DC/DC converter topologies

13.6.3 Grid-Tied Public Systems

A public parking/charging installation would deliver only Level 2 power, given the relatively long plug-in
times. Because there are several parking locations in close proximity, the power configuration used for
residential use might not optimal. On the contrary, a single transformer can be installed at the grid, deliv-
ering isolated power to all vehicles in the facility. By this process, cheaper and more efficient non-isolated
DC/DC converters can be used without violating safety rules. Figure 13.13 illustrates this configuration
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Figure 13.14 (a) Central architecture and (b) distributed architecture

for each charging station. For the entire installation, the architectures shown in Figure 13.14a and b are
possible.

In the centralized architecture [40], a single large polyphase 50/60 Hz step-down transformer connects
to the grid, providing isolation for the entire facility. A large bidirectional rectifier that produces a single
high-voltage DC bus follows this. Each parking station uses inexpensive high-efficiency non-isolated
DC/DC converters to process this bus voltage into the appropriate charging current for the individual
PEVs. Because isolation is either desirable or required, especially on PV panels depending on local elec-
trical codes, additional storage or generating resources, such as wind turbines and fuel cells, could also
benefit from a simpler interface to the DC bus. Moreover, the single transformer connection guarantees



414 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

that no DC current is injected into the grid, doing away with complicated active techniques to achieve
the same purpose.

However, these advantages of the centralized configuration are somewhat offset by the following
drawbacks: (i) the need for a bulky and usually inefficient line frequency transformer, (ii) an expen-
sive high-power polyphase inverter/rectifier, (iii) single-fault vulnerability in the transformer and central
inverter rectifier and (iv) lack of voltage amplification in each non-isolated DC/DC converter (otherwise
afforded by the turns ratio of the high-frequency transformer in isolated topologies).

In a Level 3 (fast-charging) public facility, other technical challenges must be considered. For instance,
with battery pack rated voltages in the range of 200–600 V, the overall currents required for fast charging
will be of the order of thousands of amperes [43]. These currents must necessarily flow through cables
and especially connectors, causing local thermal issues and loss of efficiency owing to ohmic losses. In
addition, the charging stations will appear as concentrated loads to the grid, such that any power transients
produced by the stations are very likely to cause local sags or surges.

The first issue can be countered partially by brute force methods such as the development of advanced
sub-milliohm connectors and by minimizing cable lengths by placing the grid step-down transformer
in physical proximity to the vehicle. It is obvious that any intervening power conditioning electronic
circuitry should be added only when necessary. This suggests immediately that the architecture of the
charging station should be distributed rather than central. As can be seen from Figure 13.15a and b, a
distributed architecture could potentially reduce the number of processors from grid to battery from two
to one. To be fair, this single stage may not be feasible when managing large input–output voltage ranges,
especially if buck–boost operation is required (see discussion on the Z-converter later in this section).
Nevertheless, if an additional DC/DC stage should prove necessary, it will be easily integrated locally
with the inverter for improved efficiency. Furthermore, a central processor, in addition to constituting
a single point of failure, as already noted, would have to be rated for the full service station power,
which could be of the order of a megawatt. In contrast, a distributed architecture benefits from repeated
circuitry (economies of scale), redundancy for higher reliability and the possibility of power conditioning
in physical proximity to the vehicles, thereby reducing ohmic losses.

The issue of the deterioration of power line quality caused by the service station operating transients has
only been studied for specific geographic locations [41], but possible voltage fluctuations of up to 10%
have been reported, depending on the length of the feeding high-voltage transmission line. The obvious
and perhaps sole approach to mitigate this problem is the integration of flywheel, battery, or ultracapacitor
banks into the charging station. This storage will smooth out the load transients by delivering local power
when needed and storing power during periods of lower demand. Moreover, it will average out the draw
from the grid, such that the distribution equipment can be rated at much lower peak powers (by as much
as 40%) [42].

The task of discriminating between the various available electronic topologies is made easier when
considering the sheer power handled by fast chargers; to wit, up to 250 kW. Obviously, a good candidate
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Figure 13.15 (a) Thyristor bridge and active line filter and (b) IGBT bridge
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must be very efficient, inherently low-noise with low-component count and be capable of high-frequency
operation in order to control physical size. For the inverter/rectifier section, we must also add the require-
ment that no significant harmonic content should be present in the line current. In order to obtain input
currents that are sinusoidal and free of ripple noise, several methods of increasing complexity exist.

One method uses a three-phase thyristor bridge. The devices are very rugged and efficient in terms of
conduction loss and have enough controllability to regulate approximately the DC bus [15]. In order to
remove unwanted current harmonics, an active filter is added. This filter is based on IGBT devices, but
it only processes a small proportion of the total power. The other method uses a fully controlled IGBT
bridge in order to achieve excellent input current shaping for extremely low-input current distortion and
well-regulated, ripple-free DC bus voltage.

Moreover, fewer components and much higher switching frequencies can be achieved resulting in
smaller magnetic components. On the other hand, IGBTs have switching losses and more significant con-
duction losses than thyristors. However, other techniques, although less sophisticated, have the potential
of realizing the required low current distortion limit without the addition of an active filter. The uncon-
trolled 12-pulse rectifier shown in Figure 13.16a and b can certainly do this, albeit with the addition of
significant inductive filtering. As the output DC bus will not be regulated, the subsequent DC/DC con-
verter design cannot be optimized. Using thyristors can achieve regulation of the bus and possibly still
achieve the required input current shaping. It is important to note that of the four topologies mentioned
here, only those in Figure 13.15a and b are bidirectional and, therefore, are the only choices if V2G is to
be implemented. For the final DC/DC converter, all common basic topologies: boost, buck–boost, buck,
Cuk, SEPIC and ZETA can be used, so long as they are rendered bidirectional by replacing the diode
with a transistor device. In this case, these topologies function differently depending on the direction of
the power flow (see Figure 13.17a–d).

Different design requirements might suggest different topologies [40], but some of these are more
difficult to justify objectively. For instance, using the buck–boost/buck–boost (Figure 13.17c) produces
a voltage inversion from positive to negative that might be undesirable. It also places higher electrical
stress on the switches, it requires a more sophisticated design for the inductor and it draws pulsed current
from the battery. Similarly, the ZETA/SEPIC topology has a higher part count, including a capacitive,
rather than inductive energy-transferring element. On the other hand, as long as the DC bus is guaranteed
to exceed the battery voltage – a requirement that is assured by the use of the controlled bridge discussed
earlier – the buck/boost topology (Figure 13.17a), is quite attractive. Furthermore, this topology is readily
modified in order to divide the task of handling a very large power flow among paralleled modules [41].
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Figure 13.16 (a, b) Twelve-pulse rectifier circuits
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Figure 13.18 Interleaved modular approach for the DC/DC converter

This is shown in Figure 13.18. The amount of converted power can be split among n identical sections
and the battery ripple current reduced greatly by the well-known technique of phase-shift interleaving.
Using this circuit with n= 3 and a switching frequency of 2 kHz, for a typical 125 kW application, effi-
ciencies as high as 98.5% have been reported.

13.6.4 Grid-Tied Systems with Local Renewable Energy Production

As noted earlier, when relatively large energy production from intermittent sources is to be tied into the
grid, a statistically predictable PEV presence could serve the purpose of minimizing on-site dedicated
storage. This would be the case for municipal carports powered by wind and/or solar generation, where
the vehicles must be able to interact intelligently with both locally generated and grid-distributed power
at the same time. The possible scenario described in Figure 13.14a may not be ideal when the renewable
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resource is meant to generate the dominant share of PEV charging energy. On the contrary, by realizing
the advantages of the distributed configuration, as in Figure 13.14b, one stage of conversion can be elim-
inated as long as a conversion topology with wide input–output voltage range capability can be found.

Figure 13.19a–c shows some possible configurations for one of the several charging stations in a
solar carport. The architecture depicted in Figure 13.19a has the disadvantage of inserting a DC/DC
converter into the main intended power flow from PV to battery. Moreover, the power drawn from a
single-phase connection is pulsed at twice the line frequency. This pulsating power takes the form of an
undesirably high ripple current into the battery. The configuration shown in Figure 13.19b removes the
ripple issue, but adds an additional conversion stage between the grid and the battery. The configuration
on Figure 13.19c requires a converter that is capable of bidirectional flow between the PEV and the grid,
as well as the steering of PV power to either the PEV or the grid in a controlled fashion. Furthermore,
ideally, this should be achieved by a single conversion stage for all power flow paths and with wide
voltage range capability. A good candidate for this task is the Z-loaded inverter/rectifier topology shown
in Figure 13.20a and b.

The operating characteristics of the Z-loaded converter have been described extensively in the literature
[44–46]. The most salient feature of this conversion topology is its controllability through two distinct
modulation modes within the same switching cycle, designated by duty cycle D and “shoot-through”
duty cycle Do. The gating patterns shown in Figure 13.20b describe the meaning of D and Do. As can
be seen, during period Do, all four switches are closed simultaneously, causing the inductors to charge
and ultimately boost the voltage across the capacitor, the battery and the grid terminals. Thus, Do can be
understood as the duty cycle associated with operation, akin to that of a current-sourced inverter. During
period D, on the other hand, the bridge operates in a manner similar to that of a voltage-sourced inverter,
which is essentially a buck. Therefore, with the appropriate utilization of D and Do, both buck and boost
operations can be achieved, such that the battery voltage can be either higher or lower than the peak of the
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Figure 13.20 (a) Z-loaded rectifier and (b) gating pattern
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Figure 13.21 (a) Z-converter application to single-phase and (b) grid-tied PV charging station

line voltage. This allows a wide line and battery voltage range. Most significantly, owing to the double
modulation, both the grid and the battery current can be controlled precisely in amplitude and shape
(sinusoidal for the line current and ripple-less DC for the battery). The maximum power point tracking
(MPPT) function for the PV string can then be achieved by managing the simple addition of these two
power flows.

The topology shown in Figure 13.20a must be modified in order to achieve isolation of the battery
pack. Therefore, the DAB converter shown in Figure 13.12b can be integrated, resulting in the detailed
schematic of Figure 13.21a and b. The apparent complexity of the isolation stage is deceptive. In fact,
it is a simple bidirectional converter using a small and inexpensive high-frequency transformer, which
runs in open loop at full duty cycle, where all eight switches are driven by the same signal. In addition,
as the duty cycle is always 100%, ZVS is assured, resulting in efficient operation executed by relatively
small devices.

With the inclusion of the isolated DC/DC converter, the need for the 50/60 Hz isolation transformer
might be called into question. In North America, the grounding of one side of the PV panel has tradi-
tionally been the required norm. Although the National Electric Code has allowed recent conditional
exceptions to this safety regulation, utility companies have resisted this change mainly because a direct
connection to the AC/DC bridge converter can inject dangerous levels of DC current into the distribution
transformer. On the other hand, should this constraint become less binding in North America, as it is
currently in Europe, other circuits could be proposed that could prove more reliable and efficient. Many
so-called transformerless topologies have been proposed [47, 48] and Figure 13.22 depicts a simplified
schematic for one such possibility.

In this case, the DC/DC conversion and the rectifier/inverter section are controlled separately, rendering
the control strategy much simpler. On the other hand, the DC/DC converter is now governed by a feedback
loop, meaning that it no longer takes advantage of the low switching loss normally associated with 100%
duty cycle operation. With allowances from the regulatory safety agencies, the PV panels can be floating,
as long as the circuit has additional protection afforded by GFIs and that it produces no leakage currents
to ground during normal operation. The last requirement is attained only if the topology guarantees very
little common-mode voltage on the PV panels during normal operation (note that this cannot be achieved
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with the Z-converter). Nevertheless, the mid-point can still be grounded, as indicated by the dashed line
in the figure, but at the expense of performance.

Whichever architecture is chosen, it is clear that the energy transfer cannot be controlled to satisfy
fully any arbitrary current demands of the PV, the grid and the EV/PHEV battery, simultaneously. In
fact, many renewable resources are themselves subject to MPPT control, such that the simple power
balance in Equation (13.1) must be satisfied:

PMPPT = PPEV + PG (13.1)

Here, MPPT is the power draw requested by the distributed resource. It has to equal the sum of the
power absorbed by the grid and the PEV battery (PPEV and PG, respectively). As MPPT is determined by
external factors, such as clouding in the case of PV, either PPEV or PG can be controlled independently,
but not both. Which of these is controlled will depend heavily on how the PEV owner decides to utilize his
vehicle storage resource. Thus, in installations where charging power comes primarily from intermittent
sources, the need for a significant presence of additional storage on the premises will be diminished, but
not eliminated.
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14.1 Introduction
The demand for clean energy and energy saving has stimulated the rapid growth of sustainable energy
generation and adjustable speed drives (ASDs). Today’s wind and solar power unit ratings, as popular
renewable energy sources, reach tens of megawatts. Many laminators, mills, conveyors, pumps, fans,
blowers and compressors require large ASDs with medium voltage (several kV to tens of kV). In
addition, flexible AC transmission system (FACTS) devices for the control of power flow, voltage and
frequency are used to increase transmission capacity, reduce congestion, improve controllability and
integrate more renewable energy into grids. FACTS devices are normally connected to medium-voltage
distribution or to high-voltage transmission systems. For traditional two-level inverters used in the
above applications, step-up transformers and/or zigzag transformers are used to reach the medium- and
high-voltage levels and to synthesize output voltage to multipulse waveforms. However, transformers
are bulky, lossy, high cost and present nonlinear/saturation problems that lead to difficulties in the system
control.

Multilevel inverters provide a novel approach for reaching high voltage and reducing harmon-
ics without the use of transformers. With no transformer and less switching frequency, multilevel
inverters provide higher efficiency, smaller size and lower cost. Presently, there are many multilevel
converter/inverter topologies, which include the typical cascaded, diode clamped and capacitor clamped
multilevel structures [1–9]. The cascaded multilevel inverter (CMI) has the lowest component count
and modularity, and it is most widely used for FACTS, medium-voltage ASDs and renewable energy
power generation.

This chapter is dedicated to explaining the basic concept of multilevel converter/inverters, introducing
the three typical topologies, and describing their pros and cons regarding their most suitable applications.
A generalized multilevel inverter topology unifies the three typical multilevel inverters and has the abil-
ity to generate other multilevel topologies, such as modular multilevel converter (M2C), magnetic-less
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multilevel DC/DC converters, and stacked multicell converters. As application examples in this chapter,
Y-connection,Δ-connection and face-to-face-connected CMIs are applied to static var generation (SVG),
static synchronous compensator (STATCOM) and FACTS. The Y-connection CMI is the most promising
topology in application to ASDs and photovoltaic (PV) power systems.

Another emerging application of the multilevel concept is the multilevel DC/DC converter, which can
achieve a high-voltage boost factor without magnetic components. The elimination of magnetic com-
ponents not only reduces the converter’s size and loss, but also is more suitable for high-temperature
applications, because it avoids the saturation and instability factors owing to the dramatic decline of
magnetic permeability with increasing temperature. This chapter introduces the magnetic-less multi-
level DC/DC conversion of compact size, high efficiency and suitable for high-temperature application.
Initially, a derivation of the generalized multilevel converter topology for the magnetic-less 3X DC/DC
converter is presented. Subsequently, its 3X simplified version, multilevel modular capacitor clamped
DC/DC converter (MMCCC) and the nX converter are discussed step by step. To reduce power loss
further, the zero current switching (ZCS) method is introduced.

Multilevel converters involve a high fault possibility owing to the large number of components. This
chapter also analyzes the fault tolerance and reliability of multilevel converters. The CMI is used as an
example to illustrate this topic.

14.2 Fundamentals of Multilevel Converters/Inverters

14.2.1 What Is a Multilevel Converter/Inverter?

A standard three-phase inverter is shown in Figure 14.1a, where the ideal switch represents the power
semiconductor switch. Each phase leg outputs two values, the so-called two-level voltage. We use the
phase leg A as an example to clarify this concept. As shown in Figure 14.1b, uA =VDC when switch S2 is
on (S1 is off to avoid shoot-through) and uA = 0 when switch S1 is on (S2 is off to avoid shoot-through),
and Figure 14.1c shows the two-level output voltage waveform. To generate three voltage values for
three-level phase leg, one more voltage value has to be added, as shown in Figure 14.2a. In the similar
manner, for the N-level phase leg, (N− 2) more voltage values should be added, as shown in Figure 14.2c.
For example, a six-level voltage will be available in Figure 14.2d if N= 6.

For multilevel inverters with more than three levels, Figure 14.2 just illustrates the multilevel concept,
not a practical implementation, because some switch voltage stresses are high, for example, S2 and S1

should have the ability to support the entire DC-link voltage. Several practical topologies are shown in
the following sections.

Multilevel inverters present many advantages: (i) lower dv/dt, (ii) the voltage waveform is less dis-
torted with more voltage levels, (iii) it is possible to generate sinusoidal voltage, even with low switching
frequency, and the resultant low loss is suitable for high-power systems.
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Figure 14.1 Standard three-phase two-level inverter. (a) Standard three-phase inverter, (b) single-phase two-level
inverter and (c) two-level voltage
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Figure 14.2 Single-phase multilevel inverters. (a) Three-level topology, (b) three-level voltage, (c) N-level topology
and (d) six-level voltage

14.2.2 Three Typical Topologies to Achieve Multilevel Voltage

14.2.2.1 Diode Clamped Multilevel Inverter

The diode clamped (sometimes called neutral-point-clamped, NPC) multilevel inverter is the earliest one
with the term multilevel [1]. Figure 14.3 shows one phase of the three-level inverter. It is the same as
Figure 14.2a, where the two capacitors in series support the DC-link voltage, and the neutral point is
located at the middle point of the two capacitors. The output voltage uA can be of three values: +VC1, 0
and −VC2. The switches Sa1 and Sa2 are turned on for voltage+VC1; the switches S′a1 and S′a2 are turned
on for voltage – VC2; and the switches Sa2 and S′a1 are turned on for uA = 0. The diodes D and D′ clamp
the switch voltages to VC1 or VC2 when Sa1 and Sa2 are turned on or when S′a1 and S′a2 are turned on.
For the high-level number N, each switch voltage stress is only one capacitor voltage, that is, VDC/N,
where VDC is the DC-link voltage. Theoretically, this topology can be extended to any voltage level in
high-voltage applications with low-voltage devices.

However, if all the devices, such as block diodes, active devices and capacitors have the same rat-
ing, each phase requires (N− 1)× (N− 2) additional clamping diodes to provide an N-level voltage. The
diode number represents a quadratic increase. A large number of clamping diodes cause high cost and
packaging problems for high-voltage level applications, and in addition, a special control is necessary to
balance the capacitor voltages. Thus, the majority of practical applications for a diode clamped multilevel
inverter are limited to below five levels.
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Figure 14.3 Diode clamped three-level inverter
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Figure 14.4 Capacitor clamped three-level inverter

14.2.2.2 Capacitor Clamped Multilevel Inverter

Another implementation of multilevel inverters is called the flying capacitor inverter or capacitor
clamped multilevel inverter [2]. It uses capacitors to clamp the device voltage, rather than the diodes.
Figure 14.4 presents a three-level topology. When Sa1 and Sa2 are on, uA =+VC1; when S′a1 and S′a2

are on, uA =−VC2; and when Sa1 and S′a1 (or Sa2 and S′a2) are on, uA = 0. This topology requires
many capacitors. If all the devices, such as capacitors and power switches, have the same voltage
rating, an N-level inverter will require (N− 1)× (N− 2)/2 flying capacitors per phase. In addition, the
complex control and high switching frequency are necessary to balance each capacitor charge. For
utility applications, the capacitor number is high to reach high-voltage level.

14.2.2.3 Cascaded Multilevel Inverter

As shown in Figure 14.5a, to achieve an N-level output voltage, one phase inverter consists of (N− l)/2
full-bridge inverter modules connected in cascade [3–6]. Each full-bridge module generates three
output voltage levels: +VC, 0 and−VC. Figure 14.5b and c uses a nine-level CMI to explain its
operating principle. The four module output voltages contribute to the phase voltage uAn, that is,
uAn =Vcal +Vca2 +Vca3 +Vca4, where Vcax is the output voltage of module x, and x= 1, 2, 3, and 4.

Fewer components are required in the CMI when compared with that of diode clamped and capacitor
clamped multilevel inverters, which is well suited to high-voltage applications. For harmonic/reactive
compensation purposes, there is no need for separate DC power supplies. If separate DC power sup-
plies are available, for example, with PV panels and isolated transformers, the CMI can be applied to
medium-voltage ASDs, PV power generation, and so on, and each full-bridge module can have its bal-
anced DC voltage.

In addition to the step modulation in Figure 14.5c, many other modulation strategies have been
reported, for example, the most popular carrier-based pulse-width modulation (PWM) and space vector
modulation (SVM). Most carrier-based modulation schemes are from the carrier disposition strategy, for
example, alternative phase opposition disposition, phase opposition disposition, and phase disposition
(PD). The PD-based phase-shifted carrier PWM is widely applied in CMIs, because of its automatic
balanced switching transitions between the modules.

14.2.3 Generalized Multilevel Converter/Inverter Topology and Its
Derivations to Other Topologies

14.2.3.1 Generalized Multilevel Topology

Figure 14.6 shows the generalized multilevel inverter topology, and all switching devices, diodes, and
capacitors support 1/(N− 1) of the DC-link voltage [10]. As shown in Figure 14.6, we can obtain the
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Figure 14.8 Switching states when vo = 0

two-level inverter up to the “2-level” line, the three-level inverter will be there from the “3-level” line,
and an N-level inverter is constructed up to the “N-level” line. All of them are built by using the “basic
cell” and it looks like a horizontal pyramid of basic cells.

The operating principle can be explained by the five-level circuit shown in Figure 14.7. The outer
switches (in the dashed-line block) are the main power switches to generate the desired voltage wave-
forms. The inner switches (outside the dashed-line block) are used to balance the capacitor voltages. This
topology provides the self-balanced voltage with each component voltage stress of VDC/4. Figure 14.8
shows the generation of zero voltage, Figures 14.9 and 14.10 present two ways to generate VDC/4, where
the circled devices in both solid and dashed lines are turned on and the uncircled devices are turned off.
Furthermore, the solid-line circled devices are the on-state main power switches to produce the desired
voltage level, and the dashed-line circled devices make the capacitor voltages balanced. As shown in
Figure 14.8, the zero voltage is produced by the on-state switches Sn1 –Sn4, and the capacitors C1, C3,
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Figure 14.9 Switching states for vo =VDC/4
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Figure 14.10 Alternative switching states for vo =VDC/4

C6 and C10 are in parallel to balance their voltages through the on-state switches Sc1, Sc5 and Sc11, that
is, VC1 =VC3 =VC6 =VC10. Similarly, VC2 =VC5 =VC9 because of the on-state switches Sc3 and Sc9 and
the on-state switch Sc7 ensures the balanced voltages of the capacitors C4 and C8, that is, VC4 =VC8.
Figure 14.9 shows how to generate vo =VDC/4 and ensure that VC1 =VC3 =VC6 =VC10, VC2 =VC5 =VC9

and VC4 =VC8. Other alternative switching states are shown in Table 14.1 to produce vo =VDC/4 and
one of these is shown in Figure 14.10, where VC3 =VC6 =VC10, VC1 =VC2 =VC5 =VC9 and VC4 =VC8.
Table 14.1 lists the switching states necessary to produce VDC/2, 3VDC/4 and VDC, where the states of
switches Sp1 –Sp4 are independent and can represent fully the states of the entire circuit, and the states of
the other switches are deduced by using complementary switching of adjacent switches.

For the reactive power and harmonic compensations, there is no need for separate DC power sources to
feed the CMI and the diode clamped and capacitor clamped multilevel inverters, and the proper control
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Table 14.1 Switching states to produce five voltage levels [10]

Output voltage Capacitor*path Switch states**

Sp1 Sp2 Sp3 Sp4

0 VDC none 0 0 0 0
VDC/4 +C1 1 0 0 0

−C1 +C2 +C3 0 1 0 0
−C3−C2 +C4 +C5 +C6 0 0 1 0
−C6−C5−C4 +C7 +C8 +C9 +C10 0 0 0 1

VDC/2 +C2 +C3 1 1 0 0
−C1 +C4 +C5 +C6 0 1 1 0
−C3−C2 +C7 +C8 +C9 +C10 0 0 1 1
+C1−C3−C2 +C4 +C5 +C6 1 0 1 0
+C1−C4−C5−C6 +C7 +C8 +C9 +C10 1 0 0 1
−C1 +C2 +C3−C6−C5−C4 +C7 +C8 +C9 +C10 0 1 0 1

3VDC/4 +C4 +C5 +C6 1 1 1 0
−C1 +C7 +C8 +C9 0 1 1 1
+C2 +C3−C4−C5−C6 +C7 +C8 +C9 +C10 1 1 0 1
+C1−C2−C3 +C7 +C8 +C9 +C10 1 0 1 1

VDC +C7 +C8 +C9 +C10 1 1 1 1

∗The capacitors are used to produce the desired output voltage level.
“+” denotes the capacitor connected positively to the output; “−” denotes the capacitor connected negatively.
∗∗“1” denotes the on-state and “0” for the off-state.

can maintain the capacitor voltages, even if the voltage level number N> 3. These three multilevel con-
verters have to employ isolated DC power sources or the complicated voltage balancing circuit when
applied to motor drives or other related areas of real power transfer. However, the generalized multi-
level inverter can achieve the self-balancing of each voltage level for both real power and reactive power
conversions. Moreover, the diode clamped and capacitor clamped multilevel, CMIs and even traditional
two-level inverters can be derived from this generalized topology. Figure 14.11 shows the traditional
diode clamped multilevel inverter, deduced from Figure 14.6 by eliminating the clamping switches and
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Figure 14.11 Deduced diode clamped five-level inverter
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capacitors, and swapping the diode clamped path. Figure 14.12 shows the capacitor clamped (or flying
capacitor) multilevel inverter through eliminating the clamping switches and diodes of Figure 14.6.
Figure 14.13 shows the CMI derived from Figure 14.6.

14.2.3.2 Derivations to Other Multilevel Topologies

New multilevel inverters are easily derived from the generalized multilevel inverter topology. For
example, the diode and capacitor clamped multilevel inverter is obtained in Figure 14.14 when all
clamping switches are eliminated from Figure 14.6. A new diode clamped multilevel inverter is shown
in Figure 14.15 when the clamping switches and capacitors are eliminated from Figure 14.6. This figure
presents the deduced zigzag multilevel [11] (Figure 14.16). The deduced M2C is shown in Figure 14.17,
and in practical use, two inductors should be connected in series to the upper and lower arms for
protection.
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Figure 14.14 Diode and capacitor clamped five-level inverter
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Figure 14.15 A new diode clamped five-level inverter

The M2C was proposed in 2001, and currently is an attractive topology in application to medium- and
high-voltage areas [12–14]. As shown in Figure 14.17, each module is a controlled voltage source. The
terminal voltage Vpi or Vni (i= 1, 2) can be either 0 V or VC, regardless of the sign of the current ia,i,
assuming all modules have the same capacitor voltage VC. The voltage VDC and VAC can be adjusted
by controlling the modules of the upper and lower arms, but they have to meet the requirements of the
following equation:

VDC + |2VAC| ≤ 2 × 2 × VC (14.1)

If VDC is constant and VDC = 2VC, the output voltage is limited to

|VAC| ≤ 2 × VC (14.2)



432 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

vo

Sp1

Sn1

Sc1

Sc2 Sc5

Sc9

Sc10

Dp1

Dn1

Dc1

Dc2

Dc4

Dc5

Dc9

Dc10

C1 C5

Sn2
Dn2 Sc6

Dc6

C3

Sc4

Figure 14.16 Zigzag multilevel inverter (thick line)

VAC

Sp1

Sn1
Sc2

Sn3 Sc12

Sn4

Dp1

Dn1
Dc2

Dn3

Dc12

Dn4

C1

C6
Sn2 Dn2 Sc6

Dc6

C3

C10

ia,1 +

–
VC

+

–

VC

+

–
VC

+

–
VC

ia,2

iAC

Vp1

Vp2

Vn1

Vn2

VDC

Figure 14.17 M2C (thick line)

Figures 14.18 and 14.19 show the deduced Marx multilevel converter and the stacked multicell con-
verter [15]. Figures 14.20–14.22 are the three deduced active NPC converters [15].

14.3 Cascaded Multilevel Inverters and Their Applications

14.3.1 Merits of Cascaded Multilevel Inverters Applied to Utility Level

With the growth of long-distance AC power transmission and load, the reactive power should be con-
trolled to stabilize the power systems. For this purpose, the conventional 48-pulse inverter employs eight
6-pulse inverters and eight zigzag arrangement transformers for the SVG to reach high voltage. The
transformers are expensive, lossy, bulky and present control difficulties owing to saturation, DC offset,
and voltage surge.

The multilevel inverters can reach high voltage without the transformers of conventional SVG, but the
diode clamped multilevel inverter requires (N− 1)× (N− 2)× 3 additional clamping diodes to provide an
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N-level voltage, and the capacitor clamped multilevel inverters require (N− 1)× (N− 2)× 3/2+ (N− 1)
capacitors. Moreover, the flying capacitor inverter’s control is very complicated with high switching
frequency to balance each capacitor voltage.

The CMI overcomes the above problems well [16, 17]. It needs the smallest component count with
(N− 1)× 3/2 capacitors and 2(N− 1)× 3 switches to perform the N-level three-phase voltages.

14.3.2 Y-Connected Cascaded Multilevel Inverter and Its Applications

14.3.2.1 Y-Connected Cascaded Multilevel Inverter for Static var Generator

Figure 14.23 shows an example of the Y-connection structure of a three-phase 11-level CMI, which
uses the switches to synthesize voltage waveforms instead of zigzag transformers [16–18]. Each phase
consists of five cascaded H-bridge power modules, and an 11-level output voltage uCan is produced in
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Figure 14.21 Active NPC converter II

Figure 14.24, where VCai (i= 1, 2, … , 5) denotes the module-i output voltage of phase a. The minimum
harmonics can be achieved through designing the switching phase angles of each module.

14.3.2.2 Y-Connected Hybrid Cascaded Multilevel Inverter for Medium-Voltage Motor Drive

With additional isolated power sources, the CMI can be applied to control real power such as in appli-
cations to ASDs [4, 19] and PV power systems [20]. In fact, the CMI is the best-selling product in the
medium-voltage ASDs market, even though it requires many transformer windings.

For medium-/high-voltage and high-power applications, the diode clamped or capacitor clamped mul-
tilevel leg can replace the conventional two-level leg in the H-bridge module of the CMI to reduce the
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number of separate DC sources. Figure 14.25a shows an example, where the cascaded NPC-multilevel
inverter feeds a three-phase induction motor [21]. Each phase consists of four NPC-based H-bridge mod-
ules connected in cascade, and each module can output five-level voltage with the configuration as in
Figure 14.25b. Consequently, the 17-level phase-to-neutral voltage or 33-level line-to-line voltage will
be produced, even though there are four modules per phase in Figure 14.25a. Four isolated DC sources
per phase or 12 DC sources for the entire CMI are sufficient. However, for the traditional CMI, eight
H-bridge modules and eight separate DC sources are necessary per phase, giving 24 DC sources for a
three-phase CMI.
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module



Multilevel Converter/Inverter Topologies and Applications 437

14.3.2.3 Y-Connected Cascaded Multilevel Inverter for PV Power Generation

The CMI is most suited for application to PV power generation for a number of reasons:

1. The CMI requires separate DC voltage sources when applied to real power control and the separate
PV panels suit this requirement.

2. The CMI can reach high voltage by using low-voltage devices, and therefore, the transformerless
solution is possible.

3. A distributed maximum power point tracking (MPPT) can be achieved to maximize the solar power
utilization, which can avoid/mitigate the power loss at mismatching conditions of series-connected PV
panels.

4. It presents modularity, a simple layout, fewer components, and higher reliability when compared with
that of the diode clamped and capacitor clamped multilevel inverters.

Figure 14.26 shows an example of a Y-connected CMI-based PV power system connected to the
4160 V grid, which requires a cascaded DC-link voltage larger than 3397 V [22]. Assuming that the
PV panel’s voltage changes in the range of 1–2, the minimum cascaded PV voltage could be 3397 V
and the maximum voltage could be 6794 V. For the conventional CMI, the cascaded DC-link voltage
is the same as the cascaded PV voltage. If we design each module’s maximum DC-link voltage with
800 V, its minimum operating voltage will be 400 V and the nine modules are necessary to fulfill the
CMI connected directly to the grid.

However, this kind of CMI does not have a boost function, which will lead to overrating the inverter
by a factor of 2 in order to cope with wide PV panel’s voltage changes. Furthermore, the partial shading
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Figure 14.27 Quasi-Z-source CMI-based PV power generation system

might cause some modules’ PV panels to have different maximum power points (MPP) from other PV
panels, and the problem of unbalanced DC-link voltage will happen.

The quasi-Z-source inverter topology provides a suitable solution to boost the PV panel’s low-voltage
level to a high-voltage level, simultaneously achieving voltage inversion in a single-stage conversion [23,
24]. Figure 14.27 depicts a quasi-Z-source CMI topology, where each PV panel connects to the H-bridge
through a quasi-Z-source network [22, 25, 26]. Each quasi-Z-source inverter module can achieve a con-
stant DC-link peak voltage control regardless of the PV panel’s voltage variation. This feature will ensure
the constant DC-link peak voltage of each module. For the above case, we can design the DC-link peak
voltage with 800 V, X modules in cascade, and the maximum modulation index M when the PV panel
voltage is at its minimum value 400 V; thus, we obtain

800 ⋅ X ⋅ M =
4160

√
2√

3
= 3397V (14.3)

The 400 V PV panel voltage can be boosted to 800 V when D= 0.25, and the maximum modulation
index M= 0.75, then X= 5.66 if we solve Equation 14.3. Six quasi-Z-source H-bridge modules are chosen
in the newly designed CMI. It is obvious that the quasi-Z-source CMI saves one-third power modules
when compared with that of the traditional CMI as shown in Figure 14.26.

14.3.3 Δ-Connected Cascaded Multilevel Inverter and Its Applications

14.3.3.1 Unbalanced Load (Negative-Sequence) Problem of Y-Connection CMI

As shown in Figure 14.28a, the Y-connected CMI connected to the grid through the inductors is con-
trolled to output the voltages uCa, uCb and uCc in phase with the grid voltages uSa, uSb and uSc, respec-
tively. It should have no real power exchange between the CMI and the grid. The phase voltage and the
grid-injected current have to be 90∘ out of phase, and the CMI behaves like a var generator.

However, the power system might have an unbalanced load. For this situation, the Y-connected CMI
cannot compensate the unbalanced load to ensure the grid system with the balanced currents, even though
it still can provide the reactive power compensation [27]. As shown in Figure 14.28a and b, the phase-c
current iLc is zero owing to the open circuits between phase c and the other two phases a and b. If we want
to get the balanced grid currents iSa, iSb and iSc as shown in Figure 14.28c, the three-phase Y-connected



Multilevel Converter/Inverter Topologies and Applications 439

Grid

n

iCa iCb iCc

iSa
iSb
iSc

uSb
uSc

uSa

uCa uCb uCc

Cascaded
H-bridge
Phase a

Cascaded
H-bridge
Phase b

Cascaded
H-bridge
Phase c

0 2 4 6 8 10 12
–1

0

1

0 2 4 6 8 10 12
–1

0

1

0 2 4 6 8 10 12
–1

0

1

uSa

uSa

uSb

uSc

iLa

iLb

iLa
iLb
iLc

iLc

Angle (rad)

p.
u.

p.
u.

p.
u.

(a) (b)   

0 2 4 6 8 10 12
–1

0

1

0 2 4 6 8 10 12
–1

0

1

0 2 4 6 8 10 12
–1

0

1

uSa

uSb

uSc

iSa

iSb

iSc

Angle (rad)

p.
u.

p.
u.

p.
u.

0 2 4 6 8 10 12
–1

0

1

0 2 4 6 8 10 12
–1

0

1

0 2 4 6 8 10 12
–1

0

1

uSa

uSb

uSc

iCa

iCb

iCc

Angle (rad)

p.
u.

p.
u.

p.
u.

(c)                 (d)

Figure 14.28 Imbalanced load problem of Y-connected STATCOM. (a) Whole system, (b) imbalanced load currents,
(c) desired grid currents and (d) required STATCOM currents

CMI has to provide the currents shown in Figure 14.28d, which shows that there is real power exchange
between the CMI and the grid. As a result, the CMI’s DC capacitors will be overcharged/overdischarged.
Therefore, the three-phase Y-connected CMI cannot compensate the unbalanced load.

14.3.3.2 𝚫-Connected Cascaded Multilevel Inverter for STATCOM

Figure 14.29a shows the Δ-connected CMI-based STATCOM [27]. Each phase leg consists of the
H-bridge modules and inductor in cascade. The three phase legs are connected in the Δ-shape. The
line-to-line voltage presents the phase leg voltage waveform, as shown in Figure 14.29b.

The Δ-connected CMI-based STATCOM can compensate the unbalanced load, reactive power, and
harmonics. The reactive power and harmonics compensations are the same as the Y-connected CMI.
The compensation principle of unbalanced load currents can be explained in Figure 14.30. The balanced
three-phase voltage source supplies the three-phase load in Figure 14.30a, and the load admittances are

Yl
ab = Gl

ab + jBl
ab,Y

l
bc = Gl

bc + jBl
bc,Y

l
ca = Gl

ca + jBl
ca (14.4)

It is well known that the reactive power and system imbalance can be compensated by oneΔ-connected
reactive network. As shown in Figure 14.30b, theΔ-connected CMI-based STATCOM provides the pure
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The resultant equivalent Y-connected system will be fully resistive and balanced in Figure 14.30c
and the equivalent phase admittance meets G=Gl

ab +Gl
bc +Gl

ca [27]. As a result, the compensation
makes the system balanced. Figure 14.31 shows a case with an imbalanced load. The compensator can
provide the currents shown in Figure 14.28d to create the system with the balanced currents shown in
Figure 14.28c.

14.3.4 Face-to-Face-Connected Cascaded Multilevel Inverter for Unified
Power Flow Control

14.3.4.1 Conventional UPFC Principle, Structure and Disadvantages

The conventional unified power flow control (UPFC) employs the back-to-back inverter topology, as
shown in Figure 14.32, where inverter 1 is connected in parallel to the transmission line, and inverter 2
is connected in series to the transmission line. The two inverters have a common DC-link bus, and each
inverter has a coupling transformer with the line. Because of the shared DC-link bus, both inverters can
achieve real power exchange with each other. The injected series voltage of inverter 2 to the transmission
line can have any phase angle difference from the line current, which provides the UPFC with flexible
controllability to manage both real and reactive power flows through the line. Inverter 1 can provide or
absorb the real power of inverter 2 and it can supply or absorb the reactive power for the transmission
line. As a result, UPFC is the most versatile FACTS device. It can balance effectively the load of all the
lines and allow the overall system to operate at its theoretical maximum capacity.

As shown in Figure 14.32, the voltage VC makes the sending end voltage of the system become VSN

from the original voltage VSO, and the angle between both voltages of sending and receiving ends changes
from 𝛿0 to 𝛿N. As a result, the transmitted real and reactive powers from the sending end to the receiving
end also change from

P =
VSOVR sin 𝛿0

X
and Q = −

(VR cos 𝛿0 − VSO)VSO

X
(14.8)

to

P′ =
VSNVR sin 𝛿N

X
and Q′ = −

(VR cos 𝛿N − VSN)VSN

X
(14.9)

The conventional UPFC has been put into practical applications with the following features: (i) both
inverters have a common DC-link bus; (ii) there is real power exchange between both inverters and
the transmission line; (iii) each inverter uses a transformer coupling to the transmission line. In
addition, any utility-scale UPFC requires two high-voltage high-power (from several MVA to hundreds
of MVA) inverters. Traditionally, these high-voltage high-power inverters have to use bulky and
complicated zigzag transformers to reach their required VA and voltage ratings. Moreover, the zigzag
transformer-based UPFCs are still too slow in dynamic response (up to minutes owing to the large time
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Figure 14.32 Conventional UPFC

constant of magnetizing inductance over resistance) and pose control challenges because of transformer
saturation, magnetizing current, and voltage surge.

14.3.4.2 Face-to-Face-Connected Cascaded Multilevel Inverter for UPFC

There are several reasons why the CMI cannot be used directly with the conventional UPFC structure:

1. The CMI does not have a common DC-link bus, but the traditional UPFC requires a shared DC-link
bus for two inverters.

2. The CMI does not allow real power flow from the AC side to the DC side, nor from the DC side to the
AC side, because there are no sources for the CMI’s modules.

The conventional UPFC structure is changed to fit the CMI. Figure 14.33 shows the face-to-face-
connected CMI with the following features [28]:

1. Each module has only the DC capacitor for the reactive power, rather than any other sources.
2. Two CMIs do not have real power exchange with each other, nor any real power exchange with the

transmission line.
3. Two CMIs are connected face-to-face on the AC side, rather than back-to-back on the DC-link bus.

In Figure 14.33, inverter 2 supplies the desired voltage VC in the transmission line to control the
transmitted real and reactive power flows over the line. Inverter 1 is connected in parallel to the
transmission line and the injected current (IC−I) has to be perpendicular to its own voltage VSO−VC.
The current IC of inverter 2 also has to present a difference of 90∘ angle from its own voltage VC. This
guarantees that there is no real power flowing into either CMI. For this new UPFC, inverter 1 no longer
provides or absorbs the real power for inverter 2. Figures 14.34 and 14.35 show the equivalent circuit
and phasor diagrams, respectively.
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From Figures 14.34 and 14.35, inverter 1 and inverter 2 have the following respective real power
equations:

P1 = (VSO − VC) ⋅ (IC − I) = −VSOI cos 𝜌 + VSOIC cos(90∘ − 𝛿) + VCI cos(𝛿 + 𝜌) = 0 (14.10)

P2 = VC ⋅ IC = 0 (14.11)

Solving the above two equations, one has the current IC as

IC =
VSOI cos 𝜌 − VCI cos(𝛿 + 𝜌)

VSO sin 𝛿
∠(𝛿 − 90∘) (14.12)
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The transmitted real power P and reactive power −jQ can be expressed as

P − jQ = VR ⋅
(

VSO + VC − VR

jX

)∗

=
VSOVR

X
sin 𝛿0 +

VCVR

X
sin(𝛿0 + 𝛿)

+j

(
VSOVR cos 𝛿0 − V2

R

X
+

VCVR

X
cos

(
𝛿0 + 𝛿

))
(14.13)

The original transmitted real and reactive powers (i.e., without UPFC) are

P0 =
VSOVR

X
sin 𝛿0,Q0 = −

VSOVR cos 𝛿0 − V2
R

X
(14.14)

The net differences between the original (without UPFC) powers and the new (with UPFC) powers are
the controllable real and reactive powers from the UPFC and can be expressed as

PC =
VCVR

X
sin(𝛿0 + 𝛿),QC = −

VCVR

X
cos(𝛿0 + 𝛿) (14.15)

Because the amplitude VC and phase angle 𝛿 of the injected voltage phasor VC can be of any values as
commanded, the new UPFC provides a full controllable range of –VCVR/X to+VCVR/X for both real and
reactive powers, PC and QC, which are advantageously independent of the original sending end voltage
and phase angle 𝛿0. Therefore, the theory proves that the new UPFC has the same functionality as the
conventional UPFC.

The face-to-face configuration provides a way for achieving UPFC with the CMI. The advantages
of the CMI provide the new features to the UPFC. For example, the CMI-based UPFC can reach any
high-voltage level (from 15 kV to 35 kV, 69 kV and so on) by increasing the number of H-bridges without
using complex step-up transformers. Each H-bridge can be modularized to achieve further low cost. Each
phase leg consisting of n H-bridge modules can have (n+ 1) redundancy to improve reliability. Any faulty
module can be bypassed to ensure the fail-safe operation of the entire system.

14.4 Emerging Applications and Discussions

14.4.1 Magnetic-less DC/DC Conversion

The DC/DC conversion is widely applied to PV power systems, hybrid electrical vehicles (HEVs),
thermoelectric generators (TEGs), aerospace areas, and so on, and the ambient temperatures in these areas
can be quite high. Conventional DC/DC converters employ an inductor and/or transformer, as shown in
Figure 14.36. Consequently, the magnetic cores of the inductors and transformers present a bottleneck
for high-temperature environments, because the permeability declines dramatically with increasing tem-
perature. Thus, they are prone to saturation and instability as the temperature goes beyond a certain limit,
which leads to the nonlinear relation of outputs to inputs, making effective control very difficult. Further-
more, inductors and/or transformers, as some of the hottest components in the system, are bulky, lossy,
and are an obstacle to applying power converters in high temperatures and to reducing their size and cost.
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–

C
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C

(b)(a)  

Figure 14.36 Conventional DC/DC converter. (a) Non-isolated type and (b) isolated type
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Magnetic-less DC/DC converters are good candidates to overcome the above problems. Figure 14.37
shows an example derived from the generalized multilevel converter in Figure 14.6 [29]. The sam-
ple converter presents four-level and bidirectional power conversion and has no magnetic components.
Figure 14.38 shows the gating sequence necessary to control the converter, where a fixed duty ratio of 1 : 3
is employed. The top switches S1P, S2P, and S4P are independent and their states can describe the states
of the entire converter. The states of other switches are derived by using the complementary switching of
two adjacent switches. From the states I, II, and III of Figure 14.38, there are three respective switching
states, as shown in Figures 14.39–14.41.

For the converter’s state I in Figure 14.39, the capacitors C1, C3 and C6 have the same volt-
age as the voltage between terminals L and G, that is, VLG =VC1 =VC3 =VC6, and the capacitors



446 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

L C1

C2

C3

C4

C5

C6C0

G

H

G

S1P

S2P

S3P

S4P

S5P

S6P

S1N

S2N

S4N

S5N

S6N

S3N

Figure 14.40 Converter’s state II

L C1

C2

C3

C4

C5

C6C0

G

H

G

S1P

S2P

S3P

S4P

S5P

S6P

S1N

S2N

S4N

S5N

S6N

S3N

Figure 14.41 Converter’s state III

C2 and C5 have the same voltage, that is, VC2 =VC5. For the converter’s state II in Figure 14.40,
VLG =VC3 =VC6 and VC1 =VC2 =VC5. For the converter’s state III in Figure 14.41, VLG =VC6,
VC1 =VC3 =VC5 and VC2 =VC4. After the three states of one control cycle, all the capacitor voltages
are balanced, that is, VLG =VC1 =VC2 =VC3 =VC4 =VC5 =VC6. The voltage between terminals H and
G is VHG =VC4 +VC5 +VC6 and 3VLG =VHG. This four-level converter presents a voltage multiplier or
divider with a factor of 3 or 1/3, respectively [29].

The circuit of Figure 14.37 can be simplified as the flying capacitor converter in Figure 14.42 [30]. The
top switches S1P, S2P, and S3P can be used to describe the converter’s states, because the bottom switches
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Figure 14.42 Flying capacitor DC/DC converter and gating sequence
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have complementary states to the top switches if they are labeled with the same number, for example,
switches S1P and S1N have the same number “1.” From states I, II, and III of Figure 14.42, there are three
respective converter’s states, as shown in Figures 14.43–14.45.

In Figure 14.43, VLG =VC1 =VC2. In Figure 14.44, VC3 =VC1 +VC2. Similarly, in Figure 14.45,
VHG =VC1 +VC3. After one control cycle, the voltages of capacitors C1, C2, and C3 meet VC1 =VC2 and
VC3 = 2VC1. There is a fixed voltage ratio of 3 between VHG and VLG, that is, VHG = 3VLG with a fixed
duty ratio of 1 : 3 to control the bidirectional converter.

In addition, Figure 14.42 can be controlled to achieve VHG =VLG and VHG = 2VLG. In total, there are
three voltage relationships: VHG =VLG, VHG = 2VLG, and VHG = 3VLG, the so-called 1X, 2X, and 3X con-
verters [31], respectively. Figure 14.46 shows the 1X converter’s switching state, where the switches S1P,
S2P, S3P, S2N, and S3N are always on. As a result, all the capacitors connected in parallel have the same
voltage and VHG =VLG. Figures 14.47 and 14.48 show the 2X converter’s switching states, where the
switches S3P and S3N are in the on-state and the capacitors C3 and C4, connected in parallel, have the
same voltage, that is, VHG =VC4 =VC3. The converter’s two states I and II alternate each for 50% duty
ratio. As shown in Figure 14.47, switching state I of the 2X converter makes the switches S1P and S2N turn
on and the capacitors C2 and C1, connected in parallel, have the same voltage, that is, VLG =VC1 =VC2.
For switching state II of the 2X converter, as shown in Figure 14.48, two switches S1N and S2P are turned
on, and both of the capacitors C3 and C4 are connected in parallel to the series of capacitors C1 and C2,
so that there is the voltage relationship of VHG =VC4 =VC3 =VC1 +VC2 = 2VC1.
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In steady state, for separate 1X, 2X and 3X converters, all the capacitor voltages are well balanced.
However, if we want to make the converter have a transition between 1X and 2X, or between 2X and
3X, the high transient current could flow through the devices and capacitors, owing to existing very large
transient voltage differences. A PWM with gradually variable duty ratio and high switching frequency
can limit this transient current. In addition, a small/stray inductance is required between capacitor C1 and
the switch leg [31].

In the 1X to 2X transient operation, the PWM duty ratio D will gradually decrease from 1 to 1/2 in
order to limit the inrush current, and D= 1 for the 1X mode and D= 1/2 for the 2X mode. The same
principle is applied to the transition from 2X to 3X, and the corresponding duty ratio D will gradually
decrease from 1/2 to 1/3, and D= 1/3 for the 3X mode [31].

14.4.2 Multilevel Modular Capacitor Clamped DC/DC Converter
(MMCCC)

The flying capacitor converter shown in Figure 14.42 has a smaller component count and lower volt-
age stress across the switching devices when compared with that of the generalized multilevel converter.
However, the larger the required boost, the greater the losses incurred from the increased number of
devices in the charge pump paths, because the input current always flows through n switching devices
for the flying capacitor converter. The dominant voltage drop and power loss are inevitable. The con-
trol also becomes more complex with a higher boost ratio. Moreover, the flying capacitor structure is
not modular, meaning that a fundamental, fully functioning unit of the circuit cannot be made. These
issues offer the greatest argument against the use of the flying capacitor topology in situations involving
high-voltage gain.

The MMCCC represents an attempt to surpass the flying capacitor converter’s performance [32].
Figure 14.49 shows an example of the MMCCC, and it is a four-level converter with an output equal
to four times the input. Figure 14.50 shows the modular block, which is used as the basic cell to extend
the voltage boost ratio.

Figure 14.51 shows the gating sequence for Figure 14.49, and there are two switching states in one
control cycle, as shown in Figure 14.52. For state I, VC4 =VC3 +Vin and VC2 =VC1 +Vin; for state II,
VC1 =Vin and VC3 =VC2 +Vin. Then, after one cycle, VC2 = 2Vin, VC3 = 3Vin and VC4 = 4Vin. Figure 14.53
redraws the MMCCC in the form of a flying capacitor circuit.

The MMCCC is expected to have high efficiency because (i) there are at most three switches used for
charging a capacitor, even for achieving high voltage ratio; (ii) there are around 2/n times of currents
flowing through the switches and capacitors when compared to that of the flying capacitor converter,
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and total device power rating (TDPR) reduces. In addition, the control is very simple and the design is
modular. However, the MMCCCs need the (3n−2) switches and the voltage stresses of (n−2) switches
are twice the input voltage, whereas the flying capacitor converter just needs 2n switches and the voltage
stress of each switch is equal to the input voltage.

14.4.3 nX DC/DC Converter

The nX DC/DC converter combines the modular structure and simple control of the MMCCC with the
low switch count of the flying capacitor converter [33]. Figure 14.54 shows the 6X DC/DC converter.
The power conversion is bidirectional in the respective buck and boost operations. The boost mode is
used to clarify the converter’s operating principle. Figure 14.55 redraws the 6X DC/DC converter in a
modular structure, and the basic cell with 2X boost factor is shown in Figure 14.56. The 6X DC/DC
converter is fulfilled through cascading three cells. The two switching states simplify the control required
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to drive the converter. As shown in Figure 14.57, a complementary 50% duty cycle controls all of the
semiconductors involved. Figure 14.58 shows the switching states of the 6X DC/DC converter, in which
the circled switches are on. From Figure 14.58a, VC2b =VC1b +Vin, VC1a =Vin and VC3a =VC2a +Vin;
from Figure 14.58b, VC2a =VC1a +Vin, VC1b =Vin and VC3b =VC2b +Vin. Finally, VC1a =VC1b =Vin,
VC2a =VC2b = 2Vin, VC3a =VC3b = 3Vin and Vout = 6Vin.

The nX converter’s other unique features include the following:

1. There are two paths directly charging the load, which contributes to lower power loss during the
energy transfer.

2. The maximum capacitor voltage is equal to n×Vin/2.
3. Two output capacitors require lower capacitance because their interleaved complementary

charge–discharge leads to low output voltage ripples, and they also have lower ripple currents
because of their alternately receiving charge and continuously supplying the load.
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Figure 14.58 The nX converter’s states. (a) Switching state I and (b) switching state II

4. The nX converter needs 2n switches, but the MMCCC requires 3n−2 switches. Therefore, the nX
converter will have higher efficiency, more compact packaging, and lighter weight in implementing
a high-voltage boost converter when compared with that of the MMCCC and the flying capacitor
converter.

14.4.4 Component Cost Comparison of Flying Capacitor DC/DC
Converter, MMCCC and nX DC/DC Converter

The flying capacitor converter, the MMCCC, and the nX DC/DC converter have only capacitors and
switches. The capacitor cost is dependent on the capacitor voltage stress, current rating, and capacitance
requirement. The switch cost is related to the silicon area used. The TDPR provides a qualified indication
of the total silicon area needed in a converter/inverter.

14.4.4.1 Total Device Power Rating

The TDPR of a converter/inverter is defined as

TDPR =
N∑

m=1

VmIm-AV (14.16)

where N is the number of switches, Im−AV is the average current going through the mth switch and Vm is
the peak voltage on the mth switch.
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1. For an nX flying capacitor DC/DC converter, which is extended from the aforementioned 3X converter
example in Figure 14.42, there are the 2n switches, and the maximum voltages and average currents
of all the switches are equal to the input voltage and input current, respectively. Its TDPR will be

TDPR = 2n ⋅ Vin ⋅ Iin = 2n ⋅ Pin (14.17)

where Vin is the input voltage and Iin is the input current [33].

2. For the MMCCC shown in Figure 14.49, it is clear that output capacitor C4, on average, supplies
Iout, the load current, and that its charging current is Iout, giving an average current of zero through
the capacitor over the entire period. The current flowing through S4a must be 2Iout while it is on,
because the duty ratio is 50%. The other switches also have the average current of 2Iout in one of
the two switching states, because the charge is pumped from one capacitor to the next capacitor
while the MMCCC is working and the charging current of one capacitor is the discharging current
of the preceding capacitor. From Figure 14.52, S2a and S3a have to block the voltage 2Vin, the other
switches only need to block the voltage of Vin. Generalizing these results to the nX topology, it is
clear that the n−2 switches must block twice the input voltage, while the remaining 2n switches
need only block Vin. With all of this information clarified, the TDPR can now be calculated by Qian
et al. [33]:

TDPR = 2n ⋅ Vin ⋅ 2Iout + (n − 2) ⋅ 2Vin ⋅ 2Iout =
8n − 8

n
Pin, n = 2, 3, 4, … (14.18)

3. For the nX DC/DC converter shown in Figure 14.54, the capacitors C3a and C3b, on average, supply
Iout, load current. S3a and S3b have 2Iout current flowing through then because the duty ratio is 50%.
Switches S1p, S1n, S2p and S2n have to transfer both currents of two charging paths, and thus, 4Iout

current has to flow through them. The other switches carry 2Iout current. Switches S2a, S3a, S2b and
S3b have to block the voltage 2Vin, the other switches only need to block the voltage of Vin. In general,
the (n−2) switches of complementary phase legs have to carry 4Iout current, even though the remaining
switches only carry 2Iout current. The (n−2) switches have to block the voltage of 2Vin, and the other
switches just block the voltage of Vin. According to above analysis, we have [33]

TDPR = (n − 2) ⋅ Vin ⋅ 4Iout + (2 + 2) ⋅ Vin ⋅ 2Iout + (n − 2) ⋅ 2Vin ⋅ 2Iout

= 8n − 8
n

Pin, n = 2, 4, 6, … (14.19)

From Equations 14.18 and 14.19, the TDPRs of the nX converter and the MMCCC will approach 8Pin

as the voltage gain n approaches infinity, but the flying capacitor converter’s TDPR presents a continuous
increase. It indicates that the nX converter and the MMCCC need less silicon area than the flying capacitor
converter, and thus, they are more cost-effective in achieving high-voltage gain.

14.4.4.2 Capacitor Voltage, Current and Capacitance of Three Converters

The total capacitor voltage rating, the average charging–discharging current, and the capacitance require-
ment are listed in Table 14.2 for the comparison of the nX converter, the flying capacitor converter, and
the MMCCC [33]. It shows that the flying capacitor converter and the MMCCC have the same total
capacitor voltage rating to achieve the same voltage gain n if the input voltage is the same, but that the
nX converter needs nearly half of that. The average charging–discharging currents of the output capaci-
tor in the nX converter and the MMCCC are 1/(n-1) times that of the flying capacitor converter, and the
other capacitors present 2/n times the charging–discharging currents when compared with that of the
flying capacitor converter. In addition, for the nX converter and the MMCCC, the output capacitors have
lower ripple current and lower capacitance requirement than the flying capacitor converter.
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Table 14.2 Comparison of total capacitor voltage rating, average current, and capacitance

Total capacitor
voltage rating

Average charging–discharging
current

Capacitance requirement

Flying
capacitor

(1 + n)n
2

Vin Ij =

{
n ⋅ Iout, j = 1, 2, … , n

(n − 1) ⋅ Iout, j = n + 1
Cj =

⎧⎪⎪⎨⎪⎪⎩

Iout

fsΔVj
, j = 1, 2, … , n

(n − 1) ⋅ Iout

nfsΔVj
, j = n + 1

MMCCC
(1 + n)n

2
Vin Ij =

{
2Iout, j = 1, 2, … , n − 1

Iout, j = n
Cj =

⎧⎪⎪⎨⎪⎪⎩

Iout

fsΔVj
, j = 1, 2, … , n − 1

Iout∕2

fsΔVj
, j = n

nX
Converter

(1 + n∕2)n
2

Vin

(n= 2, 4, 6,… )

Ija = Ijb =
⎧⎪⎨⎪⎩

2Iout, j = 1, 2, … ,
n
2
− 1

Iout, j = n
2

Cja = Cjb =

⎧⎪⎪⎨⎪⎪⎩

Iout

fsΔVj
, j = 1, 2, … ,

n
2
− 1

Iout∕2

fsΔVj
, j = n

2

14.4.5 Zero Current Switching: MMCCC

ZCS can reduce effectively the switching loss of switches, and this is also true for the MMCCC, the nX
DC/DC converter, the flying capacitor converter, and the generalized multilevel DC/DC converter. We
can use the parasitic inductance to achieve the ZCS of these converters; this will ensure magnetic-less
converter features. In addition, in theory, ZCS reduces the transient spikes of the converters and mitigates
the electromagnetic noise. The MMCCC’s ZCS is used to demonstrate the basic principle.

When the connection wire parasitic inductance LSW, capacitor parasitic inductance LESL and the IGBT
package parasitic inductance LSp are taken into account, the MMCCC has the modular block shown in
Figure 14.59 [34]. Figure 14.60 shows its simplified circuit in order to demonstrate the ZCS principle,
where Ls is the sum of LSW, LESL and LSp because of these stray inductances in series when the current is
flowing through. The required inductance for resonance is very small (nH-level) to achieve the ZCS. All
modules should have equally distributed stray inductances; therefore, the modular design is important.
A small air coil could be added in the connection wire if the stray inductance is not large enough.

Sa

Sn

Sp
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Vi

Vlast

LSp LSp

LESL

LSp LSp
LSW

LSp
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C

Figure 14.59 MMCCC’s modular block with all the stray inductances
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Figure 14.60 Simplified equivalent circuit
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Figure 14.61 Two states of ZCS-MMCCC. (a) State I and (b) state II

Using three cells of Figure 14.60, we can build the four-level MMCCC and the two switching states I
and II, as shown in Figure 14.61a and b, respectively. For the sake of simplification, we assume that the
circuit uses: (i) ideal switches, (ii) ideal input voltage source and (iii) ideal capacitor, that is, no equivalent
series resistance. The circuit’s capacitances and stray inductances are designed to meet C1 =C2 =C3 =C4

and LS2 = LS3 = LS4 = 2LS1, which guarantees the same resonant frequency. Figure 14.61a presents two
resonant loops, and each of these is shown in Figure 14.62a and b [34]. The circuit shown in Figure 14.62a
has the state equations as

Vin = LS1

diLS1

dt
+ vC1 (14.20)

iLS1
= C1

dvC1

dt
(14.21)

The solutions are

iLS1
(t) =

πP0

4Vin

sin𝜔rt (14.22)

vC1(t) = Vin −
πP0

4VinC1𝜔r

cos𝜔rt (14.23)

where Vin is the input voltage, LS1 is the stray inductance,𝜔r is the resonant frequency equal to 1∕
√

LS1C1

and Po is the output power.
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Figure 14.62 Two resonant loops of state I. (a) Loop I and (b) loop II

The circuit shown in Figure 14.62b has the state equations as

Vin = LS3

diLS3

dt
+ vC3 − vC2 (14.24)

iLS3
= C3

dvC3

dt
(14.25)

iLS3
= −C2

dvC2

dt
(14.26)

The solutions are

iLS3
(t) =

πP0

4Vin

sin𝜔rt (14.27)

vC3(t) = 3Vin −
πP0

4VinC1𝜔r

cos𝜔rt (14.28)

Figure 14.61b also presents two resonant loops, as shown in Figure 14.63a and b. The circuit shown
in Figure 14.63a has the state equations as

Vin = LS2

diLS2

dt
+ vC2 − vC1 (14.29)

iLS2
= C2

dvC2

dt
(14.30)

iLS2
= −C1

dvC1

dt
(14.31)
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Figure 14.63 Two resonant loops of state II. (a) Loop I and (b) loop II
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The solutions are

iLS2
(t) = −

πPo

4Vin

sin𝜔rt (14.32)

vC2(t) = 2Vin +
πPo

4VinC1𝜔r

cos𝜔rt (14.33)

The circuit shown in Figure 14.63b has the state equations as

Vin = LS4

diLS4

dt
+ vC4 − vC3 (14.34)

iLS4
= C4

dvC4

dt
+ Iout (14.35)

iLS4
= −C3

dvC3

dt
(14.36)

where Iout is the output current.
The solutions are

iLS4
(t) = −

πP0

4Vin

sin𝜔rt (14.37)

vC4(t) = 4Vin +
πP0

4VinC1𝜔r

cos𝜔rt (14.38)

The switching frequency has to equal the resonant frequency to achieve ZCS. The 50% duty ratio of
each switch’s on-state and the synchronous resonance ensure the switch turn on/off at zero current. The
resonance makes the current going through LS have two zero points per resonant cycle, and the zero
current point’s period is half the resonant cycle. ZCS is achieved through synchronizing the switching
action to the zero current point. For example, in Figure 14.62a resonance happens between LS1 and C1,
every cycle when the current going through S1a and S1n increases from zero, and falls to zero after half
a cycle; therefore, these two switches fulfill the ZCS. For Figure 14.62b, LS3 resonates with C2 and C3

in series and ZCS is achieved by the switches S2p, S3a and S3n. For Figure 14.63a, switches S1p, S2a and
S2n will achieve ZCS owing to the resonance of LS2, C1 and C2. For Figure 14.63b, switches S3p and S4a

achieve the ZCS owing to the resonance of LS4, C3 and C4 [34].

14.4.6 Fault Tolerance and Reliability of Multilevel Converters

Multilevel converters present high failure possibility because they employ many power semiconductors
and capacitors. However, the redundant states and structures of multilevel converters definitely enhance
their operational reliability, because the converters can still operate through using redundant modules
or by modifying the modulation strategy in case of fault conditions. For the diode clamped and capaci-
tor clamped multilevel inverters and CMIs, there are many different fault-tolerant operating approaches
[35–38].

Fault tolerance and high reliability are demonstrated here through an example of CMI. As shown in
Figure 14.64, the redundant modules are usually used and every module includes a bypass switch, as
shown in Figure 14.65. The fault modules can be bypassed through placing switch S to the fault position
F. The redundant cells are put in operation to re-establish the normal operation through recovering switch
S to the position O.

Rather than using redundant modules, control and modulation techniques can also be applied to sustain
the CMI’s fault-tolerant operation. When a fault occurs, the three phases might have different module
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numbers, and the unbalanced output voltages produce an unbalanced load current. We can bypass as many
modules as necessary to recover balanced operation. Figure 14.66a and b shows the phasor diagrams of
an 11-level CMI operating in normal and fault conditions, respectively, in which two modules are at
fault in phase c and one module in phase b. When each phase bypasses two modules, that is, two normal
modules of phase a, and one fault module and one normal module of phase b, and two fault modules of
phase c, the system is restored to balanced operation with a lower voltage, as shown in Figure 14.66c. If
we keep all normal modules operational and just bypass the faulty modules, the line-to-line voltage of
three phases can still be balanced in amplitude, even though the phase angle is not balanced. As shown
in Figure 14.66d, the balanced line-to-line voltage magnitude is provided by the inverter after the phase
shift of phases b and c [35].

Another well-known fault-tolerant operation is to utilize the redundant states. In a fault condition, the
modulator just uses as many of the healthy modules as it can in the possible switching states in order to
produce the maximum line-to-line voltage possible. The switching states involved in the faulty modules
are removed.

However, no matter whatever method is used, the maximum output voltage possible will be lower than
the inverter’s rating and its specific new value is related to the fault type.

14.5 Summary
This chapter presented the fundamentals of multilevel converters/inverters and compared three popular
topologies, that is, diode clamped multilevel inverter, flying capacitor multilevel inverter and CMI. The
generalized multilevel inverter unified the above three topologies and provided an approach to deduce the
new multilevel converter/inverter. For example, the M2C, magnetic-less multilevel DC/DC converter, fly-
ing capacitor DC/DC converter and several new multilevel inverters were deduced from the generalized
multilevel inverter topology. The utility applications of CMIs were presented, and the Y-connection and
Δ-connection CMIs were analyzed when applied to the reactive power compensation and unbalanced
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Figure 14.66 Fault-tolerant operation of CMI. (a) Normal operation, (b) fault operation, (c) new balanced system
by bypassing modules, and (d) phase-shift operation

current compensation. The Δ-connection CMI was good at both reactive power and unbalanced current
compensation, but the Y-connection CMI only could compensate the reactive power. A CMI-based UPFC
scheme, that is, face-to-face UPFC, was presented to eliminate the complicated transformer of conven-
tional UPFCs. In addition, the CMI demonstrated many advantages when applied to motor drives and PV
power generation, and example applications were introduced. The quasi-Z-source CMI provided more
advantages than the conventional CMI in applications to PV power systems, because it could balance the
DC-link voltages of all modules and boost the PV panel’s low-voltage level to a higher voltage level. The
multilevel converter/inverter presented high possibility of failure because of the large number of com-
ponents used. However, the tolerant structure of the multilevel converter/inverter provided fault-tolerant
operation, which could enhance system reliability. This chapter used the CMI as an example to discuss
the fault tolerance and reliability of multilevel inverters.

Four magnetic-less multilevel DC/DC converters were introduced. First, the generalized multilevel
inverter was used to obtain a magnetic-less DC/DC converter, and the voltage multiplier/divider was
achieved by using the fixed duty ratio. The flying capacitor DC/DC converter, as a simplified multilevel
DC/DC converter, was introduced to save power switches. Furthermore, the MMCCC provided a modular
structure, simple control and lower losses than the flying capacitor DC/DC converter, but it required many
more switches. The nX converter combined the advantages of the flying capacitor DC/DC converter and
the MMCCC and presented a modular structure, simple control and low switch count. The ZCS was
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demonstrated and applied to the MMCCC to reduce the loss and current spike. The component costs of
the flying capacitor DC/DC converter, the MMCCC and the nX converter were compared, and the nX
converter presented more advantages compared with that of the other two topologies.
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15.1 Introduction
Power electronic converters are currently employed in numerous industrial and household applications
such as motor drives and power system operation and control (FACTS (flexible AC transmission sys-
tems), HVDC (high-voltage DC), static var compensation, power quality improvement, active filtering,
the linking of two different frequency power systems such as 50 Hz and 60 Hz, etc.). The main function
of a power electronic converter is to convert uncontrolled power to controlled power. Broadly classified
power electronic converters are AC/DC, DC/AC, DC/DC, and AC/AC. The classical approach to AC/AC
conversion is the use of thyristor devices called cycloconverters. The major shortcoming of such topology
is its limited range of output frequency (only one-fourth of the input frequency value). Another topology
is based on bidirectional power switches that are arranged in the form of array or matrix called matrix con-
verters [1–3]. Matrix converters transform uncontrolled AC (fixed voltage amplitude, fixed frequency)
into controlled AC (variable voltage amplitude, variable frequency) without any intermediate conver-
sion stage. The major advantages of a matrix converter are the sinusoidal source-side current, controlled
source-side power factor, lack of a bulky DC-link capacitor, and no limitation on output frequency range.
The major disadvantage is its lower output voltages: 86.6% in a three-phase input and three-phase output
configuration. The output voltage reduces further to 78.86% in three-phase input and five-phase output
matrix converters and 76.94% in a three-phase input and seven-phase output configuration. Broadly clas-
sified, matrix converters are of two types: direct and indirect. In an indirect topology, it is treated as a
combination of a controlled rectifier and an inverter with a fictitious DC link. In the direct topology, all the
switches are considered as a single unit. The control approaches are different in the two topologies. This
chapter elaborates on multiphase [4–6] (three-phase input and five-phase output and five-phase input and
three-phase output) AC/AC power electronic converters, encompassing existing and new and emerging
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topologies and controls. Three control approaches are principally discussed: carrier-based pulse-width
modulation (PWM), direct duty ratio-based PWM (DPWM) and space vector PWM (SVPWM). The
theoretical background along with analytical detail and simulation models is presented, followed by the
experimental results.

15.2 Three-Phase Input with Five-Phase Output Matrix Converter

15.2.1 Topology

The general power circuit topology of a three-to-five-phase matrix converter is illustrated in Figure 15.1.
There are five legs, where each leg has three bidirectional power switches connected in series. Each power
switch is bidirectional in nature with antiparallel connected insulated-gate bipolar transistors (IGBTs)
and diodes. The input source is identical to a three-to-three-phase matrix converter developed in [7–9].
A small LC filter is connected at the source side to eliminate ripple, and the output is five phases with
72∘ phase displacement between each phases.

The switching function is defined as Sjp = {1 for a closed switch, 0 for an open switch}, j= {a, b, c}
(input), p= {A, B, C, D, E} (output). The switching constraint is Sap + Sbp + Scp = 1.

15.2.2 Control Algorithms

The control of a matrix converter depends on whether it is viewed as an indirect type or a direct type.
In indirect matrix converters it is undertaken as two units, a rectifier at the source side and inverter
at the load side and in addition a fictitious DC link is assumed. The control techniques in this per-
spective is an extension of controlled AC/DC and PWM DC/AC converters. Hence, similar control is
employed as for conventional AC/DC and DC/AC converters. In the case of direct types, the method-
ology is different and customized techniques need to be used. In the following, the techniques applied
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Figure 15.1 Block schematic of a three-phase to five-phase matrix converter [10] (Reproduced by permission of
IEEE)
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for direct matrix converters are discussed. PWM techniques for a direct matrix converter are realized
by sinusoidal carrier-based PWM schemes [11, 12], Direct Duty Ratio based PWM schemes and space
vector PWM. These techniques as applied to non-square direct matrix converters, in which three-phase
input and multiphase (five and seven) outputs are discussed [13–16].

15.2.2.1 Sinusoidal Carrier-Based PWM Technique

A. General Description
In this section, a balanced three-phase system is considered at the input side. The input voltages and
output voltages are as follows:

ua = U sin(𝜔t)

ub = U sin(𝜔t − 2𝜋∕3) (15.1)

uc = U sin(𝜔t − 4𝜋∕3)

vA = V sin(𝜔ot − 𝜑)

vB = V sin
(
𝜔ot − 2

𝜋

5
− 𝜑

)
vC = V sin

(
𝜔ot − 4

𝜋

5
− 𝜑

)
(15.2)

vD = V sin
(
𝜔ot − 6

𝜋

5
− 𝜑

)
vE = V sin

(
𝜔ot − 8

𝜋

5
− 𝜑

)
The suffix with small letters indicates the input voltage, and the suffix with capital letters represents

the output voltages. When implementing the PWM, the duty ratios of the bidirectional switches have to
be calculated. However, in order to decouple the frequency of the output voltage from the input voltage
frequency, the outputs are assumed in a synchronously rotating reference frame and the input remains in
the stationary reference frame. By doing this, no input frequency term will appear in the output voltage
equations. The duty ratios for output phase “A” are assumed as [1, 2]:

daA = kA cos(𝜔t − 𝜑)

dbA = kA cos(𝜔t − 2𝜋∕3 − 𝜑) (15.3)

dcA = kA cos(𝜔t − 4𝜋∕3 − 𝜑)

Therefore, the output five-phase voltages can be obtained using the above duty ratios as follows:

vA = uadaA + ubdbA + ucdcA

vB = uadaB + ubdbB + ucdcB

vC = uadaC + ubdbC + ucdcC (15.4)

vD = uadaD + ubdbD + ucdcD

vE = uadaE + ubdbE + ucdcE

For phase “A”:

vA = kAU[cos(𝜔t) • cos(𝜔t − 𝜑) + cos(𝜔t − 2𝜋∕3) • cos(𝜔t − 2𝜋∕3 − 𝜑) + cos(𝜔t − 4𝜋∕3)

• cos(𝜔t − 4𝜋∕3 − 𝜑)] (15.5)
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Using geometrical manipulation by expanding the cosine terms, one obtains the following for
phase “p”:

vp =
3
2

kpU cos(𝜑) p ∈ A,B,C,D,E (15.6)

In Equation (15.6), the cos(𝜑) term indicates that the output voltage is dependent on the phase shift 𝜑.
Thus, the output voltages are independent of the input frequency and are only governed by the amplitude
U of the input voltage and kp is the reference output voltage time-varying modulating signal of the desired
output frequency 𝜔o. The five-phase reference output voltages can be represented as follows:

kA = m cos(𝜔ot)

kB = m cos(𝜔ot − 2𝜋∕5)

kC = m cos(𝜔ot − 4𝜋∕5) (15.7)

kD = m cos(𝜔ot − 6𝜋∕5)

kE = m cos(𝜔ot − 8𝜋∕5)

Therefore, from Equation (15.6), the output voltages can be written as

vP =
[3

2
mV cos (𝜑)

]
cos

(
𝜔ot − 2n𝜋

5

)
n = 0, 1, 2, 3, 4 (15.8)

where m is the modulation index.

B. Application of Offset Duty Ratio
In the above discussion, the duty ratios given by Equation (15.3) are sinusoidal and, hence, will achieve
negative values during the half-cycle, which does not carry any physical meaning [13–15]. This is due
to the fact that the duty ratios signify the duration of the switching “on” of the semiconductor switches,
which can never attain negative values. The duty ratio must satisfy the constraint 0 ≤ dap, dbp, dcp ≤ 1,
where p refers to one of the output phases. Therefore, an offset in the duty ratios should be injected
(Equation 15.3), so that the net resultant duty ratios of individual transistors remain positive. Also the
offset duty ratios should be added equally to all the output phases to guarantee that the effect of output
voltage vector produced by the offset duty ratios is not reflected in the load. This means that the offset
duty ratios can only add the common-mode voltages in the output. In general, the summation of the duty
ratios are zero:

dap + dbp + dcp = kp cos(𝜔t − 𝜑) + kp cos(𝜔t − 2𝜋∕3 − 𝜑) + kp cos(𝜔t − 4𝜋∕3 − 𝜑) = 0 (15.9)

Absolute values (positive values) of the duty ratios are added to eliminate negative components from
individual duty ratios, in other words it can be said that the negative values are clipped because of the
shifting of the duty ratios upward. Hence, the lowest values of individual offset duty ratios should be

Dap(t) = |kp cos(𝜔t − 𝜑)|,
Dbp(t) = |kp cos(𝜔t − 2𝜋∕3 − 𝜑)| (15.10)

Dcp(t) = |kp cos(𝜔t − 4𝜋∕3 − 𝜑)|
Effective duty ratios are dap + Dap(t), dbp + Dbp(t), dcp + Dcp(t). The net duty ratio dap + Dap(t) should

be within the range of 0 to 1. Therefore,

0 ≤ dap + Dap(t) ≤ 1 (15.11a)
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can be written as
0 ≤ kp cos(𝜔t − 𝜌) + |kp cos(𝜔t − 𝜌)| ≤ 1 (15.11b)

For the extreme case, 0 ≤ 2.|kp| ≤ 1. The maximum value of kp or, in other words, m in Equation (15.7)
is equal to 0.5. Hence, the offset duty ratios corresponding to the three input phases are

Dap(t) = |0.5 cos(𝜔t − 𝜑)|,Dbp(t) = |0.5 cos(𝜔t − 2𝜋∕3 − 𝜑)|,Dcp(t) = |0.5 cos(𝜔t − 4𝜋∕3 − 𝜑)|
(15.12)

Now if the value of “m” is placed in Equation (15.8), the maximum value of output voltage that can be
achieved is 0.75×V, where V is the input voltage magnitude. In this way, the modulation index can be
enhanced by modifying the duty ratio.

The original duty ratio is modified by injecting the offset, and hence the resulting duty ratios are
obtained as [15]

daA = DaA(t) + kA cos(𝜔t − 𝜌)

dbA = DbA(t) + kA cos(𝜔t − 2𝜋∕3 − 𝜌) (15.13)

dcA = DcA(t) + kA cos(𝜔t − 4𝜋∕3 − 𝜌)

In one switching period, the output phase has to be connected to any of the input phases. This implies
that the sum of the duty ratios of Equation (15.13) must be equal to unity. However, it is seen that
the summation Dap(t) + Dbp(t) + Dcp(t) does not reach unity. Hence, there is further scope for modi-
fying the duty ratios. Thus, another offset duty ratio [1 − {Dap(t) + Dbp(t) + Dcp(t)}]∕3 is injected into
Dap(t),Dbp(t),Dcp(t) in Equation (15.13). It is to be noted that injecting this new offset duty ratio into all
the switches will not change the output voltages and input currents. Similarly, the duty ratios are modified
for the other output phases in Equation (15.14). The finally modified duty ratios for all five phases are
shown in Figure 15.2.

dap = Dap(t) + kp cos(𝜔t − 𝜌)

dbp = Dbp(t) + kp cos(𝜔t − 2𝜋∕3 − 𝜌)

dcp = Dcp(t) + kp cos(𝜔t − 4𝜋∕3 − 𝜌) p = A,B,C,D and E (15.14)

While the modulating signals kA, kB, kC, kD, kE are assumed to be five-phase sinusoidal references as
given in Equation (15.7), the input voltage capability is not fully utilized for output voltage genera-
tion. This is because there is still some unused space in the magnitude of the duty ratios. To utilize
this, an additional common-mode term equal to −0.5 max{(kA, kB, kC, kD, kE) +min(kA, kB, kC, kD, kE)}
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Figure 15.2 Modified offset duty ratios for all input phases [14]
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Figure 15.3 With and without common-mode added reference for an output phase [14]

is injected, which can further enhance the modulation index. This technique is most readily used in volt-
age source inverters [17]. The increase in the output voltages in the case of five phases is 5.15%. Thus,
the amplitude of kA, kB, kC, kD, kE can be enhanced from 0.5 to 0.5257, which is about a 5.15% increase.
This is shown in Figure 15.3.

C. Without Common-Mode Voltage Addition
After adding the offsets and other constants, the overall duty ratios are obtained for output phase “A”
as [15]

daA = DaA(t) + (1 − {DaA(t) + DbA(t) + DcA(t)})∕3 + kA × cos(𝜔t − 𝜌)

dbA = DaA(t) + (1 − {DaA(t) + DbA(t) + DcA(t)})∕3 + kA × cos(𝜔t − 2𝜋∕3 − 𝜌) (15.15)

dcA = DaA(t) + (1 − {DaA(t) + DbA(t) + DcA(t)})∕3 + kA × cos(𝜔t − 4𝜋∕3 − 𝜌)

D. With Common-Mode Voltage Addition
The duty ratio for output phase A can be written as [15]

daA = DaA(t) + (1 − {DaA(t) + DbA(t) + DcA(t)})∕3

+ [kA − {max(kA, kB, kC, kD, kE) +min(kA, kB, kC, kD, kE)}∕2] × cos(𝜔t − 𝜌)

dbA = DaA(t) + (1 − {DaA(t) + DbA(t) + DcA(t)})∕3

+ [kA − {max(kA, kB, kC, kD, kE) +min(kA, kB, kC, kD, kE)}∕2] × cos(𝜔t − 2𝜋∕3 − 𝜌)

dcA = DaA(t) + (1 − {DaA(t) + DbA(t) + DcA(t)})∕3

+ [kA − {max(kA, kB, kC, kD, kE) +min(kA, kB, kC, kD, kE)}∕2] × cos(𝜔t − 4𝜋∕3 − 𝜌)

where

DaA(t) = |0.5 cos(𝜔t − 𝜌)|
DbA(t) = |0.5 cos(𝜔t − 2𝜋∕3 − 𝜌)| (15.16)

DbA(t) = |0.5 cos(𝜔t − 4𝜋∕3 − 𝜌)|
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The five-phase output voltages can be written as

kA = m cos(𝜔ot)

kB = m cos(𝜔ot − 2𝜋∕5)

kC = m cos(𝜔ot − 4𝜋∕5) (15.17)

kD = m cos(𝜔ot − 6𝜋∕5)

kE = m cos(𝜔ot − 8𝜋∕5)

where𝜔 is the input frequency in rad/s,𝜔o is the output frequency in rad/s and m is the modulation index.
For unity, power factor 𝜌 has to be chosen as zero. The power factor control is governed by the choice of
phase shift angle 𝜌.

15.2.2.2 Direct Duty Ratio-Based PWM Technique

In this section, the PWM technique based on the direct calculation of duty ratios in conjunction with the
generalized three- to k-phase topology of a matrix converter has been described [18–21]. The DPWM
uses the concept of per-phase output averaged over one switching period. This PWM scheme is modular
and flexible in nature, and can therefore be employed to generalized converter circuit topology with
arbitrary output phase numbers [22].

One switching period with a switching time span of Ts can be divided into two subperiods. These subpe-
riods correspond to the rising slope of the triangular carrier signal T1 and the falling slope of the triangular
carrier wave T2. The input three-phase sinusoidal signals can have different values at different instances
of time. The maximum among the three input signals is termed Max, the medium amplitude among three
input signals is termed Mid, and the smallest magnitude is represented as Min. During interval T1 (positive
slope of the carrier), the line-to-line voltage between Max and Min (Max{vA, vB, vC} −Min{vA, vB, vC})
phases is utilized to directly compute the duty ratio. In this computation, the medium amplitude of the
input signal is not considered. The output voltage should initially follow the Max signal of the input and
should then follow the Min signal of the input. During interval T2, the two line voltages between Max
and Mid (Max{vA, vB, vC} −Mid{vA, vB, vC}) and Mid and Min (Mid{vA, vB, vC} −Min{vA, vB, vC}) are
first computed. The larger of the two is used for the calculation of the duty ratio in order to obtain the
high modulation index and also to satisfy the volt-second principle. Two different cases can arise in
time interval T2 depending on the relative magnitude of the input voltages. If Max–Mid is greater than
Mid–Min, the output should follow Max for a specific time period and then follow Mid for a specific time
period. This situation is denoted case I, which is further explained in the following section. Similarly, if
Max–Mid is less than Mid–Min, the output should first follow Mid of the input signal and then Min of
the input signal, which is named case II. Therefore, the DPWM approach uses two line input voltages out
of the three to synthesize output voltages. All three input phases are utilized to conduct current during
each switching period. Cases I and II and the generation of the gating signals are further explained in the
following section.

A. Case I
For the condition when Max–Mid≥Mid–Min, the generation of the gating signal for the kth output phase
is illustrated in Figure 15.4 for one switching period. To obtain the switching pattern, at first the duty ratio
Dk1, k ∈ a, b, c,… is calculated and then compared with the high-frequency triangular carrier signal to
generate the kth output phase switching pattern. The gating pattern for the kth leg of the matrix converter
is directly derived from the output switching pattern. The switching pattern is obtained assuming that
Max is phase “A” of the input, Mid is phase “B,” and Min is phase “C.” The switching pattern changes
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Figure 15.4 Output and switching pattern for kth phase in case I [21] (Reproduced by permission of IEEE)

according to the variation in the relative magnitude of the input phases. The output follows Min of the
input signal if the magnitude of the duty ratio is greater than the magnitude of the carrier and the slope of
the carrier is positive. The output follows Max of the input signal if the magnitude of the carrier is greater
than the magnitude of the duty ratio, regardless of the slope of the carrier. Finally, the output tracks Mid if
the magnitude of the carrier signal is less than the magnitude of the duty ratio and the slope of the carrier
is negative. Thus, the resulting output phase voltage changes accordingly Min→Max→Max→Mid. These
transition periods are termed tk1, tk2, tk3 and tk4; these four subintervals can be expressed as

tk1 = Dk1𝛿Ts

tk2 = (1 − Dk1)𝛿Ts

tk3 = (1 − Dk1)(1 − 𝛿)Ts (15.18)

tk4 = Dk1(1 − 𝛿)Ts

Ts = tk1 + tk2 + tk3 + tk4

where Dk1 is the kth phase duty ratio value, when case I is under consideration and 𝛿 is defined by
𝛿 = T1∕Ts, which refers to the fraction of the slope of the carrier. Now, by using the volt-second principle
of the PWM control, the following equation can be obtained [22]:

v∗okTs = ∫
Ts

0
vokdt = Min{vA, vB, vC}.tk1 +Max{vA, vB, vC}.(tk2 + tk3) +Mid{vA, vB, vC}.tk4 (15.19)
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Substituting the time interval expressions from Equation (15.18) into Equation (15.19) yields

v∗ok =
1
Ts ∫

Ts

0
vokdt = Dk1

(
𝛿.Min

{
vA, vB, vC

}
− 𝛿.Mid{vA, vB, vC}+

Mid{vA, vB, vC} −Max{vA, vB, vC}

)
+Max{vA, vB, vC} (15.20)

where Ts is the sampling period, v∗ok, vok are the reference and actual average output voltages of phase
“k,” respectively and vA, vB, vC are the input side three-phase voltages. Max, Mid and Min refer to the
maximum, medium and minimum values and Dk represents the duty ratio of the power switch.

The duty ratio is obtained from Equation (15.20) as

Dk1 =
Max{vA, vB, vC} − v∗ok

Δ + 𝛿(Mid{vA, vB, vC} −Min{vA, vB, vC})
(15.21)

where Δ = (Max{vA, vB, vC} −Mid{vA, vB, vC})
Similarly, the duty ratios of other output phases can be obtained and can subsequently be used for the

implementation of the PWM scheme.

B. Case II
Now considering the condition when Max–Mid<Mid–Min. The output voltage and the required switch-
ing sequence can once again be derived following the same methodology discussed in the earlier section.
The output voltage signal and the switching pattern are shown in Figure 15.5. Similar to the earlier
section, here a high-frequency triangular carrier signal is also compared with that of the duty ratio value
Dk2 to generate the switching pattern. The only difference in this case is that at the interval when the
magnitude of the carrier signal is greater than the magnitude of the duty ratio and the slope is negative,
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then the output should follow Mid instead of Max. Contrary to case I, for this situation, the output must
follow Max of the input. The time intervals tk1, tk2, tk3 and tk4 are the same as in Equation (15.18), and
now the output phase voltage changes with the sequence Min→Max→Mid→Min. The volt-second prin-
ciple is now applied to derive the equation for the duty ratio. The volt-second principle equation can be
written as

v∗okTs = ∫
Ts

0
vokdt = Min{vA, vB, vC}.(tk1 + tk4) +Max{vA, vB, vC}.tk2 +Mid{vA, vB, vC}.tk3 (15.22)

Now, once again substituting the time expression from Equation (15.18) into Equation (15.22), one
obtains

v∗ok =
1
Ts ∫

Ts

0
vokdt = Dk2(Min{vA, vB, vC} − 𝛿.Max{vA, vB, vC} −Mid{vA, vB, vC} + 𝛿.Mid{vA, vB, vC})

+ 𝛿.Max{vA, vB, vC} − 𝛿.Mid{vA, vB, vC} +Mid{vA, vB, vC} (15.23)

The duty ratio can now be written as [22]

Dk2 =
𝛿.Δ + (Mid{vA, vB, vC} − v∗ok)

𝛿.Δ + (Mid{vA, vB, vC} −Min{vA, vB, vC})
(15.24)

The switching pattern for the bidirectional power switching devices can be generated by considering
the switching states of Figures 15.4 and 15.5. Depending on the output pattern, the gating signals can be
obtained. If the output pattern of phase “k” is Max (or Mid, Min), then the output phase “k” is connected
to the input phase whose voltage is Max (or Mid, Min). The PWM algorithm can be understood by the
block diagram given in Figure 15.6.

The maximum, minimum and medium values of the input voltages are first computed. The information
about their relative magnitudes is given to the next computation block along with the commanded output
phase voltages. The computation block either uses Equation (15.21) or Equation (15.24) to generate the
duty ratios, depending on the relative magnitude of the input voltages. The duty ratio obtained goes to the
PWM block. The PWM block calculates the time subinterval using Equation (15.18). The gating pattern
is then derived accordingly and given to the bidirectional power semiconductor switches of the matrix
converter.
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(4) or (7)

PWM .
.
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.

v*
oa, v
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Da2,Db2,..........,Dk2
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S13
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δ

OR

Figure 15.6 Block diagram of gate signal generation for a three-phase to k-phase matrix converter [21] (Reproduced
by permission of IEEE)
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C. DDPWM for Three-to-Five-Phase Matrix Converter
The principle of the working of direct DPWM is illustrated with the help of a matrix converter topology
with three-phase input and five-phase output [22]. The output pattern for phases a, b, c, d and e is shown
for a particular switching period in Figures 15.7–15.11, considering only case I. Since case II is similar
to case I with only minor modification, the output patterns and subsequently the switching pattern can
also be derived in a similar fashion and hence these are not elaborated further.

The direct DPWM has the major advantage of modularity; hence each phase of the outputs can be
modulated separately to follow their references. Depending on how the references or target output volt-
ages are created, two methods are developed. One method is termed “without harmonic injection” and
the other is called “with harmonic injection.” The maximum output voltage reaches half the input volt-
age if simple sinusoidal reference voltages are assumed. The magnitude of the output voltages or ratio
of output to input voltage can be increased by subtracting the common mode (which is the third har-
monic) of the input from the input voltage itself. The magnitude of the common-mode voltage that is
to be subtracted can be varied. Sometime it is one-sixth of the input magnitude. The optimum value
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Figure 15.7 Output pattern of phase “a” [21] (Reproduced by permission of IEEE)
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of the injected harmonic is seen as 25% of the input maximum magnitude. Hence, by employing the
common-mode voltage addition scheme, the output voltage magnitude can reach up to 0.75 of the input
voltage value, which is an almost a 50% increase.

The output voltage magnitude can be further enhanced by injecting the third harmonic of the out-
put frequency in the reference output voltage or modulating signal. Thus, by injecting one-sixth of the
magnitude of the third harmonic of output, the voltage transfer ratio goes up to 0.866 in the case of a
three-to-three-phase matrix converter. This is a 15.5% increase compared to that of the harmonic injec-
tion in the input side voltage alone. Note that here the harmonic injection is done at both the input side
and the output side. It is also important to note that the value of 15.5% is same as the amount of enhance-
ment of the modulation index in the case of a three-phase voltage source inverter, which is achieved by
harmonic injection when compared to that of a simple sinusoidal carrier-based scheme.

In the case of a multiphase voltage source inverter, a similar concept of the nth harmonic can
be used for the enhancement of the modulation index. By injecting the nth harmonic of magnitude
Mn = −(M1 sin(𝜋∕2n))∕n, where n is the number of phases, the output voltage can be increased by
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Figure 15.11 Output pattern of phase “e” [21] (Reproduced by permission of IEEE)

1∕ cos(𝜋∕2n). The same approach can be employed to enhance the output voltage magnitude of the
matrix converter. The output voltage becomes 75% of the input voltage by only injecting the third
harmonic. This increase is the same as that achieved in the three-to-three-phase matrix converter. Now
in the case of three-to-five-phase matrix converter, the third harmonic of output cannot be injected,
hence the fifth harmonic of the output frequency is injected. The maximum output voltage magnitude
thus achieves 78.86% of the input voltage magnitude by injecting both the third (at the input side) and
fifth (at the output side) harmonics in the linear modulation region. Hence, the overall gain in the output
is 5.15%. It is to be noted here that the same amount of enhancement is achieved by the fifth harmonic
injection in a five-phase voltage source inverter [23]. The output voltage references are now given as [22]

v∗oa =
√

2
5

qVin-rms cos(𝜔ot) − 𝜑(t)

v∗ob =
√

2
5

qVin-rms cos
(
𝜔ot − 2

𝜋

5

)
− 𝜑(t)

v∗oc =
√

2
5

qVin-rms cos
(
𝜔ot − 4

𝜋

5

)
− 𝜑(t) (15.25)

v∗od =
√

2
5

qVin-rms cos
(
𝜔ot + 4

𝜋

5

)
− 𝜑(t)

v∗oe =
√

2
5

qVin-rms cos
(
𝜔ot + 2

𝜋

5

)
− 𝜑(t)

where

𝜑(t) =
√

6
12

Vin-rms cos(3𝜔it) +
√

6
48.5

qVin-rms cos(5𝜔ot) (15.26)

The output reference is the sum of the fundamental and the third and fifth harmonic components, where
the sinusoidal output references ride on a common-mode voltage𝜑(t), which is a combination of the third
and fifth harmonic components. The arguments 𝜔i, 𝜔o are the input and output frequencies, respectively.
The input and output references, along with their common-mode voltages and the relative magnitude of
the input voltages, are fed to the “duty ratio calculation” block. The implementation block diagram of
the proposed method of the PWM is shown in Figure 15.12.
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Figure 15.12 Modulation implementation block using harmonic injection [21] (Reproduced by permission of IEEE)

The outputs (Dax,Dbx,Dcx,Ddx,Dex, x = 1 or 2) are compared with that of a high-frequency carrier sig-
nal in order to generate the output voltage pattern. The gate signals are then derived directly from the gen-
erated output voltage patterns. The simulation and experimental results are presented in the later sections.

15.2.2.3 Space Vector PWM Technique

A. General Description
The space vector PWM technique is highly popular in conjunction with voltage source inverters because
of higher DC bus utilization and its easier digital realization. The concept of space vectors can be extended
to the matrix converter. In the matrix converter, the space vector algorithm [24–30] is based on the
representation of the input current and output line voltages on the space vector planes. In matrix con-
verters, each output phase is connected to each input phase depending on the state of the switches. For
a three-to-five-phase matrix converter [10, 31], the total number of bidirectional power semiconductor
switches is 15.

With this number of switches the total combination of switching is 215; however, for the protection of
the switches the following conditions are considered:

• Input phases should never be short circuited during operation (to protect the source from short
circuiting).

• Output phases should never be open circuited during operation (to protect the inductive load).

Considering the above two constraints, the switching combinations are reduced to 35, that is, 243 for
connecting output phases to input phases. These switching combinations can be put into five groups.

The switching combinations are represented as [31]

{p, q, r}

where p, q and r represent the number of output phases connected to input phase A, phase B and phase
C, respectively.
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1. p, q, r ∈ 0, 0, 5|p ≠ q ≠ r: All output phases are connected to the same input phase. This group con-
sists of three possible switching combinations, that is, all output phases are connected to either the
input phase A, or input phase B, or input phase C. {5, 0, 0} represents the switching condition when
all the output phases connect to input phase A. {0, 5, 0} represents the switching condition when all
output phases connect to input phase B. {0, 0, 5} represents the switching condition when all output
phases connect to input phase C. These vectors have zero magnitude and frequency. These are called
zero vectors and they are used for space vector PWM implementation [31].

2. p, q, r ∈ 0, 1, 4|p ≠ q ≠ r: Four of the output phases are connected to the same input phase and the fifth
output phase is connected to any of the other two remaining input phases. Here, 4 means that four dif-
ferent output phases are connected to input phase A. The number 1 means that one output phase other
than the previous four is connected to input phase B and input phase C is not connected to any output
phase. As such six different switching states exist ({4, 1, 0}, {1, 4, 0}, {1, 0, 4}, {0, 1, 4}, {0, 4, 1},
{4, 0, 1}). Out of these each switching state can have a further five different combinations, that is, every
switching state has 5C4 ×

1C1 = 5 combinations. Hence, this group consists of 6 × 5 = 30 switching
combinations in total. These vectors have variable amplitudes at a constant frequency in space. This
means that the amplitude of the output voltages depends on the selected input line voltages. In this
case, the phase angle of the output voltage space vector does not depend on the phase angle of the
input voltage space vector. The 30 combinations in this group determine the 10 prefixed positions
of the output voltage space vectors which are not dependent on 𝛼i. A similar condition is also valid
for the current vectors. The 30 combinations in this group determine the six prefixed positions of the
input current space vectors, which are not dependent on 𝛼o.

3. p, q, r ∈ 0, 2, 3|p ≠ q ≠ r: Three of the output phases are connected to the same input phase and the
two other output phases are connected to any of the other two input phases. As such six different
switching states exist ({3, 2, 0}, {2, 3, 0}, {2, 0, 3}, {0, 2, 3}, {0, 3, 2} and {3, 0, 2}). Out of these,
each switching permutation can have a further 10 different combinations, that is, every switching per-
mutation has 5C3 ×

2C2 = 10 combinations. This group, therefore, consists of 6 × 10 = 60 switching
combinations. These vectors also have variable amplitudes at a constant frequency in space. The 60
combinations in this group determine the 10 prefixed positions of the output voltage space vectors,
which are not dependent on 𝛼i. A similar condition is also valid for current vectors. The 60 combina-
tions in this group determine the six prefixed positions of the input current space vectors, which are
not dependent on 𝛼o.

4. p, q, r ∈ 1, 1, 3|p ≠ q ≠ r: Three of the output phases are connected to the same input phase and the
two other output phases are connected to the other two input phases, respectively. As such three
different switching states exist ({3, 1, 1}, {1, 3, 1}, {1, 1, 3}). Out of these, each switching state can
have a further 20 different combinations, that is, every switching permutation has 5C3 ×

2C1 ×
1C1 =

20 combinations. This group is, therefore, made up of 3 × 20 = 60 switching combinations. These
vectors have fluctuating amplitudes with variable frequency in space. It makes sense that the amplitude
of the output voltages depends on the particular input line voltages. As a result, the phase angle of
the output voltage space vector depends on the phase angle of the input voltage space vector. The 60
combinations in this group do not determine any prefixed positions of the output voltage space vector.
The locus of the output voltage space vectors forms ellipses in different orientations in space as 𝛼i is
varied. A similar condition can be obtained for the current vectors. For the space vector modulation
technique, these switching states are not used in the matrix converter since the phase angle of both
the input and output vectors cannot be independently controlled.

5. p, q, r ∈ 1, 2, 2|p ≠ q ≠ r: Two of the output phases are connected to the same input phase, the two
other output phases are connected to another input phase and the fifth output phase is connected to the
third input phase. As such three different switching states exist ({1, 2, 2}, {2, 1, 2} and {2, 2, 1}). Each
switching state can have a further 30 different combinations, that is, every switching permutation has
5C2 ×

3C2 ×
1C1 = 30 combinations. This group thus consists of 3 × 30 = 90 switching combinations.

These vectors also have variable amplitude and variable frequency in space. That is, the amplitude
of the output voltages depends on the selected input line voltages. In this case, the phase angle of
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the output voltage space vector depends on the phase angle of the input voltage space vector. The
90 combinations in this group do not determine any prefixed positions of the output voltage space
vector. The locus of the output voltage space vectors form ellipses in different orientations in space
as 𝛼i is varied. A similar condition is also valid for current vectors. For the space vector modulation
technique, these switching states are also not used in the matrix converter since the phase angle of
both the input and output vectors cannot be independently controlled.

The active switching vectors that can be used for the space vector PWM of a three-to-five-phase matrix
converter are as follows:

Group 1:{5, 0, 0} consists of three vectors
Group 2:{4, 1, 0} consists of 30 vectors
Group 3:{3, 2, 0} consists of 60 vectors

B. Space Vector Control Strategy
There are 243 permissible switching combinations in a three-to-five-phase matrix converter that are
eligible for the selection of a space vector PWM. However, only 93 active switching vectors are used
for the matrix converter space vector modulation technique. These active vectors are divided into four
groups [31]:

Group 1: {5, 0, 0} consists of three vectors, these are called “zero vectors.”
Group 2: {4, 1, 0} consists of 30 vectors, these are called “medium vectors.”
Group 3: {3, 2, 0} consists of 30 vectors in which the two adjacent output phases are connected to the

same input phase, these are called “large vectors.”
Group 4: {3, 2, 0} consists of 30 vectors in which the two alternate output phases are connected to the

same input phase, these are called “small vectors.”

The vectors are named according to their length or magnitude.
In the space vector PWM strategy for a three-to-five-phase matrix converter, only the switching states

of Groups 1, 2 and 3 can be used. The switching states in Group 4 cannot be used since the corresponding
switching space vectors (SSVs) are rotating with time and would not be suitable. The input current SSVs
and output voltage SSVs of each switching state in Groups 2 and 3 are illustrated in Figures 15.13 and
15.14, respectively.

The large vectors and medium vectors are represented as “L” and “M”, respectively. The small vectors
are not considered for space vector PWM implementation. The letters “L” and “M” refer to the large and
medium vectors, respectively and the numbers in front of the letters are the vector numbers.

For each combination, the input and output line voltages can be expressed in terms of space vectors as

−→
Vi =

2
3

(
Vab + Vbc.e

j 2𝜋
3 + Vca.e

j 4𝜋
3

)
= V i.e

j𝛼i (15.27)

−→
Vo =

2
5

(
VAB + VBC.e

j 2𝜋
5 + VCD.e

j 4𝜋
5 + VDE.e

j 6𝜋
5 + VEA.e

j 8𝜋
5

)
= Vo.e

j𝛼O (15.28)

In a similar fashion, the input and output line currents space vectors are defined as [31]

−→
Ii =

2
3

(
Ia + Ib.e

j 2𝜋
3 + Ic.e

j 4𝜋
3

)
= Ii.e

j𝛽i (15.29)

−→
Io =

2
5

(
IA + IB.e

j 2𝜋
5 + IC.e

j 4𝜋
5 + ID.e

j 6𝜋
5 + IE.e

j 8𝜋
5

)
= Ioej𝛽O (15.30)
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Figure 15.13 Input current space vectors corresponding to the permitted switching combinations for group 3:
{3, 2, 0} (all vectors) [10] (Reproduced by permission of IEEE)

where 𝛼i and 𝛼o are the input and the output voltage vector phase angles, respectively, while 𝛽i and 𝛽o

are the input and output current vector phase angles, respectively.
The SVM algorithm can be written as

1. select the appropriate switching states
2. calculate the duty cycle for each switching state

During one switching period Ts, the switching states whose switching state vectors are adjacent to the
desired output voltage (and input current) vectors should be selected, and the zero switching states are
applied to complete the switching period to provide the maximum output to input voltage transfer ratio.

The aim of the space vector control strategy is to generate the desired output voltage vector with the
constraint of a unity input power factor, nevertheless the power factor can also be varied. For this purpose,
let
−→
Vo be the desired output line voltage space vector and

−→
Vi be the input line voltage space vector at a

given time. The input line to neutral voltage vector
−→
Ei is defined by

−→
Ei =

1√
3

−→
Vi.e

−j 𝜋
6 (15.31)

In order to obtain a unity input power factor, the direction of the input current space vector
−→
Ii has to be

same as that of
−→
Ei. Assume that

−→
Vo and

−→
Ii are in sector 1 (there are 6 sectors in input side and 10 sectors

in output side as the input side is three phase and output side is five phase). In Figure 15.14, for large and
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Figure 15.14 Output voltage space vectors corresponding to the permitted switching combinations for group 3:
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medium vector configurations,
−→
Vo

′
and

−→
Vo

′′
represent the components of

−→
Vo along the two adjacent vector

directions. Similarly
−→
Ii is resolved into components

−→
I′i and

−→
I′′i along the two adjacent vector directions.

Possible switching states that can be utilized to synthesize the resolved voltage and current components
(assuming both input and output vectors are in sector 1) are [31]

−→
Vo

′
∶ ±10L,±11L,±12L and ± 7M,±8M,±9M

−→
Vo

′′
∶ ±1L,±2L,±3L and ± 13M,±14M,±15M

−→
Ii

′
∶ ±3L,±6L,±9L,±12L,±15L and ± 3M,±6M,±9M,±12M,±15M

−→
Ii

′′
∶ ±1L,±4L,±7L,±10L,±13L and ± 1M,±4M,±7M,±10M,±13M

The output voltage and input current vectors can be synthesized simultaneously by selecting the
common switching states of the output voltage components and input current components. Looking at
sector 1, the common switching states between voltage and current are ±10L,±12L,±7M,±9M and
± 1L,±3L,±13M,±15M. From two switching states with the same number but opposite signs,
only one should be used since the corresponding voltage or current space vectors are in opposite
directions. Switching states with positive signs are used to calculate the duty cycle of the switching
state. The selection of switching states for implementing space vector PWM can also be explained as
follows [31].
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Considering small variation in input voltage during the switching cycle period, the desired
−→
Vo

′
can be

approximated by utilizing four (two medium and two large) switching configurations corresponding to

four space vectors in the same direction of
−→
Vo

′
and one zero voltage configuration.

Among the six possible switching configurations, the two giving the higher output voltage values
corresponding to large vectors and the two giving medium voltage values corresponding to medium

vectors with the same direction of
−→
Vo

′
are chosen. In the same way, four different switching configura-

tions and one zero voltage configuration are used to define
−→
Vo

′′
. With reference to the example shown in

Figures 15.13 and 15.14, the input voltage
−→
Vi has a phase angle 0 ≤ 𝛼i ≤ 𝜋

3
. In this case, the line voltages

VAB and −VCA assume the higher values. Then according to the switching table of large and medium

vectors, the configurations used to obtain
−→
Vo

′
are +10L and −12L for large vectors and +7M and −9M

for medium vectors, while for
−→
Vo

′′
are +1L, −3L and +13M, −15M. These eight space vector combina-

tions can be utilized to determine the input current vector direction as also shown in Figure 15.13. These
configurations are associated with vector directions adjacent to the input current vector position.

There are 60 switching combinations for different sector combinations. These combinations for large
and medium vectors are shown in Table 15.1.

By applying the space vector modulation technique, the on-time ratio 𝛿 of each configuration can be
obtained by solving two systems of algebraic equations. In particular, utilizing configurations +10L,

−12L and +7M, −9M to generate
−→
Vo

′
and to set the input current vector direction, one can write

𝛿+10L.|L|.Vab − 𝛿−12L.|L|.Vca + 𝛿+7M .|M|.Vab − 𝛿−9M .|M|.Vca = V ′
o =

5
3
−−→|Vo|.|L +M|. sin

(
𝜋

10
+ 𝛼o

)
(15.32)
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𝛿+7M
2√
3

iC = I′i = |−→I′i | 2√
3

sin
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𝜋

6
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𝛿−9M
2√
3

iC = I′′i = |−→I′i | 2√
3
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[
𝜋

6
+
(
𝛼i −

𝜋

6

)]

Table 15.1 Space vector choice for space vector PWM in different sectors [31]

Sector # of Vo Sector # of Ii

1 or 4 2 or 5 3 or 6

1 or 6 ±10L, ±12L, ±1L, ±3L,
±7M, ±9M, ±13M, ±15M

±12L, ±11L, ±3L, ±2L,
±15M, ±14M, ±9M, ±8M

±11L, ±10L, ±2L, ±1L,
±14M, ±13M, ±8M, ±7M

2 or 7 ±10L, ±12L, ±4L, ±6L,
±7M, ±9M, ±1M, ±3M

±12L, ±11L, ±6L, ±5L,
±3M, ±2M, ±9M, ±8M

±11L, ±10L, ±5L, ±4L,
±2M, ±1M, ±8M, ±7M

3 or 8 ±13L, ±15L, ±4L, ±6L,
±1M, ±3M, ±10M, ±12M

±15L, ±14L, ±6L, ±5L,
±12M, ±11M, ±3M, ±2M

±14L, ±13L, ±5L, ±4L,
±11M, ±10M, ±2M, ±1M,

4 or 9 ±13L, ±15L, ±7L, ±9L,
±10M, ±12M, ±4M, ±6M

±15L, ±14L, ±9L, ±8L,
±12M, ±11M, ±6M, ±5M

±14L, ±13L, ±8L, ±7L,
±11M, ±10M, ±5M, ±4M

5 or 10 ±1L, ±3L, ±7L, ±9L,
±4M, ±6M, ±13M, ±15M

±3L, ±2L, ±9L, ±8L,
±15L, ±14L, ±6L, ±5L

±2L, ±1L, ±8L, ±7L,
±14M, ±13M, ±5M, ±4M

Reproduced by permission of IEEE
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Considering a balanced system of sinusoidal supply voltages expressed as

Vab = |−→Vi| cos(𝛼i)

Vbc = |−→Vi| cos
(
𝛼i −

2𝜋
3

)
(15.34)

Vca = |−→Vi| cos
(
𝛼i −

4𝜋
3

)
the solution of the system of Equations (15.32) and (15.33) gives

𝛿+10L = q.|L|. 10

3
√

3
sin

(
𝜋

10
+ 𝛼o

)
. sin

(
𝜋

3
− 𝛼i

)

𝛿−12L = q.|L|. 10

3
√

3
sin

(
𝜋

10
+ 𝛼o

)
. sin(𝛼i)

(15.35)

𝛿+7M = q.|M|. 10

3
√

3
sin

(
𝜋

10
+ 𝛼o

)
. sin

(
𝜋

3
− 𝛼i

)

𝛿−9M = q.|M|. 10

3
√

3
sin

(
𝜋

10
+ 𝛼o

)
. sin(𝛼i)

where q =
−−→|Vo||−→Vi| is the voltage transfer ratio between input source and output load. L and M correspond

to large and medium vectors, respectively. With the same procedure, utilizing configurations +1L, −3L

and +13M, −15M to generate
−→
Vo

′′
and to set the input current vector direction yields [31]:

𝛿+1L = q.|L|. 10

3
√

3
sin

(
𝜋

10
− 𝛼o

)
. sin

(
𝜋

3
− 𝛼i

)

𝛿−3L = q.|L|. 10

3
√

3
sin

(
𝜋

10
− 𝛼o

)
. sin(𝛼i)

(15.36)

𝛿+13M = q.|M|. 10

3
√

3
sin

(
𝜋

10
− 𝛼o

)
. sin

(
𝜋

3
− 𝛼i

)

𝛿−15M = q.|M|. 10

3
√

3
sin

(
𝜋

10
− 𝛼o

)
. sin(𝛼i)

The results obtained are valid for −𝜋∕10 ≤ 𝛼o ≤ 𝜋∕10 and for 0 ≤ 𝛼i ≤ 𝜋∕3.
By applying a similar procedure for the other possible pairs of angular sectors, the required switching

configurations and the on-time ratio of each configuration can be determined.
Note that the values of the on-time ratios (or duty cycle) should be positive. Furthermore, the sum of

the ratios must be lower than or equal to unity. By adding Equations (15.35) and (15.36) with the above
constraints, one can write

𝛿+10L + 𝛿−12L + 𝛿+1L + 𝛿−3L + 𝛿+7M + 𝛿−9M + 𝛿+13M + 𝛿−15M ≤ 1 (15.37)

The maximum value of the voltage transfer ratio can be determined as q = 0.7886 for a three-phase
input to five-phase output matrix converter.

C. Maximum Output in n-Phase by m-Phase Matrix Converter
One can relate the maximum output voltage in an n-phase to m-phase matrix converter with the maximum
output voltage achievable in an equivalent m-phase voltage source inverter and the length of the largest
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space vector of an n-phase voltage source inverter. A general relationship is given as [31]

Maximum possible output in n by m matrix converter

=
(

maximum output in m-phase inverter in linear range

length of the largest space vector of n-phase inverter

)
.

The maximum output expression for n-phase by m-phase matrix converters is correlated with n-phase
and m-phase inverters. In an n-phase by m-phase matrix converter, the input is n-phase and the output is
m-phase. It can be reimaged as two inverters (one is of n-phase output and the other is of m-phase output)
are connected back to back. In the case of the m-phase inverter, the maximum output in the linear range
can be written as [23]

1
{2. cos(𝜋∕(2.m))}

(15.38)

The above term will be divided by the maximum vector length of n-phase inverter to obtain the maxi-
mum output value for an “n” by “m” phase matrix converter in the linear modulation range. The VDC is
written in the formula of Table 15.2 to show the exact vector length equation for an inverter. In this case,
VDC is equal to unity.

D. Commutation Requirements
Once the phase angles of the input current and output line voltage are known, the eight space vectors
are required to synthesize the space vector PWM (since the input is three phase). These eight space
vectors are utilized until 𝛼i or 𝛼o changes the angular sector. One of the zero space voltage vectors should
be employed in each switching cycle to obtain a symmetrical switching waveform. The sequence of
switching of the resulting nine (eight active and one zero) space vectors should be defined in order to
minimize the number of switch commutations [31].

Table 15.2 Maximum modulation index formulation [10]

Matrix converter
configuration
(n-input × m-output)

Maximum output to input
voltage formula

Maximum modulation
index (%)

3× 3
1∕{2. cos(𝜋∕6)}

2∕3VDC
86.66

3× 5
1∕{2. cos(𝜋∕10)}

2∕3VDC
78.86

3× 6
1∕{2. cos(𝜋∕12)}

2∕3VDC
77.65

3× 7
1∕{2. cos(𝜋∕14)}

2∕3VDC
76.93

3× 9
1∕{2. cos(𝜋∕18)}

2∕3VDC
76.15

5× 3
1∕{2. cos(𝜋∕6)}

0.6472VDC
89.21

5× 5
1∕{2. cos(𝜋∕10)}

0.6472VDC
81.23

Reproduced by permission of IEEE
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Table 15.3 Space vector switching sequence [10]

Space vector A B C D E Vector no.

0/2 b b b b b 0
+7M/2 b b a b b I
+13M/2 b b b b a II
−10L/2 a b b b a III
+1L/2 a b b a a IV
−3L/2 a c c a a V
+12L/2 a c c c a VI
−15M/2 c c c c a VII
−9M/2 c c a c c VIII
0 c c c c c IX
−9M/2 c c a c c VIII
−15M/2 c c c c a VII
+12L/2 a c c c a VI
−3L/2 a c c a a V
+1L/2 a b b a a IV
−10L/2 a b b b a III
+13M/2 b b b b a II
+7M/2 b b a b b I
0/2 b b b b b 0

Reproduced by permission of IEEE

With reference to the 𝛼i and 𝛼o values considered in Figures 15.13 and 15.14, the available space vectors
and their sequence of switching is listed in Table 15.3 assuming both the input and output reference
vectors in sector I. The first column lists the different space vectors that will be used for the space vector
PWM. The second to sixth columns list the input and output phases that will be connected during the
switching period. The capital letter denotes the output phases (five phase) and the small letter indicates
the input phases (three phase). The sequence of application of space vectors can be defined such that the
number of switchings in one sampling period is the minimum. The switching sequence in one sample
period in sector I (both input and output reference vectors) is listed in Table 15.3.

To obtain symmetrical switching, at first a zero vector is applied followed by eight active vectors in
a half-sampling period. The mirror image of the switching sequence is employed in the second half of
the sampling period. The time of applications of active and zero vectors are divided into two; hence, the
total time of application is also halved. It is observed that when applying vector +7M after zero vector,
only one state is changed, the input phase “a” is now connected to the output phase “C.” In the next
transition from +7M to +13M, two states are changed. Each change in the switching is shown by a bold
and underlined alphabet.

It should be noted that in this way only 12 commutations are required in each half-sampling period.
Once the configurations are selected and sequenced, the on-time ratio of each configuration is calculated
using Equations (15.35) and (15.36) given for the appropriate sector.

15.3 Simulation and Experimental Results
A Matlab/Simulink model can be used to verify the PWM algorithm presented above. A simulation
example is presented here. The input voltage is kept at 100 V peak to show the exact voltage transfer
ratio at the output side, and the switching frequency of the devices is kept at 6 kHz. (Different parameters
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can be set in the Matlab/Simulink model.) The load connected to the Matrix converter is R–L with
parameter values R= 15Ω and L= 10 mH. The above parameters are utilized for the carrier-based mod-
ulation scheme. Similarly, the DDPWM parameters are R= 15Ω, L= 12 mH, output frequency= 40 Hz
and switching frequency= 10 kHz. In the case of the space vector modulation technique, the parameters
are R= 12Ω, L= 40 mH, output frequency= 40 Hz and switching frequency= 6 kHz. The operation of
the topology of the matrix converter is tested for a wide range of frequencies, from as low as 1 Hz to
higher frequencies, considering deep-flux weakening operation. The simulation results are shown for
different modulation techniques (Figures 15.15 to 15.23).
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Figure 15.15 Input voltage and current at 50 Hz (carrier-based modulation)
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Figure 15.16 Output phase voltage and current at 40 Hz (carrier-based modulation)
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Figure 15.17 Input voltage and current at 50 Hz (DDPWM)
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Figure 15.18 Output phase voltage and current at 40 Hz (DDPWM)

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
‒100

‒50

0

50

100

Time (s)
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

‒20

‒15

‒10

‒5

0

5

10

15

20

V
A

(V
)

i A
(A

)

Figure 15.19 Input voltage and current at 50 Hz (SVPWM)
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Figure 15.20 Output phase voltage and current at 40 Hz (SVPWM)

Figure 15.21 Experimental output line voltage for carrier-based PWM technique (200 V/div, 10 ms/div)
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Figure 15.22 Experimental output phase voltage for DDPWM technique (50 V/div, 5ms/div) [21] (Reproduced by
permission of IEEE)
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Figure 15.23 Experimental output phase voltages for SVPWM technique (100 V/div, 5ms/div) [10]

15.4 Matrix Converter with Five-Phase Input
and Three-Phase Output

15.4.1 Topology

The power circuit topology of a five-to-three phase matrix converter [32] is shown in Figure 15.24.
There are three legs with each leg having five bidirectional power switches connected in parallel. Each
power switch can conduct in both directions and have antiparallel connected IGBTs and diodes. The
output is similar to the three-to-three-phase matrix converter, and the input is five phases with 72∘ phase
displacement between each with small LC filters. Such a topology can be used in conjunction with a
five-phase wind energy generator. The switching function is defined as Skj = {1 for a closed switch, 0 for
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Figure 15.24 Five-to-three-phase direct matrix converter [33]
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an open switch}, k = {a, b, c, d, e} (input), j = {A, B, C} (output). The switching constraint is Saj + Sbj +
Scj + Sdj + Sej = 1. The load to the matrix converter can be a motor drive or utility grid system. The
requirements on the matrix converter control depend on the type of load. The modulation of this converter
topology (input phase > output phase) is similar to that of the converter with output phase > input phase.
Carrier-based PWM and space vector PWM can be developed for this topology and is further elaborated
in the following section.

15.4.2 Control Techniques

15.4.2.1 Carrier-Based PWM Modeling

A. General Description
The input five-phase system is assumed as

va = |V| cos(𝜔t), vb = |V| cos(𝜔t − 2𝜋∕5), vc = |V| cos(𝜔t − 4𝜋∕5)
(15.39)

vd = |V| cos(𝜔t + 4𝜋∕5), ve = |V| cos(𝜔t + 2𝜋∕5)

The three-phase output voltage duty ratios should be calculated in such a way that the frequency of
the output voltages remains independent of the input frequency [31]. In other words, the three-phase
output voltages can be considered a synchronous reference frame and the five-phase input voltages can
be considered to be in a stationary reference frame, so that the input frequency term will be absent in
output voltages. Considering the above, the duty ratios of output phase j are chosen as

𝛿aj = kj cos(𝜔t − 𝜌), 𝛿bj = kj cos(𝜔t − 2𝜋∕5 − 𝜌)

𝛿cj = kj cos(𝜔t − 4𝜋∕5 − 𝜌), 𝛿dj = kj cos(𝜔t + 4𝜋∕5 − 𝜌) (15.40)

𝛿ej = kj cos(𝜔t + 2𝜋∕5 − 𝜌)

The input and output voltages are related as

⎡⎢⎢⎣
VA

VB

VC

⎤⎥⎥⎦ =
⎡⎢⎢⎣
𝛿aA 𝛿bA 𝛿cA 𝛿dA 𝛿eA

𝛿aB 𝛿bB 𝛿cB 𝛿dB 𝛿eB

𝛿aC 𝛿bC 𝛿cC 𝛿dC 𝛿eC

⎤⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣

va

vb

vc

vd

ve

⎤⎥⎥⎥⎥⎥⎦
(15.41)

Therefore, the phase j output voltage can be obtained by using the above duty ratios:

Vj = kj|V| [cos(𝜔t) • cos(𝜔t − 𝜌) + cos(𝜔t − 2𝜋∕5) • cos(𝜔t − 2𝜋∕5 − 𝜌) + cos(𝜔t − 4𝜋∕5)

• cos(𝜔t − 4𝜋∕5 − 𝜌) + cos(𝜔t + 4𝜋∕5) • cos(𝜔t + 4𝜋∕5 − 𝜌) + cos(𝜔t + 2𝜋∕5)

• cos(𝜔t + 2𝜋∕5 − 𝜌)] (15.42)

In general, Equation (15.42) can be written as

Vj =
5
2

kj|V| cos(𝜌) (15.43)

In Equation (15.43), the cos(𝜌) term indicates that the output voltage is influenced by 𝜌. Thus, the
output voltage Vj is independent of the input frequency and only depends on the amplitude |V| of the
input voltage and kj is a reference output voltage time-varying modulating signal for the output phase j
with the desired output frequency 𝜔o. The three-phase reference output voltages can be represented as

kA = m cos(𝜔ot), kB = m cos(𝜔ot − 2𝜋∕3), kC = m cos(𝜔ot − 4𝜋∕3) (15.44)
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Therefore, from Equation (15.43), the output voltages are obtained as

VA =
[5

2
m |V| cos(𝜌)

]
cos(𝜔ot),VB =

[5
2

m |V| cos(𝜌)
]

cos
(
𝜔ot − 2

𝜋

3

)
(15.45)

VC =
[5

2
m |V| cos(𝜌)

]
cos

(
𝜔ot − 4

𝜋

3

)

B. Application of Offset Duty Ratio
In the above discussion [32], duty ratios become negative (see Equation (15.44)), which is not prac-
tically realizable. For the switches connected to output phase j, at any instant the conditions 0 ≤ daj,

dbj, dcj, ddj, dej ≤ 1 and daj + dbj + dcj + ddj + dej = 1 should be valid. Therefore, offset duty ratios should
to be added to the existing duty ratios, so that the net resultant duty ratios of individual switches are
always positive. Furthermore, the offset duty ratios should be added equally to all the output phases to
ensure that the effect of the resultant output voltage vector produced by the offset duty ratios is null in the
load. That is, the offset duty ratios can only add the common-mode voltages in the output. Considering
the case of output phase j:

daj + dbj + dcj + ddj + dej = kj cos(𝜔t − 𝜌) + kj cos(𝜔t − 2𝜋∕5 − 𝜌) + kj cos(𝜔t − 4𝜋∕5 − 𝜌)

+ kj cos(𝜔t + 4𝜋∕5 − 𝜌) + kj cos(𝜔t + 2𝜋∕5 − 𝜌) = 0 (15.46)

The sum of all the duty ratios is zero because the duty ratios contain equal amounts of positive and
negative components. Absolute values of the duty ratios are added to cancel the negative components
from individual duty ratios. Thus, the minimum individual offset duty ratios should be

Da(t) = |daj| = |kj cos(𝜔t − 𝜌)|
Db(t) = |dbj| = |kj cos(𝜔t − 2𝜋∕5 − 𝜌)|
Dc(t) = |dcj| = |kj cos(𝜔t − 4𝜋∕5 − 𝜌)| (15.47)

Dd(t) = |ddj| = |kj cos(𝜔t + 4𝜋∕5 − 𝜌)|
De(t) = |ddj| = |kj cos(𝜔t + 2𝜋∕5 − 𝜌)|

The effective duty ratios are

𝛿
′
aj = daj + Da(t), 𝛿

′
bj = dbj + Db(t), 𝛿

′
cj = dcj + Dc(t), 𝛿

′
dj = ddj + Dd(t), 𝛿

′
ej = dej + De(t) (15.48)

The net duty ratios of 0 ≤ 𝛿
′
aj, 𝛿

′
bj, 𝛿

′
cj, 𝛿

′
dj, 𝛿

′
ej ≤ 1 should be within the range 0–1. For the worst case

with respect to a five-phase input:

0 ≤ 2.|kj| × 2 cos(𝜋∕5) ≤ 1 (15.49)

The maximum value of kj is equal to 0.309 or sin(𝜋/10). In any switching cycle, the output phase
should not be open circuited. Thus, the sum of the duty ratios in Equation (15.47) must equal
unity. But the summation Da(t) + Db(t) + Dc(t) + Dd(t) + De(t) is less than or equal to unity. Hence,
another offset duty ratio [1 − {Da(t) + Db(t) + Dc(t) + Dd(t) + De(t)}]∕5 is added to Da(t),Db(t),
Dc(t),Dd(t) and De(t) in Equation (15.49). The addition of this offset duty ratio in all switches will
maintain the output voltages and input currents unaffected. The above explanation finally derives the
maximum modulation index for five-phase input with three-phase output from Equation (15.45) as
5

2
kj =

5

2
× sin

(
𝜋

10

)
= 0.7725 or 77.25%. If kA, kB, kC are chosen to be three-phase sinusoidal references

as given in Equation (15.44), the input voltage capability is not fully utilized for output voltage
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generation and the output magnitude remains only 77.25% of the input magnitude. To overcome this,
an additional common-mode term equal to [{max(kA, kB, kC) +min(kA, kB, kC)}∕2] is added, as in the
carrier-based PWM principle for two-level inverters. Thus, the amplitude of (kA, kB, kC) can be enhanced
from 0.309 to 0.3568.

C. Without Common-Mode Voltage Addition
In the earlier section, two offsets are added to the original duty ratios to form the effective duty ratio which
can be compared to that of the triangular carrier wave to generate the gating signals for the bidirectional
power switches. The output phase voltage magnitude will reach 77.25% of the input voltage magnitude
with this method. To further enhance the output voltage magnitude, common-mode voltages of the output
reference signals are added to formulate the new duty ratios, as discussed in the following section.

D. With Common-Mode Voltage Addition
The duty ratios can further be modified by the injection of common-mode voltage of the output voltage
references to improve the output voltage magnitude. The output voltage magnitude increases and reaches
its limiting value of 89.2% of the input magnitude. The common-mode voltage that is added to obtain
new duty ratios is

Vcm = −
VMax − VMin

2
(15.50)

where
VMAX = max{kA, kB, kC},VMIN = min{kA, kB, kC} (15.51)

The duty ratio for output phase p can be written as [32]

𝛿aj = Da(t) + (1 − {Da(t) + Db(t) + Dc(t) + Dd(t) + De(t)})∕3 + [kj + Vcm] × cos(𝜔t − 𝜌)

𝛿bj = Db(t) + (1 − {Da(t) + Db(t) + Dc(t) + Dd(t) + De(t)})∕3 + [kj + Vcm] × cos(𝜔t − 2𝜋∕5 − 𝜌)

𝛿cj = Dc(t) + (1 − {Da(t) + Db(t) + Dc(t) + Dd(t) + De(t)})∕3 + [kj + Vcm] × cos(𝜔t − 4𝜋∕5 − 𝜌)

𝛿dj = Dd(t) + (1 − {Da(t) + Db(t) + Dc(t) + Dd(t) + De(t)})∕3 + [kj + Vcm] × cos(𝜔t + 4𝜋∕5 − 𝜌)

𝛿ej = De(t) + (1 − {Da(t) + Db(t) + Dc(t) + Dd(t) + De(t)})∕3 + [kj + Vcm] × cos(𝜔t + 2𝜋∕5 − 𝜌)
(15.52)

where j ∈ A,B,C

15.4.2.2 Space Vector Model of Five-to-Three-Phase Matrix Converter

A. General Description
The space vector algorithm is based on the representation of the five-phase input current and three-phase
output line voltages on the space vector plane [33]. In matrix converters, each output phase is connected
to each input phase depending on the state of the switches. For a five-to-three-phase matrix converter,
there are 15 switches with a total combination of switching possibilities of 215 = 32768. However, for the
safe switching of the matrix converter, the following constraints must be met (as for three-phase input
and multiphase output):

• Input phases should never be short circuited to protect the source
• Output phases should never be open circuited at any switching time due to the inductive nature of

the load
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Considering the above two constraints, the switching combinations are reduced to 53 or 125 different
switching combinations connecting output phases to input phases. These switching combinations can be
analyzed in three different categories.

The switching combinations are represented as {p, q, r, s, t} where p, q, r, s and t represent the count
of output phases that may be 0, 1, 2, or 3 connected to input phases A, B, C, D and E.

1. {p, q, r, s, t} ∈ {0, 0, 0, 0, 3}|p ≠ q ≠ r ≠ s ≠ t: All the output phases are connected to the same input
phase. This group consists of five possible switching combinations, that is, all the output phases con-
nect to the same input phases A, B, C, D, or E. {3, 0, 0, 0, 0} represents the switching condition
when all output phases connect to input phase A. {0, 3, 0, 0, 0} represents the switching condi-
tion when all output phases connect to input phase B. {0, 0, 3, 0, 0} represents the switching condition
when all output phases connect to input phase C. {0, 0, 0, 3, 0} represents the switching condi-
tion when all the output phases connect to input phase D. {0, 0, 0, 0, 3} represents the switching
condition when all output phases connect to input phase E. These so-called zero vectors have zero
magnitude and frequency.

2. {p, q, r, s, t} ∈ {0, 0, 0, 1, 2}|p ≠ q ≠ r ≠ s ≠ t: Two of the output phases are connected to the same
input phase and the third output phase is connected to any of the other four input phases. Here the
element “2” denotes that two different output phases are connected to input phase E and element “1”
denotes that the remaining output phase is connected to input phase D. Input phases A, B and C are
not connected to any output phases. As such 5P3 = 20 different permutations exist. Out of these, the
“1” switching state can have a further three different combinations. That is, every switching permu-
tation has 3C2 ×

1C1 = 3 combinations. Therefore, there are 20 × 3 = 60 switching combinations in
all. These vectors have variable amplitude, but constant frequency in space implying output voltage
amplitudes depend on the selected input line voltages. Moreover, the phase angle of the output voltage
space vector is not dependent on the phase angle of the input voltage space vector. The 60 combina-
tions in this group determine the six prefixed positions of the output voltage space vectors that are not
dependent on 𝛼i. A similar condition is also valid for current vectors in which the same 60 combina-
tions determine the 10 prefixed positions of the input current space vectors that are not dependent on
𝛼o.

3. {p, q, r, s, t} ∈ {0, 0, 1, 1, 1}|p ≠ q ≠ r ≠ s ≠ t: All output phases are connected to three out of five
different input phases and the two other input phases are in open condition. As such 5C3 = 10 dif-
ferent combinations exist. Next, the “1” element switching combination can have further six differ-
ent permutations for every switching combination with 3P3 = 6 permutations, yielding 10 × 6 = 60
total switching combinations. These vectors are variable in amplitude and frequency in space, which
implies that the output voltage amplitudes are dependent on the selected input line voltages. In this
case, the phase angle of the output voltage space vector depends on the phase angle of the input
voltage space vector. Also of note, the 60 combinations in this category do not determine any pre-
fixed positions of the output voltage space vector. The locus of the output voltage space vectors form
ellipses in different orientations in space as 𝛼i varies. A similar condition is also valid for current vec-
tors as 𝛼o varies. For the space vector modulation technique proposed in the paper, these switching
states are not used since the phase angle of both the input and output vectors cannot be independently
controlled.

In general, the active switching vectors used for space vector PWM of a five-to-three-phase matrix
converter are as follows:

Category 1: {3, 0, 0, 0, 0} consisting of five vectors
Category 2: {2, 1, 0, 0, 0} consisting of 60 vectors
Category 3: {1, 1, 1, 0, 0} consisting of 60 vectors
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B. SVPWM Control Strategy
The general topology of a five-to-three-phase matrix converter is shown in Figure 15.24. It consists of 15
bidirectional switches that allow any output phase to be connected to any input phase. As the converter
is supplied by a voltage source, the input phases should never be short circuited, and because of the
presence of inductive loads the output phases should not be interrupted. With these constraints, there are
125 permitted switching combinations as described in the earlier section. However, only 65 of the active
switching vectors can be considered for this matrix converter modulation technique, which are divided
in three groups:

Group 1: {3, 0, 0, 0, 0} consists of five vectors called zero vectors in which all the output phases are
connected to the same input phase.

Group 2: {2, 0, 1, 0, 0} consists of 30 vectors in which two output phases are connected to the same
input phase and the other output phase is connected to a non-adjacent input phase. This can be seen in
group 2 configuration in Figure 15.25.

Group 3: {2, 1, 0, 0, 0} consists of 30 vectors in which, like group 2, two output phases are connected to
the same input phase, but differs in that the remaining output phase is connected to an adjacent input
phase. This can be seen in group 3 configuration in Figure 15.25. These vectors are called medium
vectors.

In the SVPWM control strategy for a five-to-three-phase matrix converter, only the switching states
of categories 1 and 2 described in the earlier section are utilized. The switching states in category 3 are
not used since the corresponding SSVs are rotating with time. Category 2 consists of medium and large
vectors as defined earlier.

The proposed space vector control strategy will use group 2 configuration of switching states along
with the zero vectors of group 1, consisting of a total number of space vectors of 30+ 5= 35. The input
current SSVs and output voltage SSVs of each switching state are shown in Figures 15.26 and 15.27,
respectively.

For each combination, the input and output line voltages can be expressed in terms of space
vectors as
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)
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√
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Figure 15.25 Sample configuration of groups 2 and 3 [33]
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−−−→
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where Vi-LL and Vo-LL are the input and output line-to-line voltages, respectively. V i and Vo are input and
output lines to neutral voltages, respectively.

In the same way, space vectors of the input and output line currents are defined as

−→
Ii =

2
5

(
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j 2𝜋
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+Id.e
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)
= Ioej𝛽O (15.56)

𝛼i and 𝛼o are the phase angles of the input and the output voltage vector, respectively, whereas 𝛽i and 𝛽o

are phase angles of the input and output current vector, respectively.
The SVPWM algorithm firstly selects the appropriate switching states and secondly calculates the duty

cycle for each selected switching state. During one switching period Ts, the switching states whose SSVs
are adjacent to the desired output voltage (input current) vector should be selected, and the zero switching
states are then applied to complete the switching period to provide the maximum output to input voltage
transfer ratio.

The aim of the proposed space vector control strategy is to generate the desired output voltage vector
with the constraint of a unity input power factor. For this purpose, let

−→
Vo be the desired output line voltage

space vector and
−→
Vi be the input line voltage space vector at a given time. The input line to neutral voltage

vector
−→
Ei is defined by

−→
Ei =

1

2 cos
(
𝜋

10

)−→Vi.e
−j 𝜋

10 (15.57)

In order to obtain a unity input power factor, the direction of the input current space vector
−→
Ii has to

be the same as that of
−→
Ei. Assume that

−→
Vo and

−→
Ii are in sector 1 of the 6 possible sectors in output side

and 10 possible sectors in the input side. In Figure 15.27, the vector configurations
−→
V ′

o and
−→
V ′′

o represent

the components of
−→
Vo along the two adjacent vector directions. Similarly,

−→
Ii is resolved into components

−→
I′i and

−→
I′′i along the two adjacent vector directions. The possible switching states that can be utilized to

synthesize the resolved voltage and current components (assuming both input and output vectors are in
sector 1) are as follows:

−→
V ′

o ∶ +1,+2,+3,+4,+5

−→
V ′′

o ∶ −6,−7,−8,−9,−10

−→
I′i ∶ −4,−9,−14

−→
I′′i ∶ +1,+6,+11

The output voltage and input current vectors can be synthesized simultaneously by selecting the com-
mon switching states of the output voltage components and input current components, those being +1,
−4, −6 and +9. Two switching states with the same number but opposite signs have the corresponding
voltage or current space vectors in opposite directions, and hence only one SSV should be used. SSVs
with the positive signs are used to calculate the duty cycle of the switching state. If the duty cycle is
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Table 15.4 Space vector choice for SVPWM in different sectors

Sector no. of Ii Sector no. of Vo

1 or 4 2 or 5 3 or 6

1 or 6 ±1, ±4, ±6, ±9 ±1, ±4, ±11, ±14 ±6, ±9, ±11, ±14
2 or 7 ±2, ±4, ±7, ±9 ±2, ±4, ±12, ±14 ±7, ±9, ±12, ±14
3 or 8 ±2, ±5, ±7, ±10 ±2, ±5, ±12, ±15 ±7, ±10, ±12, ±15
4 or 9 ±3, ±5, ±8, ±10 ±3, ±5, ±13, ±15 ±8, ±10, ±13, ±15
5 or 10 ±1, ±3, ±6, ±8 ±1, ±3, ±11, ±13 ±6, ±8, ±11, ±13

positive, the switching state with a positive sign is selected, otherwise the switching state with a negative
sign is selected. The selection for switching states for implementing SVPWM can also be explained as
follows:

Due to the small variation in input voltage during the switching cycle period, the desired
−→
V ′

o can be
approximated by utilizing two switching configurations corresponding to five space vectors in the same
direction of

−→
V ′

o and one zero voltage configuration.
Among the five possible switching configurations, the two SSVs with the highest voltage values corre-

sponding to large vectors with the same sense of
−→
V ′

o are chosen. In the same way, two different switching

configurations and one zero voltage configuration are used to define
−→
V ′′

o . With reference to the example

shown in Figures 15.26 and 15.27, the input voltage
−→
Vi has a phase angle of 0 ≤ 𝛼i ≤ 𝜋

5
. In this case,

the line voltages Vac and −Vda assume the highest values. Then, according to the switching table of

large vectors, the configuration used to obtain
−→
V ′

o are +1 and −4 and for
−→
V ′′

o are −6 and +9. These
four configurations can also be utilized to determine the input current vector direction, as shown in
Figure 15.26. These configurations are associated with the vector directions adjacent to the input current
vector position. There are 60 switching combinations for the different sector combinations. These vector
combinations are shown in Table 15.4.

A balanced system of sinusoidal non-adjacent line voltages can be expressed as

Vac = 0.7608 × |−→Vi| cos(𝛼i)

Vbd = 0.7608 × |−→Vi| cos
(
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2𝜋
5

)

Vce = 0.7608 × |−→Vi| cos
(
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4𝜋
5

)
(15.58)

Vda = 0.7608 × |−→Vi| cos
(
𝛼i +

4𝜋
5

)

Veb = 0.7608 × |−→Vi| cos
(
𝛼i +

2𝜋
5

)

Applying the space vector modulation technique, the on-time ratio 𝛿 of each configuration can be
obtained by solving two systems of algebraic equations.

In particular, utilizing configurations+1,−4 to generate
−→
V ′

o and to set the input current vector direction,
one can write

𝛿
+
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−
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3
5
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(
2√
3

)
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6
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)
(15.59)
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where P = 2
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Equation (15.59) can be derived from Equation (15.58) as follows:
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where q =
−−→|Vo||−→Vi| = modulation index or voltage transfer ratio.

Combining Equations (15.60) and (15.61) gives
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The solution of the transcendental Equations (15.61) and (15.62) gives
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𝛿
−
4 = q × 1.549 × sin

(
𝜋

6
+ 𝛼o

)
. cos

(
𝛼i −

𝜋

2

)
(15.64)

With the same procedure, utilizing the configurations−6,+9 to generate
−→
V ′′

o and to set the input current
vector direction yields
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6 = q × 1.549 × sin
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. cos
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𝛿
+
9 = q × 1.549 × sin

(
𝜋

6
− 𝛼o

)
. cos

(
𝛼i −

𝜋

2

)
(15.66)

The results obtained are valid for −𝜋∕6 ≤ 𝛼o ≤ 𝜋∕6 and 0 ≤ 𝛼i ≤ 𝜋∕5.
Applying a similar procedure for the other possible pairs of angular sectors, the required switching

configurations and the on-time ratio of each configuration can be determined.
Note that the values of the on-time ratios should be greater than zero, as required for the feasibility of the

control strategy. Furthermore, the sum of the ratios must be lower than unity. By adding Equation (15.63)
to Equation (15.66), with the constraint

𝛿
+
1 + 𝛿

−
4 + 𝛿

−
6 + 𝛿

+
9 ≤ 1

the maximum value of the voltage transfer ratio can be determined as q = 1.0444 or 104.44%.

C. Generalized Maximum Output of Three-to-n-Phase Matrix Converter
The generalization for the maximum possible output of the space vector PWM algorithm for an n-phase
input to three-phase output matrix converter can be calculated. The input contain 2n sectors and the output
consists of six sectors for the n-phase input and three-phase output configuration of a matrix converter
when represented using a space vector diagram. After detailed trigonometric analysis, the on-time duty
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ratios are obtained for the period −𝜋∕6 ≤ 𝛼o ≤ 𝜋∕6 and 0 ≤ 𝛼i ≤ 𝜋∕n as
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where k =
√

3

2×sin 𝜋

n
×cos 𝜋

2n

.

Applying a similar procedure for the other possible pairs of angular sectors, the required switching
configurations and the on-time ratio of different sector configurations can be determined. By adding
Equation (15.67) to Equation (15.70), with the constraints as in the earlier section, the sum of the on-time
ratios for the general case becomes
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The maximum value of the voltage transfer ratio for n-to-three-phase matrix converter can be
determined as

q =
2 ∗ cos2

(
𝜋

2n

)
√

3
(15.72)

The maximum modulation indexes for different configurations of an n-to-three-phase matrix converter
are displayed in Table 15.5.

Table 15.5 Maximum modulation index formulation

Matrix converter
configuration (n × 3)

Maximum output to input
voltage formula

Maximum modulation
index (%)
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3
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It is observed that the gain in the output voltage increases with an increase in the number of input
phases.

15.5 Sample Results
A Matlab/Simulink model can be used for the matrix converter using both carrier-based and space vector
control to verify the operation [31, 33]. The operation of a five-to-three-phase matrix converter is shown
for different input voltages and frequencies (considering a variable speed generator) for a fixed output
voltage and frequency applicable for grid application. The output duty ratios and the output voltage
spectrum for the carrier-based PWM technique are shown in Figures 15.28 and 15.29, respectively.
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The view of the input and output voltages is shown in Figure 15.30 for this scheme. Initially, the input
voltage is kept at 100 V peak with a frequency of 50 Hz to show the exact gain at the output side in
the case of the SVPWM technique. The matrix converter with input phase number greater than output
phase number can be operated in buck or boost mode, depending on the source-side voltage magnitude.
The switching frequency of the devices is held at 6 kHz for simulation purposes. The maximum output
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Figure 15.30 Input five-phase voltages with output phase “A” voltage [33]

Figure 15.31 Output phase voltage (100 V, 20 ms/div) and phase current: (5 A, 20 ms/div) [33]

Figure 15.32 Input side five-phase voltages (50 V, 20 ms/div) (four voltages shown due to oscilloscope channel
restriction)
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voltage for a 100 V input is 104.4 V. The input voltage is increased by 110 V with 55 Hz frequency at
0.1 s, keeping the output voltage and frequency constant. The RL load connected to the matrix converter
has values R= 10Ω and L= 30 mH. The input voltages along with the output “A” phase voltage are
depicted in this figure. The experimental results are shown in Figures 15.31 and 15.32.
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16.1 Introduction

In most industrial and domestic applications, the electrical source is a single-phase alternative appli-
cation. In this perspective, and more especially in the power supply and telecommunications fields,
single-phase rectifiers represent nowadays one of the major equipments used for electrical energy con-
version. Due to their inherent nonlinearity, these electronic interfaces generally cause power quality
degradation, which is materialized by the creation of undesirable current and, consequently, voltage
harmonics into the mains.

The presence of such harmonics may increase the losses in the power flow network and cause
over-voltages in some parts of it. Furthermore, high-order harmonics may induce the electro-magnetic
interference (EMI) phenomenon that could disturb the operation of electronic equipment located nearby.
In order to avoid these problems and thus increase the reliability and efficiency of the power network,
these power electronics devices should comply with international standards [1–8]. This can be achieved
by integrating power factor correction (PFC) circuits or preregulators into the basic rectifier topology,
in order to emulate a purely resistive operation and to ensure a near-unity power factor at the front end
[9–11]. Single-stage high-power factor rectifiers are discussed in [12–14]. Although they ensure good
performance in terms of source current total harmonic distortion (THD), DC output voltage regulation
and robustness with respect to a load or mains voltage disturbance, these converters are characterized
by a high number of high-switching-frequency power semiconductors, leading to a reduced efficiency,
a relatively high control complexity, implementation of which generally requires gate isolation and
blanking-time programming, and low robustness to control defects [15]. These drawbacks are avoided in
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the two-stage topologies where a classical four-diode bridge is connected in series with a switch-mode
DC/DC high-switching-frequency converter. The diode bridge ensures the rectifying process, whereas
the role of the DC/DC converter is to modulate the DC current on the bridge output so as to retrieve
a practically sine wave current from the grid. Three types of two-stage rectifiers may exist. Buck
[16] and some of the buck–boost [17] rectifiers generally operate in a discontinuous mode. They are
therefore characterized by a high harmonic level, and thus need a high filtering effort on the AC side.
Other buck–boost preregulators, such as the cascaded boost–buck [18], the Cùk [19–22], the SEPIC
[22–37] and the Sheppard–Taylor topologies [38–52], have an inductive input side that ensures smooth
variation of the source current, but this benefit comes at the expense of double the number of inductors
and capacitors.

Boost-type PFCs are the most widely used topologies in single-phase high-power factor rectifiers.
This is mainly due to the reduced number of high-frequency switches and the smooth behavior of the
rectifier input current. The basic boost converter, which is discussed in Section 16.2, is the most popular
in such applications [53–59]; however, its main drawback remains the control detuning phenomenon
that it presents at the zero-crossings of the source voltage, which increases the source current distortion
and limits the performance of this type of PFC. To overcome this problem, a two-switch asymmetric
half-bridge converter [60–62] is introduced and studied in Section 16.3. In addition, in order to reduce the
power losses when operating at high-switching frequencies, the interleaved dual-boost converter could
be employed [63–77]. This highly efficient topology is presented in Section 16.4.

On the other hand, reliable numerical models for power converters are increasingly required for both
academic and industrial purposes. The aim is to elaborate highly precise mathematical representations of
widely used converters. The usefulness of such virtual models could be emphasized in several aspects.
Specifically, they allow, first, a systematic design of well-tuned control systems that improve the time
response of the converter; second, a pre-evaluation of the operating regime, as well as the analysis of the
static and dynamic performances of the converter; third, a better selection of the system parameters and
components; fourth, fast simulations, which makes these models suitable for real-time applications such
as the hardware-in-the-loop (HIL) technique widely used in the industry to test hardware controllers
before being integrated into the real plants [78]; and fifth, the avoidance of the elaboration of a real
laboratory prototype, which can be costly and consuming in terms of time and effort. Several modeling
techniques for switch-mode converters exist in the literature [79–95]; however, the state-space averaging
method appears as the simplest and the most adapted method to the control design process.

In this chapter, a single-switch basic boost, a two-switch asymmetric half-bridge boost and an inter-
leaved dual-boost topology are studied, respectively. The averaged model for the first two topologies has
been developed, and the same methodology can be systematically applied for the third topology. On the
basis of the obtained models, control algorithms were then designed and implemented. The reported sim-
ulation or experimental results show the effectiveness of these converters connected to their respective
control systems and validate the theoretical issues made out through the chapter.

16.2 Basic Boost PFC

16.2.1 Converter’s Topology and Averaged Model

The converter’s topology is depicted in Figure 16.1. A single-phase diode bridge is connected in cascade
with a typical boost DC/DC converter. The converter operates in a continuous current mode (CCM) dur-
ing almost the entire mains cycle (except in very limited local regions surrounding the zero-crossings of
the source voltage), and therefore slow-recovery diodes could be used in the AC-side stage of the rectifier.
The controlled switch Q is generally a MOSFET and the boost-diode D should be a fast-recovery diode.
Switch Q is controlled using the pulse-width modulation (PWM) technique, ensuring a fixed-switching
frequency imposed by the modulation carrier. The duty cycle of Q is adjusted so that the power factor
becomes unity and the DC output voltage is stabilized around a desired value with a negligible ripple.
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Figure 16.1 Single-phase boost PFC rectifier

In CCM, the basic boost converter has two configurations, as illustrated in Figure 16.2. The electrical
equations of the converter can thus be stated as follows:

vin = L
diin

dt
+ (1 − sQ) v0 (16.1a)

(1 − sQ) iin =
v0

R0

+ C0

dv0

dt
(16.1b)

where vin denotes the rectified source voltage at the DC side of the diode bridge, v0 is the output voltage,
iin is the current in inductor L, R0 is the DC load and sQ is the switching function of Q, defined as

sQ =

{
0 when Q is turned off

1 when Q is turned on
. (16.2)

The current waveform over one switching cycle, as illustrated in Figure 16.3a, shows its ability
to track any reference i∗in, assuming that the following two assumptions are satisfied over the entire
mains cycle:

v0 > vin (16.3)

and ||||
diin

dt

|||| >
|||||
di∗in
dt

||||| (16.4)

Unfortunately, for this topology, assumption Equation (16.4) is not totally satisfied. In fact, near the
zero-crossings of the AC source voltage where vin has very small values, the current iin grows slowly when
Q is on and will be able to reach its reference only after a relatively large period of time, as described in
Figure 16.3b. The tracking disability, which occurs only twice in an operation cycle, is called the control
detuning phenomenon. It is characterized by the detuning angle that can be expressed as

𝛿 = 2tan−1

(
L𝜔0 îs

v̂s

)
(16.5)

where v̂s and îs denote the peak values of the source voltage and current, respectively and 𝜔0 is the main
angular frequency.
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Figure 16.3 (a) Current waveform during one switching cycle and (b) the control detuning phenomenon

The application of the averaging technique to system Equation (16.1) yields the following nonlinear
state representation of the converter [56, 57]:

vin = L
diin

dt
+ (1 − d) v0 (16.6a)

(1 − d) iin =
v0

R0

+ C0

dv0

dt
(16.6b)
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where d represents the duty cycle of the switch Q. Equation (16.6) represents, thus, a single-input
two-output system, having d as the control input and iin and v0 as the output variables. The input voltage
vin is considered, in a control point of view, as a disturbance signal.

16.2.2 Steady-State Analysis

In the steady-state desired regime, the input current iin has a rectified sine wave shape (similar to vin),
whereas the output voltage v0 is fixed at a desired value v∗0. Replacing these expressions into Equation
(16.6a) yields theoretically:

d∗(t) =

⎧⎪⎪⎨⎪⎪⎩

1 −
v̂s

v∗0 cos𝜑
sin

(
𝜔0t − 𝜑

)
if 0 ≤ 𝜔0t ≤ 𝜋

1 +
v̂s

v∗0 cos𝜑
sin(𝜔0t − 𝜑) if 𝜋 ≤ 𝜔0t ≤ 2𝜋

(16.7)

where d* is the desired instantaneous value of the duty cycle and

𝜑 = tan−1

(
L𝜔0 îs

v̂s

)
= 𝛿

2
(16.8)

Figure 16.4 shows clearly the control saturation phenomenon. Its angular duration is equal to 𝜙. In
order to reduce this time interval, the value of the inductor L must be limited. On the other hand, by
using Equation (16.7) into Equation (16.6b), we obtain the following approximated expression of the
output voltage ripple: (Δv0

v0

)∗

≅
v̂s îs

2C0𝜔0v∗2
0 cos𝜑

(16.9)

which is useful for the design of the output capacitor, given a maximum value for the voltage ripple.

16.2.3 Control Circuit

The control circuit associated with the converter is presented in Figure 16.5. The date signal of switch Q
is delivered by a PWM generator comparing the current control signal vci, given by the current regulator,
with a saw-tooth carrier. The frequency of the carrier is chosen with respect to the operating limits. A
multiplier/divider block is used for the generation of the current reference waveform. It executes the
following relationship [55]:

iin,ref =
RMDKiACvin(vcv − 1.5)

K2
rms V2

in

(16.10)

Control
saturation

2π
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ϕd*
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π

Figure 16.4 Control saturation
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vcv denotes the voltage control signal and Vin is the mean value of the rectified input voltage vin, which
is obtained through a second-order low-pass filter characterized by the following transfer function:

F(s) = 1(
1 + s

2𝜋.18

)2
(16.11)

Finally, Ki and Kv are the feedback gains of the inner current loop and outer voltage loop, respectively,
and Rsense represents the equivalent impedance of the current sensor.

16.2.4 Linear Control Design

16.2.4.1 Small-Signal Modeling

In this section, linear regulators for both the current inner loop and the outer voltage loop are designed on
the basis of a small-signal model of the converter, expressed in the frequency domain. According to [56],
such a model is represented by the block diagram of Figure 16.6. The corresponding transfer functions
are expressed as follows:

Gdi(s) = Gdi0 ⋅
1 + s

𝜔zdi

1 + 2𝜉pdis

𝜔pdi
+ s2

𝜔
2
pdi

(16.12)

Giv(s) = Giv0 ⋅
1 − s

𝜔ziv

1 + s

𝜔piv

(16.13)

Gpi(s) = Gpi0 ⋅
1 + s

𝜔zpi

1 + 2𝜉ppis

𝜔ppi
+ s2

𝜔
2
ppi

(16.14)

Gpv(s) = Gpv0 ⋅
1

1 + s

𝜔ppv

(16.15)

where

Gdi0 =
2 V0

R0(1 − D)2
,Giv0 =

R0(1 − D)
2

,Gpi0 =
1

R0(1 − D)2
,Gpv0 =

1
2(1 − D)

𝜔zdi = 2𝜔zpi = 𝜔piv = 𝜔ppv =
2

R0C0

, 𝜔ziv =
R0(1 − D)2

L

𝜔pdi = 𝜔ppi =
1 − D√

LC0

, 𝜉pdi = 𝜉ppi =
1

2R0(1 − D)

√
L
C0

Note that vin∼, iin∼, v0∼ and d∼ represent, respectively, the small-signal components of vin, iin, v0 and d,
whereas V0 and D are the respective static values of v0 and d.

16.2.4.2 Design of the Linear Regulators

By neglecting the presence of the perturbation signal vin∼, the block diagram of the control system is
conformed to Figure 16.7, where the PWM comparator and the multiplier/divider block are replaced
by their respective small-signal gains KPWM and KMD. The current regulator is designed in order to (i)
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Figure 16.6 Small-signal equivalent block diagram of the converter
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Figure 16.7 Linear control scheme for the basic boost preregulator

ensure closed-loop stability, (ii) compensate the high-frequency components in the controlled current
and (iii) reduce significantly the dynamic error in the low-frequency region. Meanwhile, the voltage
regulator is elaborated on the basis of an optimizing criterion: the closed-loop transfer function is set to
be a second-order low-pass filter with a damping factor equal to 0.707. Under these considerations, the
regulators are chosen as follows:

Hi(s) = KHi ⋅
1 + s

𝜔zHi

s
(

1 + s

𝜔pHi

) (16.16)

Hv(s) = KHv ⋅
1 + s

𝜔zHv

s
(

1 + s

𝜔pHv

) (16.17)

The numerical values of all the control system’s parameters that were adopted for the simulations are
as follows:

Rated load power P0 = 500 W
Mains voltage RMS–value VAC = 120V
Desired output voltage v0

* = 410V
Mains frequency f0 = 60 Hz
Switching frequency fS = 250 kHz
DC inductor L= 200𝜇H
DC output capacitor C0 = 440 𝜇F
Line equivalent impedance Ls = 30𝜇H
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Figure 16.8 (a, b) Steady-state waveforms of the line current and the output voltage

AC input capacitor Cs = 1𝜇F
PWM comparator dynamic gain KPWM = 0.181V−1

Multiplier/divider parameters RMD = 3300Ω, KiAC = 1.28𝜇S, Krms = 1/51, KMD = 0.1
Current sensor equivalent impedance Rsense = 0.1Ω
Current loop feedback gain Ki = 1
Voltage loop feedback gain Kv = 3/410
Inner regulator parameters KHi = 1880 krd/s, 𝜔zHi = 100𝜋 krd/s, 𝜔pHi = 250𝜋 krd/s
Outer regulator parameters KHv = 190 rd/s, 𝜔zHv = 13.52 rd/s, 𝜔pHv = 40𝜋 rd/s

16.2.5 Simulation Results

In order to evaluate the performance of the considered control scheme, numerical simulations are car-
ried out using a digital version of the converter implemented in Matlab/Simulink. The performance is
analyzed in both steady-state and transient regimes. A first-order low-pass filter is added in order to
reduce the switching-frequency components in the input voltage vin. The maximum value of the duty
cycle d is limited at 0.94 through a saturation block. Figures 16.8–16.10 illustrate the simulated behav-
ior of the converter using the linear control scheme. A current THD of 9.38% is obtained in the nominal
steady-state regime. The output voltage tends to stabilize around its desired value, with a 2% ripple, even
when a set-point offset or a load disturbance is applied.

16.3 Half-Bridge Asymmetric Boost PFC
In this section, a two-switch asymmetric half-bridge boost-type PFC is used to improve the power fac-
tor at the input side of a single-phase diode rectifier. The topology of the converter is presented in
Figure 16.11. The pair of synchronized switches Q1 and Q2 is controlled in order to achieve perfect
current tracking at the AC source and voltage regulation across the DC load. In this perspective, three
PWM control strategies for the two-switch asymmetric half-bridge boost-type PFC are proposed and
compared. The first control scheme employs a simple hysteretic-based current controller, whereas the
two other carrier-based schemes use, respectively, a conventional proportional-integral (PI) current reg-
ulator and a model nonlinearity compensating controller. These two last control schemes are designed
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Figure 16.12 Operating sequences in CCM/CVM: electrical configuration when Q1 and Q2 are turned on (a) or
turned off (b)

on the basis of a state-space averaged model of the converter. The performance of the proposed control
schemes is then analyzed through numerical simulations on Matlab/Simulink, and a comparative evalua-
tion is presented in terms of source current THD, input power factor and DC-voltage regulation following
start-up.

16.3.1 CCM/CVM Operation and Average Modeling of the Converter

The operating sequences of the converter in the most common case of a CCM in the input inductor L and
a continuous voltage mode (CVM) in the output capacitor C0 are illustrated in Figure 16.12. The circuit
has two configurations depending on the state of the main switches Q1 and Q2. The waveforms of the sys-
tem’s variables over a switching cycle are illustrated in Figure 16.13, where sQ represents the gate signal
common to Q1 and Q2. To ensure periodicity, the output voltage should always be set to a value higher
than the input voltage. It is worth noting, at this stage, that at the zero-crossings of the input voltage and
the input current slopes at the switch-on or switch-off of Q1 and Q2 are non-zero, and therefore the detun-
ing problem from which the conventional boost PFC suffers is avoided in this case. This is considered
as the main benefit of the proposed topology compared to that of the conventionally used topology.

Moreover, the switching frequency of switches Q1 and Q2 is either time-varying (if a hysteretic flip-flop
controller is used for the line current shaping) or fixed (if a saw-tooth carrier-based pulse-width mod-
ulator is used along with a continuous current controller). However, it will be assumed in both cases,
especially as far as the calculation of the reactive components L and C0 is concerned, that the lowest
switching frequency is far beyond the bandwidth of the current and voltage loops. Consequently, a sim-
plified averaged model of the converter may be used in order to analyze the low-frequency operation of
the converter in the steady-state regime and thus to choose the required reactive components.

In average mode, the state representation of the converter in the CCM/CVM case is expressed as
follows: ⎧⎪⎨⎪⎩

L
diin

dt
= vin − (1 − 2d) ⋅ vout

C0

dvout

dt
= (1 − 2d) ⋅ iin − iout

(16.18)

where d(t) denotes the common duty cycle of switches Q1 and Q2.
In the desired regime where vin and iin follow rectified sine waves and vout is practically constant, the

duty cycle would be

d∗(t) =

⎧⎪⎪⎨⎪⎪⎩

1
2
−

v̂in

2vout cos𝜑
sin

(
𝜔0t − 𝜑

)
if 0 ≤ 𝜔0t ≤ 𝜋

1
2
+

v̂in

2vout cos𝜑
sin(𝜔0t − 𝜑) if 𝜋 ≤ 𝜔0t ≤ 2𝜋

(16.19)
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Figure 16.13 Waveforms over a switching period

and the control saturation problem, which was inevitable for the basic boost topology, can be avoided in
this case if vout is maintained greater than v̂in∕ cos𝜑, v̂in being the peak value of vin.

16.3.2 Small-Signal Averaged Model and Transfer Functions

For the design of a linear control system based on PI regulators, a small-signal model of the converter
is required. This is obtained by a linearizing system (Equation 16.18) around the static operating point
defined by

V∗
out =

Vin

1 − 2D∗ =
1

1 − 2D∗ ⋅
2v̂in

𝜋

I∗in =
I∗out

1 − 2D∗ =
V∗

out

R0(1 − 2D∗)
(16.20)

Note that in a static operation, the duty cycle is always limited between 0 and 0.5, whereas in a dynamic
regime, it can vary theoretically between 0 and 1.

The linearization process yields

d
dt

[
Δiin

Δvout

]
= A ⋅

[
Δiin

Δvout

]
+ B ⋅ Δd + P ⋅ Δvin (16.21)
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with

A =
⎡⎢⎢⎢⎣

0 −1 − 2D∗

L
1 − 2D∗

C0

− 1
R0C0

⎤⎥⎥⎥⎦
,B =

⎡⎢⎢⎢⎣

2 V∗
out

L

−
2I∗in
C0

⎤⎥⎥⎥⎦
,P =

⎡⎢⎢⎣
1
L
0

⎤⎥⎥⎦
where R0 = vout/iout designates the DC load. In Equation (16.21), A defines the state matrix, B the input
matrix and P the disturbance matrix. In addition, for any state variable z ∈ {iin, vout}, Δz denotes its
assumed small variation around its static value Z*, that is, Δz = z − Z∗. The frequency-domain represen-
tation of the converter is obtained by applying the Laplace transform to the state Equations (16.21). It
yields

X(s) = (sI2 − A)−1B ⋅ D(s) + (sI2 − A)−1P ⋅ Vin(s) (16.22)

where I2 denotes the 2-by-2 identity matrix, s is the Laplace operator, X(s)= [Iin(s), Vout(s)]T, D(s) and
Vin(s) are the Laplace transforms of the state vector [Δiin,Δvout]

T, the control inputΔd and the disturbance
input Δvin, respectively. The development of expression (16.22) leads to the following input–output
transfer functions:

Giin ,d
(s) ≡ Iin (s)

D(s)
||||Vin=0

=
2 V∗

out

L
⋅

s + 𝜔z1

s2 + 𝜔p1s + 𝜔2
p2

(16.23.a)

Gvout ,d
(s) ≡ Vout (s)

D(s)
||||Vin=0

= −
2 V∗

out

R0C0(1 − 2D∗)
⋅

s − 𝜔z2

s2 + 𝜔p1s + 𝜔2
p2

(16.23.b)

with

𝜔z1 =
2

R0C0

, 𝜔z2 =
R0(1 − 2D∗)2

L
, 𝜔p1 =

1
R0C0

, 𝜔p2 =
1 − 2D∗√

LC0

It is on the basis of these transfer functions that the linear control scheme, which ensures unity power
factor at the source, as well as voltage stabilization at the DC bus, will be designed.

Similarly, the disturbance transfer functions can also be derived from Equation (16.22) and are obtained
as follows:

Fiin ,vin
(s) ≡ Iin (s)

Vin(s)

|||||D=0

= 1
L
⋅

s + 𝜔′z1

s2 + 𝜔p1s + 𝜔2
p2

(16.24a)

Fvout ,vin
(s) ≡ Vout (s)

Vin(s)

|||||D=0

= 1 − 2D∗

LC0

⋅
1

s2 + 𝜔p1s + 𝜔2
p2

(16.24b)

where
𝜔
′
z1 = 𝜔p1 =

1
R0C0

16.3.3 Control System Design

The control circuit is depicted in Figure 16.14a. It consists of two successive loops: the inner or current
loop is designed to ensure the wave shaping of the DC input current iin and, consequently, the improve-
ment of the input power factor, while the outer or voltage loop is intended to regulate the DC load voltage
vout and to stabilize it around a desired set point.

The inner controller would be either a hysteretic flip-flop, a carrier-based linear regulator, or a
carrier-based nonlinearity compensation controller designed on the basis of the input–output feedback
linearization technique. The outer controller is a linear PI controller represented by the transfer function
Hv(s). Ki, Kv0 and Kv1 are scaling factors for the current and voltage loops, respectively. To ensure high
stability of the control system, the outer loop is designed to be sufficiently slower than the inner loop.
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Figure 16.14 (a) Control system with different control strategies for the inner loop, (b) hysteretic control, (c)
carrier-based linear control and (d) carrier-based nonlinearity compensating control [97]
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In addition, in order to emulate a pure resistor behavior, the current reference must have the same
shape as the rectified source voltage vin, with an adjustable magnitude. An analog multiplier is used for
this purpose. Furthermore, in order to avoid the distortion of the current reference, the voltage control
signal uc should be harmonic-free. This can be achieved adequately either by tuning the outer regulator,
which will have the additional task of filtering the 120 Hz component (at twice the mains frequency)
in the output DC voltage vout, or by inserting a suitable second-order low-pass filter, represented by the
transfer function Fv(s), in the voltage feedback path.

16.3.3.1 Hysteretic Control

In this first case, the inner controller is a hysteretic flip-flop with a 1.5 A width, as illustrated in
Figure 16.14b. The current width is calculated in order to get a maximum switching frequency near
50 kHz all over a main cycle. This would allow a convenient comparison with the other carrier-based
control strategies, where the switching frequency is fixed at 50 kHz.

Despite its simplicity of implementation and robustness to disturbances, this control strategy suffers
mainly from a time-varying switching frequency, rendering the whole system less reliable in the event
of parameters’ variations and increasing the filtering effort because of a more distributed harmonics in
the current spectrum.

16.3.3.2 Carrier-Based Linear Control

In this second case, the inner controller is a linear PI regulator, represented by the transfer function Hi(s),
as illustrated in Figure 16.14c. The parameters of both inner and outer regulators are calculated using the
lead-lag compensation method on the basis of the transfer functions established in the previous section.
They are chosen in order to ensure high dynamic performance in the system bandwidth. Having in mind
that the current loop is in fact embedded into the voltage loop, the design of the outer regulator will
thus make use of the following open-loop transfer function that takes account of the presence of the
inner loop:

Gvout ,i
∗
in
(s) ≡ Vout (s)

I∗in(s)

|||||Vin=0

= − L
KiR0C0(1 − 2D∗)

⋅
s − 𝜔z2

s + 𝜔z1

(16.25)

The inner control signal ui given by the current regulator is compared to a saw-tooth carrier in order
to generate a fixed-frequency PWM gate signal for the pair of switches.

Despite its relatively good performance in terms of regulation and reliability, this control approach
disregards the nonlinear aspect of the converter and, hence, cannot match the required dynamics in the
case of large set-point offsets.

16.3.3.3 Carrier-Based Nonlinearity Compensating Control

In the third case, the inner controller is a nonlinear controller. It is designed on the basis of the single-input
single-output (SISO) input/output feedback linearization principles in order to achieve nonlinearity com-
pensation of the inner subsystem. A nonlinear block, represented in Figure 16.14d by T, is thus used
in order to transform the inner subsystem model (which is originally nonlinear) into a linear canonical
model. This would simplify considerably the design of the inner regulator. The control signal ui generated
by the nonlinear block is then compared with a saw-tooth carrier in order to generate a fixed-frequency
PWM gate signal for the pair of switches. The outer controller is still a linear PI controller.

System (Equation 16.18) has a relative degree of 1. Thus, the derivation of the inner control law is
based on the first equation in (Equation 16.18). It yields

d
Δ
= 1

2

(
1 +

ui

v̂PWM

)
=

Lvi − vin + vout

2vout

(16.26)
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where ui denotes the output of the inner controller, vi is the new control input of the linearized inner
subsystem and v̂PWM is the peak value of the saw-tooth modulation signal. Replacing Equation (16.26)
into model Equation (16.18) gives the following canonical form of the inner subsystem:

diin

dt
= vi (16.27)

For the tracking problem at hand, we may choose the following control law:

vi =
di∗in
dt

− k(iin − i∗in) with k > 0 (16.28)

The internal dynamics, which are characterized by a first-order subsystem:

C0

d(v2
out)

dt
= 2vini∗in − 2

v2
out

R0

(16.29)

are stable, having a bounded solution.

16.3.4 Numerical Implementation and Simulation Results

In order to highlight the performance of the two-switch asymmetric half-bridge boost converter in
PFC applications, a virtual version of the control system of Figure 16.14a has been implemented using
Matlab/Simulink. The numerical values of the structural parameters and operating conditions are listed,
which are as follows:

Mains voltage RMS–value VS = 120V
Rated load power Pout = 1 kW
Voltage reference Vout

* = 250V
Mains frequency f0 = 60 Hz
Carrier frequency fS = 50 kHz
Carrier peak value v̂PWM= 1V
DC inductor L= 1 mH
Series inductor resistance RL = 0.1Ω
DC capacitor C0 = 1 mF
Feedback scaling factors Ki = 1Ω, Kv0 = 0.05
Feedforward scaling factor Kv1 = 0.05
Hysteretic width h= 1.25 A

Inner current PI controller Hi(s) = 15
1 + s

15

s
Inner nonlinear control parameter k= 30000

Outer voltage PI controller Hv(s) = 20
1 + s

30

s
Voltage filter Fv(s) =

1

1 +
√

2

300
s +

(
s

300

)2

The converter is implemented according to its switching-function-based model [62]. The simulations
are carried out using a fixed-step ode5 (Dormand-Prince) solver. The step size is 1 μs. The results obtained
for a 1 kW load are given in Figures 16.15–16.17 for the hysteretic, carried-based linear and carrier-based
nonlinearity compensating control schemes, respectively.

Table 16.1 compares the major characteristics of the proposed control algorithms, namely the line cur-
rent THD, the input power factor, the maximum switching frequency, the high-frequency current ripple
near the positive and negative peaks of the source current, and the DC output voltage ripple at 120 Hz.
It is found that the carrier-based control schemes exhibit slightly better steady-state performance than
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Figure 16.15 Simulation results given by the hysteretic-based control system at a rated load: steady-state waveforms
of (a) the source voltage (vs) and the source current (is), (b) the current in the input inductor (iin) and (c) transient
waveform of the voltage across the output capacitor (vout) following a start-up [97]

the hysteretic-based performance in terms of source current THD and input power factor. As for the
carrier-based control systems, the control input generated by the nonlinearity compensating controller
(see Figure 16.17c) lies within the saturation limits and presents relatively small high-frequency fluctua-
tions, unlike the fluctuations given by the conventional PI regulator (see Figure 16.16c). In addition, these
figures show that, in all three cases, iin and vout are always positive, which justifies the assumption of a
CCM/CVM operation made previously. Note finally that in all three control cases, the control detuning
problem, from which the conventional Boost PFC suffers, does not exist.

16.4 Interleaved Dual-Boost PFC
In order to increase the efficiency and power density of boost PFCs, and to help reduce the EMI level
injected into the utility line, interleaved technology has been proposed [63–67] as a serious candidate
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Figure 16.16 Simulation results given by the linear control system at rated load: steady-state waveforms of (a) the
source voltage (vs) and the source current (is), (b) the current in the input inductor (iin), (c) the inner controller output
(ui) and (d) transient waveform of the voltage across the output capacitor (vout) following a start-up [97]

Table 16.1 Comparative performance evaluation of the control systems applied to the two-switch
asymmetric half-bridge boost PFC

Performance characteristics Hysteretic control Linear control Nonlinear control

Line current THD (%) 9.2 9 8.6
Input power factor 0.9958 0.9959 0.9962
Maximum switching frequency (kHz) 50 50 50
Current ripple (%) 10.6 10.9 10.4
Output voltage ripple (%) 4 4 4

to overcome all the drawbacks found in a single device AC/DC boost preregulator topology. These
drawbacks are the emission level of harmonics at the switching frequency of the device, and the level
of EMI that propagate into the line side; furthermore, efficiency increase in the conversion stage is also
one of the key factors. To help achieve these goals, different techniques have been proposed. Two-switch
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Figure 16.17 Simulation results given by the nonlinearity compensating control system at rated load: steady-state
waveforms of (a) the source voltage (vs) and the source current (is), (b) the current in the input inductor (iin), (c) the
inner controller output (ui) and (d) transient waveform of the voltage across the output capacitor (vout) following a
start-up [97]

passive and active shaping techniques have been studied over the years [68–74], with the accent on
topology and on the use of a very simple controller. The initial results yielded an increase in the power
density, reducing the level of emission at low frequencies while increasing slightly the efficiency of
the power conversion unit. Moreover, the size of the energy storage bulky inductor that is used for the
boost stage can be reduced by using a high-frequency stage, assuming the shaping of the current created
by the low-frequency switch. This active technique exhibits the same advantages obtained using pas-
sive/active harmonic filtering using active devices instead of passive devices, technology largely used
for power network depollution [75]. Despite their acceptable cost, passive components are bulky, sen-
sitive to line impedance changes and inflict more difficult control on the converter. On the contrary, the
use of active devices permits us to obtain good tracking and regulation, which result in a system that is
more robust toward line perturbations. PFC interleaved converters are connected to the AC main; they
generate two types of harmonics. Low-frequency harmonics in the range of a kilohertz are generated
at the multiple frequencies of the low-frequency switch QLF operation. High-frequency harmonics in
the range of hundreds of kilohertz are generated at the multiples of high-frequency switch QHF oper-
ation. The low frequencies fall within the IEEE-519 regulation that defines the shape of the current
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Figure 16.18 Topology of the dual-boost PFC-based single-phase rectifier [77]

injected into the network, whereas the high frequencies fall under the conducted EMI regulation IEC
61000–2, which defines the spikes and edges of the line current and the permitted level of emission.
Both continuous and discontinuous conduction modes of operation for single phase as well as three-phase
topology have been evaluated [71, 72], but the modeling and control technique for the interleaved con-
verters are still being worked on. Simple control using flip-flops has been extensively used for these
topologies [68, 70, 74]. In this section, the development of a model-based fixed-switching-frequency
control system and its validation on a 1 kW prototype of interleaved single-phase boost converters are
presented.

The topology under study [68] has two main switches QHF and QLF operating at different frequencies.
The main switch assumes the control of up to 90% of the energy transferred to the load and operating
at 5 kHz. The low-rated switch operates at a high frequency of 50 kHz, contributes up to 10% of the
rated power, and permits the cancelation of the harmonics generated by the low-frequency switch QLF.
The low-frequency switch operates in continuous conduction mode, whereas the high-frequency switch
operates in discontinuous mode.

16.4.1 Converter Topology

The single-phase interleaved dual-boost PFC rectifier is presented in Figure 16.18. It consists of

• a diode bridge that ensures the AC-to-DC conversion
• a high-rated low-frequency typical boost topology that ensures mainly line current wave shaping by

modulating the current iL2 in inductor L2 and control of the power transmitted to the load
• a low-rated high-frequency boost converter, which is intended to compensate the high-order harmonics

in the input current iL1, by modulating the low-frequency ripple of iL2.

A pure resistive load R0 is connected across the DC-bus capacitor filter C0. Furthermore, the
low-frequency QLF and high-frequency QHF switches are controlled synchronously at multiple frequen-
cies and the switch-on of QLF coincides with a switch-on of QHF. Denoting by fHF and fLF the switching
frequencies of QHF and QLF, respectively, we thus have

fHF = m ⋅ fLF with m ∈ N and m >> 1 (16.30)
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Figure 16.19 Configurations of the PFC when QHF and QLF are both on and (a) 0< iL2 < iL1, (b) 0< iL1 < iL2 and
(c) iL2 < 0< iL1

16.4.2 Operation Sequences

As the PFC has two switches, four different configurations are possible:

16.4.2.1 Case 1: QHF Is on and QLF Is on

When both switches QHF and QLF are turned on, the configuration of the PFC becomes as described in
Figure 16.19. If the input inductor current iL1 (which is always positive) is greater than iL2, and iL2 is
greater than zero, the following equations can be written (Figure 16.19a):

L1

diL1

dt
= vin > 0

L2

diL2

dt
= 0

C0

dv0

dt
+

v0

R0

= 0 (16.31)

When iL1 is lower than iL2, the parasitic diode of switch QHF conducts and the configuration of the PFC
is as given in Figure 16.19b, where Equations (16.31) are still valid. Similarly, the same equations are
applicable if current iL2 becomes negative (Figure 16.19c). In this case, it is the parasitic diode of switch
QLF that conducts.

16.4.2.2 Case 2: QHF Is off and QLF Is on

When only switch QLF is turned on, the configuration of the PFC becomes as described in Figure 16.20. If
the input inductor current iL1 is greater than iL2 and iL2 is greater than zero, the high-frequency boost-diode
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Figure 16.20 Configurations of the PFC when QHF is off, QLF is on and (a) 0< iL2 < iL1, (b) 0< iL1 < iL2 and (c)
iL2 < 0< iL1

DHF conducts, and the following equations can be written (Figure 16.20a) as

L1

diL1

dt
= vin − v0

L2

diL2

dt
= v0 > 0

C0

dv0

dt
+

v0

R0

= iL1 − iL2 (16.32)

A proper modulation of current iL1 requires an output voltage v0 greater than the peak value of the
input voltage vin. On the other hand, when iL1 is lower than iL2, it is the parasitic diode of switch QHF that
conducts the current (iL2 – iL1) instead of the boost-diode DHF. In this case, the configuration of the PFC
is as given in Figure 16.20b, where the system’s equations become as given by Equation (16.31). This
configuration is identical to the configuration given in Figure 16.19b.

In the case where iL2 is negative (Figure 16.20c), the parasitic diode of switch QLF conducts and
Equations (16.32) are still applicable.

16.4.2.3 Case 3: QHF Is on and QLF Is off

When only switch QHF is turned on, the configuration of the PFC becomes as described in Figure 16.21. If
the input inductor current iL1 is greater than iL2 and iL2 is greater than zero, the low-frequency boost-diode
DLF conducts, and the following equations can be written (Figure 16.21a) as

L1

diL1

dt
= vin > 0

L2

diL2

dt
= −v0 < 0
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C0

dv0

dt
+

v0

R0

= iL2 (16.33)

On the other hand, when iL1 is lower than iL2, the parasitic diode of switch QHF conducts and the
configuration of the PFC is as given in Figure 16.21b, where the system’s equations remain the same as
Equation (16.33).

In the case where iL2 is negative (Figure 16.21c), it is the parasitic diode of switch QLF that conducts
the current iL2 instead of DLF. The PFC configuration thus becomes identical to the configuration given
in Figure 16.19c, and Equations (16.31) are the ones that apply.

16.4.2.4 Case 4: QHF Is off and QLF Is off

When both switches QHF and QLF are turned off, the configuration of the PFC becomes as described
in Figure 16.22. If the input inductor current iL1 is greater than iL2 and iL2 is greater than zero, the
low-frequency boost-diode DLF and the high-frequency boost-diode DHF conduct simultaneously. The
system’s equations are thus as follows (Figure 16.22a):

L1

diL1

dt
= vin − v0

L2

diL2

dt
= 0

C0

dv0

dt
+

v0

R0

= iL1 (16.34)

On the other hand, when iL1 is lower than iL2, the parasitic diode of switch QHF conducts the current
(iL2 – iL1) instead of DHF and the configuration of the PFC becomes as given in Figure 16.22b. This case is
identical to the case depicted in Figure 16.21b, and the system’s equations are given by Equation (16.33).
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Figure 16.21 Configurations of the PFC when QHF is on, QLF is off and (a) 0< iL2 < iL1, (b) 0< iL1 < iL2 and (c)
iL2 < 0< iL1
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Figure 16.22 Configurations of the PFC when QHF and QLF are both off, and (a) 0< iL2 < iL1, (b) 0< iL1 < ii2, and
(c) iL2 < 0< iL1

In the case where iL2 is negative (Figure 16.22c), the parasitic diode of switch QLF conducts the cur-
rent iL2 instead of DLF. The PFC configuration thus becomes identical to the configuration given in
Figure 16.20c and Equations (16.32) are the ones that apply.

16.4.3 Linear Control Design and Experimental Results

The control system is described in Figure 16.23. The gate signals of switches QHF and QLF are generated
by comparing the current loops control signals (at the output of the inner regulators) with the modulation
signals vPWM,HF and vPWM,LF, respectively. Both the modulation signals, at fixed frequency, are saw-tooth
type and are synchronized at the turning-on of switch QLF. KiL1, KiL2 and Kv are the feedback scaling
gains of the currents and voltage loops. The feedforward scaling gain Kv,in is inserted in order to reduce
the level of vin at the input of the control circuit.

The adopted design of the inner regulators HiL1(s) and HiL2(s) neglects the cross-coupling between the
duty cycle dHF and current iL2, on the one hand and between the duty cycle dLF and current iL1, on the other
[76, 77]. The structure and parameters of these regulators are determined so that the inner closed-loop
transfer functions correspond to a second-order low-pass filter. Furthermore, regarding the outer voltage
loop, the voltage regulator Hv0(s) is similarly designed in order to ensure that the outer loop has the same
dynamic characteristics as an optimized linear second-order low-pass filter.

The converter with the control system shown in Figure 16.23 was realized using the following numer-
ical values:

Load power P0 = 1 kW
RMS source voltage VAC = 110V
Mains frequency f0 = 60 Hz
Low switching frequency fLF = 5 kHz
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Figure 16.23 Control system [77]

High-switching frequency fHF = 50 kHz
Input DC inductor L1 = 1 mH, RL1 = 10 mΩ
Low-frequency inductor L2 = 2 mH, RL2 = 10 mΩ
Output DC capacitor C0 = 2400𝜇F
DC output voltage V0 = 250V

Inner current regulators HiL1(s) =
5000 + 5

𝜋

s

s ⋅
(

1 + s

50000𝜋

)
HiL2(s) =

500 + s

2𝜋

s ⋅
(

1 + s

5000𝜋

)
DC-voltage regulator Hv0(s) = 20 ⋅

s + 5
s ⋅ (s + 70)

Feedback scaling gains KiL1 =KiL2 =Kv = 1
Feedforward scaling gain Kv,in = 1/24
PWM comparators gains KPWM,HF =KPWM,LF = 1

Figure 16.24 shows both line current and line voltage when the converter delivers 800 W to the load.
One can note that the converter is operating at a unity displacement factor.

Figure 16.25 shows the efficiency of the power converter drawn as a function of the load output power
for three types of operation. The first type is defined when QLF operates alone; the maximum efficiency
obtained is 90% at 940 W. The second type is defined when both QHF and QLF are functioning simulta-
neously; the maximum efficiency measured is 92%. Finally, the third type of measurement is performed
when only QHF is operating; the maximum efficiency measured is 87%. The use of the dual-boost type
of converter ensures a trade-off between power quality and efficiency.
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Figure 16.24 Line current and voltage for P0 = 800 W [50V/div, 5 A/div] [77]
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Figure 16.25 Converter efficiency with respect to the load power for three types of operations [77]

16.5 Conclusion
Boost-type preregulators are the most used topologies in various industrial applications at low and
medium power levels. Among the reasons for their attractiveness are robustness with regard to supply
fluctuations, spikes, voltage transition, lightning and easy to design, their control circuit is generally
current mode type that is simple to develop, they make good use of power semiconductor devices and
finally their cost is very competitive.

The basic boost converter topology is the most popular in such applications; however, its main draw-
backs remain, first, the control detuning phenomenon that is present at the zero-crossing of the source
voltage, which increases the source current distortion and limits the performance of this type of PFC;
and second, the inherent power losses, which increase drastically when the converter operates at higher
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switching frequencies. To overcome the first problem, a boost structure consisting of a two-switch asym-
metric half-bridge converter can be considered. As for the second problem, an interleaved boost prereg-
ulator that operates at different switching frequencies can be employed.
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17.1 Introduction
The proliferation of power electronics-based devices and equipment has significantly affected the power
quality of the grid, which changes its sinusoidal nature through adding harmonic distortion. Power elec-
tronics applications have penetrated several venues in our life. In residential applications, power
electronics-based devices can be found not only in devices such as personal computers but also in
refrigerators, freezers, air conditioning systems, cookers and lighting. Extending up to commercial appli-
cations, power electronics applications embrace air conditioning systems, heaters, central refrigeration,
uninterruptible power supply, elevators and lighting. In industrial applications, power electronics exist in
pumps, compressors, fans, blowers, arc furnaces, induction heating and arc welding. In addition, inter-
facing renewable energy sources to the grid necessitates converters to comply with the grid voltage and
frequency requirements. This power electronics-based equipment increases the share of nonlinear loads
compared with that of linear loads, and hence degrades the power quality of the grid. Simultaneously,
power electronics-based loads are sensitive to harmonic distortion. This chapter starts with the definition
of harmonics, effects and negative consequences of harmonics, international standards for harmonics,
types of harmonics, harmonic current sources and harmonic voltage sources. Then, the different methods
for harmonics mitigation are introduced, including passive filters and active filters. Definitions of loading
power and power factor in the 3D space current coordinate system are introduced. The voltage source
inverter (VSI) and current source inverter (CSI) such as an active power filter (APF) are discussed. The
series and shunt APF are then introduced, presenting the different configurations for hybrid filters. APFs
in high-power applications are discussed. In addition, the APF switching frequency choice methodology
is presented. Different harmonic extraction techniques such as P–Q theory, cross-vector theory, the
instantaneous power theory using the rotating P–Q–R reference frame, synchronous reference frame,
adaptive interference canceling technique, capacitor voltage control, time-domain correlation function
technique and identification by Fourier series are presented and discussed. Then the shunt APF is mod-
eled, presenting simulation and practical results of a low-power prototype. The series active power prin-
ciple of operation is then presented. Finally, the unified power quality conditioner (UPQC) is presented.
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17.2 Harmonics
Harmonics are components of a periodic wave having frequencies that are integral multiples of the fun-
damental power network frequency, which can be presented through Fourier series. Harmonics are not
transient phenomena and therefore should not be confused with transient phenomena such as spikes,
dips and oscillations. Harmonics are typically the by-product of power electronics-based loads, which
are proliferating tremendously in power systems. They occur frequently because of the large number
of personal computers and electronic devices (single-phase loads), variable frequency drives (AC and
DC), switch-mode power supplies, low-power consumption lamps, electrical arc furnaces, arc weld-
ing machines, transformer and induction motor saturation and any equipment that has nonlinear volt-
age/current characteristics (i.e., nonlinear loads). Most of these loads distort the load current. Because
of the equivalent impedance of the grid, the supply voltage gets distorted. As the short-circuit level
increases (stiff power system network), the grid impedance is low. Therefore, the effect of distorted cur-
rent on the supply voltage quality is less than that of the low short-circuit level (weak power system
network). For example, the IEEE-519 standard objective is to limit the harmonic injection from individ-
ual customers so as to limit the overall harmonic distortion in the grid voltage. The process is mutual
between the customer and the utility; that is, the customer should act according to the standard to limit
the distorted current injection and the utility should act to limit the voltage distortion for the supplied
electric power. The harmonic level is measured through a term called total harmonic distortion (THD)
of either voltage or current. The THD is used as a measure in the international standards for determining
the allowable level of THD at certain voltage level and short-circuit capability. The THD is defined as
the ratio between the rms of the harmonic components and the rms of the fundamental component. Mea-
surement location in a power system network is important for assessing the harmonics, and therefore the
term point-of-common coupling (PCC) arises. The PCC is the location where the harmonic voltage and
current distortions are measured or calculated. The PCC can be on either the primary or the secondary
winding of utility transformers or at the service entrance of the considered facility.

17.3 Effects and Negative Consequences of Harmonics
High levels of harmonic distortion can lead to distribution system problems and may cause a shutdown
of other equipment, especially if their operation is sensitive to zero crossing [1]. Distortion problems
can be severe in small/weak power networks where the equivalent power network impedance is
significant, resulting in increased voltage distortion at the PCC [2]. Harmonics may adversely affect
most of the power system components such as conductors, capacitors, transformers, motors and
generators through overheating these components. In transformers and reactors, the eddy current and
hysteresis losses increase and a resonance may occur between the transformer inductance and line
capacitance. In capacitors, as the reactive power increases, the dielectric losses increase, which may
cause capacitor failure, lifetime decreases and the possibility of overvoltage and resonance. In cables,
skin and proximity effects increase heat, and so dielectric breakdown of cable insulation may occur.
Harmonics affect switchgear through changing the rate of rise of the transient recovery voltage and the
operation of the blow-out coil, and the current-carrying parts will be affected by skin and proximity
effects. The time-delay characteristics of the relay may be affected by harmonics. Relays may be
affected by harmonics also through interference, especially microprocessor based. Also, false tripping
may occur. In generators, the rotor heating increases and torque ripples are produced, which adds to
maintenance requirements and may eventually lead to failure. Motor losses increase due to harmonics
and eddy currents and skin effects increase. In addition, it may cause misoperation of electronic
devices (which depends on voltage zero crossing detection or sensitivity to the voltage waveform).
It also affects protective devices, depending on the design features and principles of operation and
causes interference with telephones. It may introduce either series or parallel resonances in the power
system network.
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17.4 International Standards for Harmonics
In 1981, the IEEE introduced the IEEE standard 519 “IEEE Recommended Practices and Requirements
for Harmonic Control in Electrical Power Systems” to provide guidelines for dealing with harmonics
presented by nonlinear loads so that power quality problems could be mitigated. The IEEE 519-1992
limits for voltage and current harmonics are shown in Tables 17.1–17.4 for the current distortion limits
in distribution systems, current distortion limits in subtransmission systems, current distortion limits in
transmission systems and voltage distortion limits, respectively, [3].

The THDV is defined as the ratio of the rms of the voltage harmonics to the rms of the fundamental
component, as in Equation (17.1).

THDV =

√
V2

2 + V2
3 + V2

4 + … + V2
h

V1

(17.1)

Table 17.1 Current distortion limits (in % of IL) for general distribution systems
(120–69 000 V) [3]

ISC/IL h< 11 11≤ h< 17 17≤ h< 23 23≤ h< 35 35≥ h TDD

<20 4 2 1.5 0.6 0.3 5
20–50 7 3.5 2.5 1 0.5 8
50–100 10 4.5 4 1.5 0.7 12
100–1000 12 5.5 5 2 1 15
>1000 15 7 6 2.5 1.4 20

where Isc is the short-circuit current, IL is the maximum fundamental demand cur-
rent, TDD is the total demand distortion and h is the harmonic order.

Table 17.2 Current distortion limits (in % of IL) for general subtransmission
systems (69 001–161 000 V) [3]

ISC/IL h< 11 11≤ h< 17 17≤ h< 23 23≤ h< 35 35≥ h TDD

<20 2 1 0.75 0.3 0.15 2.5
20–50 3.5 1.75 1.25 0.5 0.25 4
50–100 5 2.25 2 0.75 0.35 6
100–1000 6 2.75 2.5 1 0.5 7.5
>1000 7.5 3.5 3 1.25 0.7 10

where Isc is the short-circuit current, IL is the maximum fundamental demand cur-
rent, TDD is the total demand distortion and h is the harmonic order.

Table 17.3 Current distortion limits (in % of IL) for general transmission
systems (>161 000 V) [3]

ISC/IL h< 11 11≤ h< 17 17≤ h< 23 23≤ h< 35 35≥ h TDD

<50 2 1 0.75 0.3 0.15 2.5
≥50 3 1.5 1.15 0.45 0.22 3.75

where Isc is the short-circuit current, IL is the maximum fundamental demand cur-
rent, TDD is the total demand distortion and h is the harmonic order.
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Table 17.4 Voltage distortion limits (in % of VL) [3]

PCC voltage Individual harmonic
magnitude (%)

THDV (%)

≤69 kV 3 5
69–161 kV 1.5 2.5
≥ 161 kV 1 1.5

where THDV is the voltage THD.

The THDI is defined as in Equation (17.1) but for current components. The TDD has the same definition
as THDI except that it is referred to as the maximum fundamental demand current.

The EN 61000 [4] (EN stands for Euro Norm which is identical to the International Electrotechni-
cal Commission (IEC)) has been divided into six main parts. These are classified into, first, a general
part dealing with general considerations (IEC 61000-1-x); second, an environmental part defining the
characteristics of the environment where equipment is applied (IEC 61000-2-x); a third part defining the
permissible levels of emissions that can be generated (IEC 61000-3-x); a fourth part providing detailed
guidelines for measurement equipment and test procedures (IEC 61000-4-x); a fifth part providing guide-
lines in the application of equipment for ensuring electromagnetic compatibility among electrical and
electronic apparatus or systems (IEC 61000-5-x); and a miscellaneous part with generic standards defin-
ing the immunity and emission levels required for equipment in general categories or for specific types
of equipment (IEC 61000-6-x). The EN 61000-3-x is of high interest in the permissible harmonic level
provision to the network. The EN 61000-3-2 controls the level of distortion of the current drawn by
all equipment rated up to 16 A, and EN61000-3-3 controls the level of voltage changes that equipment
rated up to 16 A will impose on the AC supply. Previously, the harmonic standard was called IEC 555
Part 2 (1987), and the flicker standard was called IEC 555 Part 3 (1987); these are now referred to as
EN61000-3-2 and EN61000-3-3 Standards.

17.5 Types of Harmonics

17.5.1 Harmonic Current Sources

In load (naturally)-commutated converters with inductive loads, the harmonic current content and charac-
teristics are less dependent on the AC side. Therefore, this type of harmonic source behaves as a harmonic
current source [5]. Thus, it is called a harmonic current source and is represented as a current source.
Figure 17.1(a) presents a three-phase uncontrolled rectifier feeding an inductive load, which is considered
a common example of the harmonic current sources. Figure 17.1(b)–(e) represents the supply current
and its spectrum, and the voltage at the PCC and its spectrum, respectively, where the supply voltage is
220 V at 50 Hz and the source impedance is 0.1 mH and 0.1Ω. The nonstiff supply (supply with high
internal impedance) significantly affects the voltage at the PCC and, therefore, propagates the harmonics
through the power system. This is clear when the same system is simulated but for a source impedance
of 1 mH and 0.1Ω. Figure 17.2(a)–(d) represents the supply current and its spectrum and the voltage at
the PCC and its spectrum, respectively.

17.5.2 Harmonic Voltage Sources

Another typical harmonic source is that caused by diode rectifiers with DC capacitors. As the impedance
of capacitors decreases at higher frequencies [5], connecting large capacitance to the DC side of the
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Figure 17.1 Harmonic current source: (a) three-phase uncontrolled rectifier, (b) and (c) source current and its spec-
trum and (d) and (e) supply voltage and its spectrum (supply impedance 0.1 mH and 0.1Ω)
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Figure 17.2 Harmonic current source: (a) and (b) source current and its spectrum and (c) and (d) supply voltage and
its spectrum (supply impedance 1 mH and 0.1Ω)
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Figure 17.3 Harmonic voltage source: (a) three-phase uncontrolled rectifier, (b) and (c) source current and its spec-
trum and (d) and (e) supply voltage and its spectrum (supply impedance 0.1 mH and 0.1Ω)

diode rectifier causes lower impedance for harmonics. Figure 17.3(a) presents a three-phase uncontrolled
rectifier feeding a capacitive load. Figure 17.3(b)–(e) represents the supply current and its spectrum, and
the voltage at the PCC and its spectrum, respectively, where the supply voltage is 220 V at 50 Hz and
the source impedance is 0.1 mH and 0.1Ω. The harmonic current amplitude on the AC side is affected
by the impedance of the AC side; therefore, a diode rectifier behaves like a voltage source (rather than
a current source). This is clear when the same system is simulated but for a source impedance of 1 mH
and 0.1Ω. Figure 17.4(a)–(d) represents the supply current and its spectrum, and the voltage at the PCC
and its spectrum, respectively.

17.6 Passive Filters
In order to cancel out or mitigate harmonics, two main approaches have been considered in the last
decades. In the first approach, the AC input current for the power electronics-based load is consid-
ered to be as near as possible to a sinusoidal waveform and in phase with the supply AC voltage.
Therefore, the load behaves virtually as a resistive load, provided that the power electronics is of
sufficient controllability (bandwidth) to achieve the targeted objective. This can be seen in active
front-end rectifiers (force-commutated converters). However, this approach fails in load-commutated
converters.

The second approach is to use an additional system component for harmonic mitigation, namely power
filters. Power filters were first introduced for harmonic compensation as passive power filters. Passive fil-
ters consist of inductors, capacitors and damping resistors connected either in series or in parallel. Various
types of passive filters with different filtering characteristics and for different application requirements
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Figure 17.4 Harmonic voltage source: (a) and (b) source current and its spectrum and (c) and (d) supply voltage
and its spectrum (supply impedance 1 mH and 0.1Ω)

are available. Passive filters can be introduced in the power network either in series or in parallel. Shunt
passive filters are filters tuned at the required harmonic component to be filtered. The filter order can
be of first, second, or third order, based on the filtering requirements. The shunt passive filter is greatly
affected by the source impedance, which in turn is very difficult to measure. The series passive filter
is connected in series with the network to provide a high impedance path of the harmonic current, pre-
venting its flow. Traditionally, the passive filter with thyristor-controlled reactor (TCR) is used to filter
harmonics, in addition to compensating reactive current components [6]. Advantages of passive filters
are easy maintenance, lower costs and less complexity. However, in practice, these filters have many
disadvantages [7–11], which can be enumerated as follows:

• When both harmonic and fundamental current components flow into the filter, the filter should be rated
considering both components.

• The filter may be overloaded with harmonic current increase.
• Parallel resonance between the AC source and passive filter causes overvoltage.
• Detuning of the harmonic frequency with aging of passive components.
• Filtering characteristics are dependent on the source impedance that is not accurately known and may

change with network configuration.
• The passive filter may cause series resonance, with the AC source leading to large currents flowing

through the filter.
• The operating frequency of the AC system varies around its nominal value as the loading condition of

the system changes, and should therefore be considered in filter design.
• Passive filters mitigate only the frequencies they are tuned to.
• There are constraints on the choice of filter component in order to reach a compromise between the

requirements of both the AC current harmonic and the reactive power supplied.

17.7 Power Definitions
To avoid the demerits of the passive filter, the APF has been proposed. Before detailing the APF, the
authors will shed light on definitions that will ease understanding of the concept and principle of operation
of the APF.
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17.7.1 Loading Power and Power Factor

Traditionally, and considering only sinusoidal waveforms, active power, defined as the average of the
product of voltage and current, has been recognized to cause real electric energy flow between two
subsystems [12]. Conversely, reactive power, defined as the orthogonal term to active power, has been
considered to cause no real energy flow, but increases the steady-state current in sinusoidal systems. The
power factor is therefore defined as the ratio between active power and apparent power (the resultant of
the active power and reactive power components). However, considering the harmonics, the definition of
the power factor will differ with the introduction of new terms that are clarified in the following sections.

17.7.2 Loading Power Definition

Loading power [13] can be divided, as shown in Figure 17.5, into the following:

• Active power, which is defined as the average rate of the energy transfer from the source to the load
over an interval of time. Active current [14] is defined as the minimum effective current associated
with the transfer of the average power to the load over a predefined period.

• Fictitious power includes all components of power that cause the loading power to be higher than the
active power.

• Reactive power can be divided into fundamental power and residual power. The fundamental reactive
power is the cross-product of the fundamental component of voltage and current, while the resid-
ual reactive power component is the difference between the reactive power and fundamental reactive
power. For a single-phase circuit, reactive power is the power that circulates between the source and
the load, while in polyphase circuits, reactive power is the power that circulates between the source
and the phases and the power that circulates among phases.

• Deactive power is associated with uncorrelated voltage and current waveforms. For this reason, the
deactive power can be called uncorrelated fictitious power.

17.7.3 Power Factor Definition in 3D Space Current Coordinate System

The conventional 2D current coordinate system decomposes the load current into active and reactive
components where this is effective only in the case of linear loads. But, in the case of nonlinear loads,
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Figure 17.6 3D space current coordinate system

the nonfundamental current cannot be represented in 2D, and therefore a new current coordinate system
to present the directly distorted portion of system current is required in the case of nonlinear loads (3D
coordinate). In this definition, the current is expressed in terms of three mutually orthogonal components
[13]: active, reactive and distorted components, as shown in Figure 17.6. Therefore, their rms fulfill the
following relationships

I2 = I2
a + I2

r + I2
d (17.2)

I2 = I2
1 + I2

d (17.3)

I2
1 = I2

a + I2
r (17.4)

where I is the system rms current, Ia is the fundamental active rms component of I, Ir is the fundamen-
tal reactive rms component of I, Id is the distorted rms component of I and I1 is the fundamental rms
component of I.

If the supply voltage is a nondistorted sinusoidal waveform, then only the fundamental component of
the current contributes to average power flow. So the power factor angle shown in Figure 17.4 can be
expressed as

cos𝜑 =
Ia

I
=

Fundamental active rms component of I

System rms current
(17.5)

If the supply voltage is a distorted sinusoidal waveform, then only the fundamental component of the
current and the harmonic current components that correspond to the harmonics in the supply voltage
contribute to the average power. But the contribution of the harmonic components to the active power is
small and can be neglected with respect to the fundamental component. Therefore, the power factor can
be defined generally as

cos 𝜑 =
Fundamental active power

Apparent power
(17.6)

This helps in evaluating the performance of the APF. If only Ir is compensated, this power electronic
device is named as a STATCOM. If Id or both (Id and Ir) are compensated, then it is named as an APF.
However, the power factor cannot be brought to unity till totally compensating Id and Ir. The conventional
power factor definition (displacement factor), which is defined in the 2D coordinate system, is misleading
especially in industries that highly source harmonics into power systems, for example, the steel and
aluminum industries, where reducing the distorted current components is the key factor for increasing
the power factor.
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17.8 Active Power Filters
APFs, as in passive filters, can be divided into AC and DC power filters [15]. DC APFs have been designed
to compensate for current and/or voltage harmonics on the DC side of thyristor converters for high-power
applications such as high-voltage DC (HVDC) systems and high power drives [16–20]. The DC APF
can be considered as a special case of the AC APF. AC APFs are generally known as APFs, and are also
called active power line conditioners, active filters and active power quality conditioners [21]. APFs
can be employed in power system for providing compensation for harmonics, reactive power, and/or
neutral current. APFs can also be used to eliminate voltage harmonics, to regulate terminal voltage, to
suppress voltage flicker, and to improve voltage balance in three-phase systems [21]. APFs, compared
to that of passive filters, have better harmonic compensation characteristics with impedance variation
of the AC power line and the frequency variation of harmonic currents. A voltage source pulse-width
modulation (PWM) inverter is commonly used as APF and var compensator. A voltage source APF has
a capacitor on the DC side with a regulated DC voltage, whereas a current source APF has an inductor
with a regulated DC current. Although the voltage source type is better in terms of losses and filter
capacity to eliminate PWM carrier harmonics, the current source type is better in terms of the dynamics
of compensating current as well as reliability and protection [8]. However, generally the APF experiences
few disadvantages [11]:

• The initial and running costs, losses and complexity of APFs are higher than for passive filters.
• The trade-off in the design of APFs with high-power rating and fast dynamic current response.

Depending on the topology, the APF can be classified as series, shunt, or combined shunt series
(UPQC), as shown in Figure 17.7. Combinations of APF and passive filters are known as hybrid fil-
ters [21].
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Figure 17.7 (a) Shunt APF, (b) series APF and (c) UPQC
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Figure 17.8 Current source inverter

The maximum harmonic order to be suppressed by the APF has no theoretical limit and is governed
by the switching frequency employed for the APF. Theoretically, injecting PWM current enables the
harmonic components of orders not greater than the pulse number per half-cycle to be mitigated [22]. If
the harmonic components change in magnitude and frequency, the APF continues functioning without
introducing any change in the system hardware, which is considered an advantage compared with that
of the passive filter.

17.8.1 Current Source Inverter APF

The CSI behaves as a nonsinusoidal current source, providing the harmonic current requirements of
the nonlinear load. A diode is used in series with the self-commutating device (insulated-gate bipolar
transistor (IGBT)) for reverse voltage blocking (as shown in Figure 17.8), which can be replaced with
IGBT of bidirectional voltage blocking capability or integrated gate-commutated thyristor (IGCT) [21].
Also, GTO-based configurations can be used but have a restricted switching frequency. The CSIs are
considered sufficiently reliable, but have higher losses and require high inductance. Moreover, they are
difficult to use in multilevel applications compared with that of VSI.

17.8.2 Voltage Source Inverter APF

The VSI APF is based on a VSI (shown in Figure 17.9) and has a self-supporting DC voltage bus with a
large DC capacitor [21]. It has become more dominant since it is lighter, cheaper and easily expandable
to multilevel applications as the cascaded type, diode clamped and flying capacitor multilevel inverter.

17.8.3 Shunt Active Power Filter

Shunt APFs have the advantage of carrying only the compensation current in addition to a small active
fundamental current component to compensate for system losses and sustain a constant voltage across
the DC capacitor [23]. Nevertheless, the shunt APF can be employed for reactive power compensation
as well. It is common to attempt to use shunt APFs for harmonic compensation of harmonic voltage
sources. Nevertheless, the impedance of the diode rectifier to harmonics is not much higher than that of
the source side. Therefore, the compensating current injected by the shunt active filter flows into both
the source and diode rectifier. Therefore, shunt active filters cannot cancel the harmonics completely but
may cause problems such as enlarging the DC ripple and AC peak current of the diode rectifier. To avoid



Active Power Filter 545

Sa Sb

S'a S'b

Sc

S'c

VDC
C

Figure 17.9 Voltage source inverter

these problems, Peng. showed that added series inductance is required [5] if a shunt APF is used. In
Ref. [5], the use of a series active filter is proposed to overcome these problems.

17.8.4 Series Active Power Filter

The series APF does not compensate for load current harmonics but acts as a high impedance to current
harmonics from the source side. Series APFs are less common industrially than their counterpart shunt
APFs. This is because they have to handle the full load current, which increases their current rating con-
siderably compared with that of the parallel filters. This effect may be worse on the secondary side of the
coupling transformer, increasing the I2 –R losses and the physical size of the filter. The main advantage of
series filters over the parallel version is that they can eliminate voltage-waveform harmonics and balance
the three-phase voltages at the PCC of interest [23]. The approaches available for detecting harmonic
voltage are similar to that for detecting harmonic current in the shunt APF. Table 17.5 summarizes the
salient features of both shunt and series APFs.

17.8.5 Hybrid Filters

The series APF, which constitutes high impedance for high-frequency harmonics [23], can be accom-
panied by a parallel passive filter to provide a path for the harmonic currents of the load as shown in
Figure 17.10(c). Alternatively, a shunt APF is designed to eliminate only part of the low-order current
harmonics while the passive filter is designed to eliminate the bulk of the load–current harmonics [23],
as shown in Figure 17.10(a). The main drawback is that it contains many power components, especially
the passive filter. Since filters are permanently connected to the system, this approach is only suitable for
a single load with a predefined harmonic source.

A shunt APF in series with passive filters is shown in Figure 17.10(b) and suits medium- and
high-voltage applications where the passive filter reduces the voltage stress on the APF switches [23].
To reduce the complexity of the active and passive filter, the active filter is connected in series while the
passive filter is connected in parallel [23], as shown in Figure 17.10(c). This configuration overcomes
the problems of source impedance interaction with the passive filter.

The UPQC for the distribution system shown in Figure 17.10(d) is different in operation, purpose
and control strategy from the unified power flow controller for transmission systems [15]. The functions
being performed by the series active filter are harmonic isolation between the subtransmission system
and the distribution system, voltage regulation and voltage flicker/imbalance compensation at the PCC.
The functions performed by the shunt active filter are harmonic current and/or negative sequence current
compensation and DC-link voltage regulation between both active filters.
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Table 17.5 Comparison of shunt and series APFs

Shunt APF Series APF

Connection It is connected in distribution networks in
shunt

It is connected in distribution networks in
series

APF acts as The shunt APF acts as a current source The series APF acts as a voltage source
Rating It is rated at the full load voltage but the

current rating is partially the harmonics
and reactive current components

It is rated at the full load current but the
voltage rating is partially the compensated
voltage components

Function Current harmonics filtering
Reactive current compensation
Current unbalance mitigation

Voltage harmonics mitigation
Voltage sag or swell mitigation
Voltage unbalance mitigation
Current harmonics filtering
Reactive current compensation
Current unbalance mitigation

Compensation
characteristics

The compensation characteristics of the
shunt APF are independent of the source
impedance for current source loads

The compensation characteristics of the
series APF are independent of the source
impedance and the load impedance for
voltage source loads

Application
considerations

Injected current flows into the load side and
may cause overcurrent when applied to a
voltage source load

A low-impedance parallel branch (parallel
passive filter or power factor improvement
capacitor bank) is needed when applied to
an inductive or current source load

Considered loads Inductive or current source loads or
harmonic current sources

Capacitive or voltage source loads or
harmonic voltage sources

(b)

(c) (d)
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Figure 17.10 Filter combinations: (a) parallel active and passive filters, (b) active filter in series with the parallel
passive filter, (c) series active and parallel passive filter and (d) unified power quality conditioner
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17.8.6 High-Power Applications

The implementation of high-power APF filters with the conventional two-level VSI may not be
cost-effective, because of the lack of high-switching frequency high-power single devices that can
control the current flow at high-power ratings [23, 25]. Harmonic pollution in the high-power ranges is
not the major problem, as in low-power ranges. High-power applications include power subtransmission
grids and high-power AC and DC drives, as well as DC transmission systems. The effect of harmonics
generated in the low-power range is minimized, either naturally or by the installation of several medium-
and low-power APFs downstream, which contribute to the compensation. Static var compensation is the
major concern and is usually catered for by using traditional static power conditioners/filters, such as
several sets of synchronous condensers connected in parallel or in multilevel inverter var compensators.
One of the applications of APFs in high-power systems is the Japanese bullet train (Shinkansen), which
uses a parallel combination of several APFs.

17.9 APF Switching Frequency Choice Methodology
An important parameter in APF design is the order “mh” of the highest harmonic to be reduced [26]. The
required filtering capability of the APF can be defined as follows:

faf = mh ⋅ fs (17.7)

where fs is the fundamental frequency of the power network. The frequency faf is chosen based on the
maximum switching frequency of the APF ( fmaxAPF). If the required faf is higher than the APF maxi-
mum switching frequency capability fmaxAPF, it is impossible to control the APF line currents, hence the
harmonics are not fully compensated. The APF maximum switching frequency fmaxAPF determines the
filtering capability of the active filter through the following relationship, 2faf < fmaxAPF < 10 faf , as shown
in Figure 17.11. The lowest factor results when semiconductors are the limiting aspect, whereas the
highest factor is applicable to low-power APFs using semiconductor devices with the high-switching fre-
quency capability such as metal-oxide semiconductor field-effect transistors (MOSFETs) and IGBTs. A
high-pass passive filter can be used to reduce the harmonics beyond the APF capabilities. Another design
step is based on the control system as it is implemented in a digital structure. The control algorithms are
usually implemented in DSP, where most of the available DSPs have a high-processing capability that
mostly will not limit the capability of the APF. For VSIs, the switching frequency fmaxAPF is dependent
on the inverter power requirement. Generally, this power clearly limits the maximum value of fVSI. To
circumvent this limit for high-power VSIs, the two-level VSI topology can be changed to a multilevel
VSI (number of levels greater than 2).

fs faf = mh fs
2faf < fmax APF < 10 faf 

Figure 17.11 APF switching frequency choice methodology
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Figure 17.12 Classification of harmonic current extraction techniques

17.10 Harmonic Current Extraction Techniques (HCET)
In this section, even though the attention is given to the shunt APF and its harmonic current extraction
techniques, nevertheless and analogously this can be reflected on the series APF and its voltage harmonic
extract techniques. Various power theories and techniques have been developed for harmonic current
extraction technique (HCET) where the authors tried to shed light on the most important and common
techniques. HCET can be classified into time-based and frequency-based techniques, as shown in
Figure 17.12.

17.10.1 P–Q Theory

The P–Q theory (the instantaneous power theory or the instantaneous reactive power theory) based on
the instantaneous value concept was proposed in 1983 [24, 27]. In the instantaneous power theory and
using Clarke transformation, the three-phase voltages and currents can be expressed as follows:
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If the three-phase system has three wires, the zero-sequence current components will not exist, and
therefore the contribution will be due to the 𝛼–𝛽 components only.

The instantaneous active power for a three-phase circuit can be defined in 𝛼–𝛽 coordinates as

p = 𝜈
𝛼
i
𝛼
+ 𝜈

𝛽
i
𝛽
= p̃ + p (17.9)
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where p is the average instantaneous active power. It is related to the active power transferred from the
source to the load through the three phases (this is the main required component in the power system). p̃
is alternating instantaneous active power (the active power exchanged between the source and the load).

The instantaneous reactive power is defined as

q = 𝜈
𝛽
i
𝛼
− 𝜈

𝛼
i
𝛽
= q̃ + q (17.10)

where q is the average instantaneous reactive power. q̃ is the alternating instantaneous reactive power.
The instantaneous zero-sequence power is defined as

p0 = 𝜈0i0 = p̃0 + p0 (17.11)

where p0 is the mean value of the instantaneous zero-sequence active power. This is related to the active
power transferred from the source to the load through the zero-sequence voltage and current components.
p̃0 is the alternating instantaneous zero-sequence active power, which is the power exchanged between
the source and the load (as seen in Figure 17.13).

The oscillating active and reactive power are undesirable as they are a result of the harmonics. In some
cases, the average reactive power is not desirable (in reactive power compensation for unity power factor
operation). The oscillating active and reactive power can be extracted through filtering the total active
and reactive power.

For a three-phase nonlinear load, if the reactive and harmonic producing currents are to be compen-
sated, the compensating current can be expressed as(

ic𝛼

ic𝛽

)
=
(
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)
(17.12)

where p̃ is the AC component of the instantaneous active power. Then using the Clarke inverse transfor-
mation, the three-phase currents contributed by the active filter can be calculated. If the voltage at the PCC
is not balanced and/or nonsinusoidal, the compensated currents are no longer sinusoidal. The harmonic
components in the voltages at the PCC can be eliminated by filtering. This approach is preferred when
the superimposed harmonic voltage components are of high frequencies. The phase-locked loop can be
employed for extracting the positive sequence component of the voltage at the point of the common
coupling. In a three-phase four-wire system, the compensating current can be expressed as follows:
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where 𝜈2
𝛼𝛽
= 𝜈2

𝛼
+ 𝜈2

𝛽

If the voltage of the PCC is unbalanced and sinusoidal, the source current after compensation is also
not balanced and sinusoidal [28]. If the voltage applied is balanced and nonsinusoidal, the source current
is distorted. Therefore, in the case of unbalanced and/or nonsinusoidal voltage, the compensating current
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Figure 17.13 The power transferred to the load/oscillating between source and load
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should be proportional to the fundamental positive sequence voltage component at the PCC. Therefore,
the source current can be expressed as follows:

−→
i s =

P

V+2
f

−→v +
f (17.14)

where V+
f is the rms of the fundamental positive sequence of the voltage vector and can be defined as

follows:

V+2
f = 1

T ∫T

(
𝜈
+2
1f + 𝜈

+2
2f + 𝜈

+2
3f

)
dt (17.15)

where 𝜈+2
1f , 𝜈+2

2f and 𝜈+2
3f are the components of the fundamental positive sequence of voltage vector.

17.10.2 Cross-Vector Theory

The cross-vector theory or modified P–Q theory [29, 30] defines an instantaneous real power p and three
instantaneous imaginary powers. The instantaneous reactive power theory can be defined in the a–b–c
reference frame as

q = 𝜈 × i =
⎛⎜⎜⎝
qa

qb

qc

⎞⎟⎟⎠ and p = 𝜈 ⋅ i (17.16)

It can be defined in the 𝛼–𝛽 –0 reference frame as
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where the instantaneous imaginary powers (q0, q
𝛼

and q
𝛽
) are not independent. They are related as fol-

lows:
q
𝛼
𝜈
𝛼
+ q

𝛽
𝜈
𝛽
+ q0𝜈0 = 0 (17.18)

The currents can be expressed as follows:
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Similarities and differences between the three-phase four-wire part in P–Q theory and the
cross-vector theory can be summarized as follows. The P–Q theory considers the zero-sequence
circuit as a single-phase circuit independent of the 𝛼-phase and 𝛽-phase circuits and deals with the
zero-sequence current as an instantaneous active current only [31]. This means that no instantaneous
reactive current exists in the zero-sequence circuit, while in the cross-vector theory, in the zero-sequence,
𝛼-phase and 𝛽-phase circuits are considered. This implies that the zero-sequence current can be divided
into zero-sequence instantaneous active and reactive current components. The compensating current in
the cross-vector theory can be expressed as follows:

⎛⎜⎜⎝
ic0

ic𝛼

ic𝛽

⎞⎟⎟⎠ =
1
𝜈

2
0𝛼𝛽

⎛⎜⎜⎝
𝜈0 0 𝜈

𝛽

𝜈
𝛼
−𝜈

𝛽
0

𝜈
𝛽
𝜈
𝛼
−𝜈0

−𝜈
𝛼

𝜈0

0

⎞⎟⎟⎠
⎛⎜⎜⎜⎝

p̃
q0

q
𝛼

q
𝛽

⎞⎟⎟⎟⎠
(17.21)



Active Power Filter 551

The cross-vector theory does not separate the instantaneous active power into its 𝛼𝛽 and zero-sequence
components.

Therefore, the elimination of the neutral current is not possible in this theory [31].

17.10.3 The Instantaneous Power Theory Using the Rotating P–Q–R
Reference Frame

Three power components are defined as linearly independent in the P–Q–R reference frames [32]. Thus,
the three current components can be controlled independently by compensating for the three instanta-
neous power components in the P–Q–R reference frames. As shown in Figure 17.14(a), a new 𝛼

′–𝛽′ –0
reference frame is established by rotating the 0-axis of the 𝛼–𝛽 –0 reference frame by 𝜃1, aligning the
𝛼-axis with the projected voltage space vector on the 𝛼–𝛽 plane. The current space vector in the 𝛼′–𝛽′ –0
reference frame can be described as
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where 𝜃1 = tan−1
(

e
𝛽

e
𝛼

)
Next, as shown in Figure 17.14(b), the P–Q–R reference frame can be formed by rotating the 𝛽 ′-axis

of the 𝛼′–𝛽 ′–0 reference frame by 𝜃2, aligning the 𝛼′-axis with the voltage space vector. The current
space vector on the P–Q–R reference frame is described as
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where 𝜃2 = tan−1
(

e0

e
𝛼𝛽

)
and e
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The instantaneous active/reactive powers can be defined, respectively, by the scalar/vector products of
the voltage and the current space vectors.

p = −→e pqr ⋅
−→
i pqr = epip (17.24)

q = −→e pqrr ×
−→
i pqr = [0,−epir, epiq]

t (17.25)

Therefore, the instantaneous active and reactive powers can be expressed as follows:
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So the current space vector can be expressed as follows:
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As can be noted, the instantaneous active and reactive powers are defined in three main current com-
ponents that are linearly independent. Compensating for the instantaneous reactive power (qr and qq),
the two current components can be controlled independently. To eliminate the neutral current, the cur-
rent space vector is located on the 𝛼–𝛽 plane. Therefore, controlling i′r as in the following equation by
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compensating for the q-axis instantaneous reactive power properly, the neutral current of the system can
be eliminated.

i′r = −ip tan 𝜃2 = −ip

e0

e
𝛼𝛽

(17.28)

If iq is controlled to zero by compensating the r-axis instantaneous reactive power qr, the current space

vector is
−→
i rp which is located on the projection line of the voltage space vector to the 𝛼–𝛽 plane. In this

case, the current space vector is minimized as the neutral current is removed.
Note that P–Q theory does not observe power conservation since the instantaneous zero-sequence

reactive power is not defined by the theory. Cross-vector theory defines one instantaneous real power
and three instantaneous imaginary powers that observe power conservation, where the three instanta-
neous imaginary powers are linearly dependent, which means they cannot be separately compensated.
The P–Q–R theory [33, 34] takes advantage of both P–Q theory and cross-vector theory. The defined
instantaneous power observes power conservation. Both instantaneous real and imaginary powers can be
defined in the zero-sequence circuit in three-phase four-wire systems. The three power components are
linearly independent.
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17.10.4 Synchronous Reference Frame

A synchronous reference frame [2, 7] is based on defining the instantaneous power in the synchronous
reference frame. The load currents are transformed from the a–b–c stationary reference frame to the
d–q synchronous rotating reference frame as

⎛⎜⎜⎝
id

iq

⎞⎟⎟⎠ =
2
3

⎛⎜⎜⎝
sin 𝜃 sin

(
𝜃 − 2𝜋

3

)
sin

(
𝜃 + 2𝜋

3

)
cos 𝜃 cos

(
𝜃 − 2𝜋

3

)
sin

(
𝜃 + 2𝜋

3

)⎞⎟⎟⎠
⎛⎜⎜⎝
ia

ib

ic

⎞⎟⎟⎠ (17.29)

where 𝜃 is the angle of rotation of the d–q coordinates and is equal to 𝜔t, where 𝜔 is the power supply
angular frequency. The d and q current components represent the active and reactive power components
of the current, respectively. The currents can be decomposed into:

id = id + ĩd (17.30)

iq = iq + ĩq (17.31)

where id and iq are the fundamental active and reactive current components, respectively, while ĩd and
ĩq are the harmonics active and reactive current components, respectively. A low-pass filter is used to
extract the DC components. The moving-average process is another filtering method [35].

17.10.5 Adaptive Interference Canceling Technique

The adaptive interference canceling technique [27] maintains the system in the best operating state by
continuously self-tuning and self-adjusting. The noise-canceling technique is illustrated in Figure 17.15.
A signal is transmitted over a channel to a sensor that receives the signal s plus an uncorrelated noise
nq. The combined signal and noise, s+ nq, forms the “primary input” to the canceler [27]. A second
sensor receives a noise n1 that is uncorrelated with the signal but is correlated in some unknown way
with the noise nq. This sensor provides the “reference input” to the canceler [27]. The noise n1 is filtered
to produce an output y, which is an approximate replica of nq. This output is subtracted from the primary
input s+ nq to form the system output, s+ nq – y [27] (Figure 17.15).

The fundamental components in the load current and the AC source voltage are mutually correlated.
In the detecting system in Figure 17.15, the AC source voltage is used as the reference input and the load
current is used as the primary input, that is, the fundamental component acts as the noise while harmonics
act as the signal.

Signal source

Adaptive filter 

System
output

ɛ

+ _

Adaptive noise canceler

Reference 
input n1

Primary input
S+nq

S

y

Noise source

Figure 17.15 Adaptive noise canceling concept [27]
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Figure 17.16 Capacitor voltage control technique

17.10.6 Capacitor Voltage Control

This technique depends on regulating the DC-bus voltage of the power inverter [34]. Harmonic extraction
is performed using the capacitor voltage control as in Refs. [28, 36–39]. This technique is based on power
balance, where the supply real power should be equal to the load real power plus the inverter losses. To
maintain power balance, the capacitor should instantaneously compensate for the difference between
the supply and the load power (Figure 17.16(a)). Controlling the capacitor voltage using a PI controller
results in an output that is proportional to instantaneous power balance changes. Multiplying this output
by the per-unit voltages of the PCC results in the reference supply current. With this concept, the control
circuit can be significantly simplified. For obtaining a balanced current under nonideal mains voltages,
only the fundamental positive sequence of the grid voltage (𝜈sm) is used as the phase reference to calculate
the desired mains current.

ea, eb and ec are the sensed three-phase voltages. Therefore, ua, ub and uc can be defined as follows:

ua =
ea

𝜈sm

, ub =
eb

𝜈sm

and uc =
ec

𝜈sm

(17.32)

The reference supply current can expressed as

i∗sa = Ismua, i∗sb = Ismub and i∗sc = Ismuc (17.33)

17.10.7 Time-Domain Correlation Function Technique

Enslin [11] proposed division of the apparent power into two orthogonal components, namely real power
and fictitious power. Fictitious power is also subdivided into two orthogonal components: reactive and
deactive power using correlation techniques. Enslin uses autocorrelation to calculate the rms values of
the measured currents and voltages over the period T. Cross-correlation between the current and voltage
over the period dT is used to calculate the active power. The autocorrelation is defined as

Rvv(𝜏) =
1

dT ∫
dT

0
v(t) ⋅ v(t − 𝜏)dt (17.34)

From Equation (17.34), the voltage rms is defined as

V = (Rvv(0))
1
2 (17.35)

The cross-correlation is

Rvi(𝜏) =
1
T ∫

dT

0
v(t) ⋅ i(t − 𝜏) ⋅ dt (17.36)

From Equation (17.36), the active power can be defined as

P = Rvi(0) (17.37)
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So the active current component is

ia(t) =
P
V2

⋅ v(t) (17.38)

17.10.8 Identification by Fourier Series

A periodic current i(t) with a zero DC value can be represented [40] by

i(t) =
∞∑

n=1

[an cos(n𝜔f t) + bn sin(n𝜔ft)]

where 𝜔f is the fundamental angular frequency. With a numerical implementation of a moving Fourier
series, the coefficients become

an(k) =
2
N

k∑
j=k−(N−1)

i( jTs) cos(n𝜔f jTs) (17.40)

bn(k) =
2
N

k∑
j=k−(N−1)

i( jTs) sin(n𝜔fjTs) (17.41)

where Ts is the sampling period and N is an integer. Or recursively,

an(k) = an(k − 1) + 2
N
[i(kTs) + i((k − N)Ts)] cos(n𝜔fkTs) (17.42)

bn(k) = bn(k − 1) + 2
N
[i(kTs) + i((k − N)Ts)] sin(n𝜔fkTs) (17.43)

with N = Tf∕(2Ts). The identification response time corresponds to half the fundamental period. In this
way, the individual current harmonics can be identified.

17.10.9 Other Methods

A method to generate the current reference for shunt APFs is presented in Ref. [41], which uses a neural
network to extract the fundamental sinusoid from a distorted load current waveform. In Ref. [42], an
artificial neural network (ANN) with a large number of inputs and neurons is used, where the harmonic
estimation uses training to determine the weights for different neurons. In Ref. [43], an adaptive neural
network is used to determine adaptively the fundamental and harmonic components, instead of training
the neurons. The application of DFTs and FFTs for harmonic current extraction can be found in Ref.
[44]. However, the recursive discrete Fourier transform (RDFT), presented in Ref. [44], can renew the
spectrum values immediately after input of a new data set. Thus, the RDFT is more suitable for real-time
implementation than DFT and FFT. The Kalman filter uses a mathematical model of the states to be
estimated and a Kalman filter recursive estimation algorithm is presented in Ref. [45]. Wavelet bases
are based on the definition of the active and reactive powers in the time–frequency domain using the
complex wavelet transform [46]. The sub-band of interest is the one that covers the fundamental.

17.11 Shunt Active Power Filter
The shunt APF [47–61] is the most widely used type of filter. It acts as a harmonic current source that
injects same magnitude antiphase current to eliminate the load harmonic and reactive components of the
current. Figure 17.17 shows the shunt APF single-line diagram.
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Figure 17.17 Shunt APF single-line diagram [62]

There are two important controlling parts in the shunt APF design [62–67]. The first is the harmonic
extraction technique that has been discussed earlier in this chapter, and the second is the current con-
trol technique. The current control technique can be a predictive current control technique [43, 63],
ramp comparison current control technique [43], or hysteresis current control technique [43]. The ref-
erence currents can be the harmonic current to be extracted (active filter current) or the supply current
(grid current), to be as near as possible to a sinusoidal waveform and if needed with unity power factor.
Figure 17.18 shows a block diagram for the shunt APF using instantaneous reactive power theory as
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Figure 17.18 Block diagram of shunt APF using instantaneous reactive power theory
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Figure 17.19 Block diagram of shunt APF using capacitor voltage control

the HCET. Figure 17.19 shows a block diagram for the shunt APF using the capacitor voltage control
as the HCET. Figure 17.20 shows a block diagram for the shunt APF using the synchronous reference
frame as the HCET.

17.11.1 Shunt APF Modeling

As shown in Figure 17.18, the inverter output line voltages are expressed as follows:

vab(t) = vDC(t) ⋅ [sa − sb]

vbc(t) = vDC(t) ⋅ [sb − sc]

vca(t) = vDC(t) ⋅ [sc − sa] (17.44)

where sa, sb and sc are the switching states of the upper inverter switches, which are “1” for the on-state
and “0” for the off-state. vDC(t) is the instantaneous capacitor voltage. For balanced supply voltages
and equal interfacing inductances, the APF voltages with respect to the neutral point of the supply are
defined as

van(t) =
1
3
[vab(t) − vca(t)]

vbn(t) =
1
3
[vbc(t) − vab(t)]

vcn(t) =
1
3
[vca(t) − vbc(t)] (17.45)
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Figure 17.20 Block diagram of shunt APF using synchronous reference frame

From Equations (17.44) and (17.45), the phase-to-neutral voltages are as follows:

van(t) =
1
3

vDC(t) ⋅ [2 ⋅ sa − sb − sc]

vbn(t) =
1
3

vDC(t) ⋅ [2 ⋅ sb − sa − sc]

vcn(t) =
1
3

vDC(t) ⋅ [2 ⋅ sc − sa − sb] (17.46)

The three active filter currents ia, ib and ic can be expressed as

L
dia(t)

dt
= van(t) − ea(t)

L
dib(t)

dt
= vbn(t) − eb(t)

L
dic(t)

dt
= vcn(t) − ec(t) (17.47)

Substituting Equation (17.45) into Equation (17.45) yields

L
dia(t)

dt
= 1

3
vDC(t) ⋅ [2 ⋅ sa − sb − sc] − ea(t)

L
dib(t)

dt
= 1

3
vDC(t) ⋅ [2 ⋅ sb − sa − sc] − eb(t)

L
dic(t)

dt
= 1

3
vDC(t) ⋅ [2 ⋅ sc − sa − sb] − ec(t) (17.48)
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Equation (17.48) shows three independent currents. In simulation, the three currents must be checked to
sum to zero. Equation (17.48) cannot be used for either unbalanced supply voltages or unequal interfacing
inductances. The capacitor current can be expressed in terms of the filter currents ia, ib and ic as follows:

iDC(t) = [2sa − 1] ⋅ ia(t) + [2sb − 1] ⋅ ib(t) + [2sc − 1] ⋅ ic(t) (17.49)

The DC voltage is

iDC(t) = −C ⋅
dvDC(t)

dt
(17.50)

Substituting Equation (17.48) into Equation (17.49) yields

−C ⋅
dvDC(t)

dt
= [2sa − 1] ⋅ ia(t) + [2sb − 1] ⋅ ib(t) + [2sc − 1] ⋅ ic(t) (17.51)

Equations (17.48) and (17.50) represent the state-space model in the form
⋅

X = A ⋅ C + B ⋅ U (17.52)

where A, B and U are defined as follows:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
2 ⋅ sa − sb − sc

3 ⋅ L

0 0 0
2 ⋅ sb − sa − sc

3 ⋅ L

0 0 0
2 ⋅ sc − sb − sa

3 ⋅ L
1 − 2 ⋅ sa

C

1 − 2 ⋅ sb

C

1 − 2 ⋅ sc

C
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

C =
⎡⎢⎢⎢⎣

ia (t)
ib(t)
ic(t)

vdc(t)

⎤⎥⎥⎥⎦
, B =

⎡⎢⎢⎢⎢⎢⎢⎣

−1
L

0 0

0
−1
L

0

0 0
−1
L

0 0 0

⎤⎥⎥⎥⎥⎥⎥⎦
and U =

⎡⎢⎢⎣
ea (t)
eb(t)
ec(t)

⎤⎥⎥⎦
Better shunt APF performance can be obtained by increasing the switching frequency, sampling fre-

quency and capacitance, but there are limitations.

(i) Increasing the switching frequency increases the semiconductor switching losses.
(ii) The sampling frequency depends on the execution time of the control algorithm.

(iii) Increasing capacitance increases the size and cost of the capacitors.

Therefore, the lowest capacitance and switching frequency of acceptable filtering operation, to meet
the IEEE-519 standards, is the main goal. In symmetrical PWM, the sampling frequency is the same as
the switching frequency, while it is twice the switching frequency in asymmetrical PWM.

The rapid development in power electronics is expected to provide a solution to the limitations/
problems faced with APF design and proliferation, especially in the medium voltage range. In APF
design, several factors should be considered, for example, buffering element, semiconductor devices,
bandwidth, interfacing inductance, control technique employed and harmonic current extraction tech-
nique. In VSI, the buffering element is a capacitor while it is an inductor in CSI. In APF, the grid voltage
level, connected nonlinear load and switching frequency of APF determine the size and cost of the
required capacitor or inductor for either VSI or CSI. Also, the limitation of ripples should be considered
to avoid thermal overloading of the capacitors or inductors. The semiconductor device type and its
rating justify its employment in APF. In VSI-based APF, a semiconductor device with its freewheeling
diode is needed, while in CSI-based APF, a semiconductor device with a blocking voltage capability
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Table 17.6 The system parameters (simulation and
practical implementation)

Parameter Value

V∗DC 400 V
Supply voltage 110 V
C 2200 μF
L 10 Mh
Sampling frequency 24.42 kHz
Switching frequency 12.21 kHz
Diode bridge load 70Ω
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Figure 17.21 Simulation results: (a) load current, (b) supply current and (c) active filter current

is needed. As the rating of the semiconductor device increases, its switching frequency capability
decreases. Extending the range of the semiconductor devices can be achieved through a series or
parallel connection of semiconductor devices. Also, multilevel configuration is a route for extending the
range. Hybrid configuration can be achieved by using passive filters combined with APF, as presented
earlier in this chapter. The state-space model of the active filter is simulated using Matlab/Simulink.
The parameters used in the simulation (and also the practical) are shown in Table 17.6. The nonlinear
load is a three-phase uncontrolled bridge rectifier feeding a 70Ω resistive load. Figure 17.21a–c shows
the load current, supply current, active filter current and inverter output line voltage and its spectrum,
respectively.

Figure 17.22 presents the load current, supply current, active filter current and DC voltage for a sudden
reduction of the loading by 50% at 0.6 s. Figure 17.23 shows the load and supply currents after compen-
sating the harmonic current by the shunt APF. Figure 17.24a–c shows the practical results for the load
current, supply current, active filter current and inverter output line voltage with their spectra.

17.11.2 Shunt APF for Three-Phase Four-Wire System

The main source of harmonic currents produced by single-phase nonlinear loads is the switch-mode
power supplies in computers. These switch-mode power supplies are connected between phases to neutral
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Figure 17.22 Simulation results for decreasing the loading by 50%: (a) load current, (b) supply current, (c) active
filter current and (d) DC voltage

Load current (5A/div)

Supply current (5A/div)

Figure 17.23 Practical results for the load and supply currents (5 A/div)

in a three-phase four-wire system introducing zero-sequence harmonics (triple harmonics), which results
in neutral current increase. In order to mitigate this sort of harmonics, another configuration for the
APF dedicated for four-wire applications can be employed. In three-phase four-wire shunt APF applica-
tions, two main topologies for VSI-based APF are commonly used, namely the four-leg three-phase APF
and the three-leg split capacitor APF. These two configurations were presented in the early 1990s. The
four-wire shunt APF offers better output voltage control, but at the expense of having greater complexity
(e.g., 3D SVM instead of conventional SVM) for proper current controllability.

The three-leg split capacitor APF has only three legs, which reduces the complexity in current control;
however, the zero-sequence current path is the DC capacitors, which adds a degree of unbalance to the
capacitor voltage. Figure 17.25 shows a block diagram for the four-wire shunt APF, while Figure 17.26
shows the block diagram for the split capacitor shunt APF.
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Figure 17.24 Practical results: (a) the load current and its spectrum (5 A/div), (b) the supply current and its spectrum
(5 A/div) and (c) the active filter current and its spectrum (2.5 A/div) [62]
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Figure 17.25 Four-wire three-phase shunt APF block diagram
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Figure 17.26 Split capacitor three-phase shunt APF block diagram
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In balanced and sinusoidal voltage conditions, harmonic and reactive power mitigation can be
obtained using all the harmonic extraction techniques mentioned earlier [52]. Nevertheless, in dis-
torted/unbalanced grid voltage, the harmonic extraction techniques differ in their ability to extract the
compensating currents.

The main objective of the harmonic extraction technique is to get the supply to deliver only the average
active power required by the load. Moreover, the source should not deliver the zero-sequence active
power, that is, the voltage at the PCC will not contribute to the source power. Therefore, in cross-vector
theory, the required supply currents (after being compensated) can be expressed as follows

⎛⎜⎜⎝
i0

i
𝛼

i
𝛽

⎞⎟⎟⎠ =
1
𝜈

2
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0 0 𝜈
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𝛽
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𝛼
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𝜈0

0
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0
0
0
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(17.53)

where
𝜈

2
0𝛼𝛽 = 𝜈

2
𝛼
+ 𝜈2

𝛽
(17.54)

while in capacitor voltage control, the targeted source current can be expressed as follows [52]

⎛⎜⎜⎝
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i
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where (𝜈2
0𝛼𝛽)DC is the DC component of 𝜈2

0𝛼𝛽
while in a synchronous reference frame, the targeted source current can be expressed as follows [52]
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An alternative is to consider the fundamental positive sequence of the voltage at the PCC. The supply
current (after being compensated) should be in phase with this voltage. Therefore, the supply reference
current can be expressed as follows [52]:
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1𝛽
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17.12 Series Active Power Filter
A series APF [68–80] is connected in series in the distribution system to compensate for current and
voltage harmonics, and voltage unbalance through acting as a series-connected voltage source or a
series-connected impedance. The series-connected impedance will act as a harmonic isolator, preventing
the harmonic from flowing by introducing an infinite impedance at the tuned frequency of the harmonic
component to be compensated and presenting a zero impedance at the fundamental frequency, permit-
ting the fundamental current flow. The series-connected voltage source operation will compensate the
disturbance (harmonics unbalance, etc.) in the grid voltage by injecting the required voltage vector(s).
The principle of operation is the dual of that of the shunt APF. It can compensate voltage unbalance,
voltage distortion, current distortion and voltage sag. Based on the nature of the disturbance and the
required action, the series APF injects a voltage vector to be added to the grid voltage to achieve the
assigned task. Practically, the series APF is connected in the distribution system with parallel passive
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filters in order to enhance the passive filter performance and mitigate the problems they introduce into
the distribution system. In this case, the series APF compensates for current system distortion caused by
nonlinear loads by inserting a high impedance path for the harmonic current, which forces the harmonic
current to pass through the passive filter connected in parallel with the load. The high impedance intro-
duced by the series APF is generated through a voltage of the same frequency as the current harmonic
component is to be compensated. Voltage imbalance is compensated by compensating the negative- and
zero-sequence components of the system fundamental frequency. Figure 17.27 presents a block diagram
for the series APF. The series APF is effective in compensating voltage harmonic sources. The main dis-
advantage of the series APF is that the inverter has to be rated at the full load current. The series APF is
mainly a voltage-controlled VSI. Nevertheless, another type of inverter such as a CSI can be employed.
Instantaneous power theory is employed as the harmonic voltage extraction technique. There are several
configurations for the so-called hybrid filters (series APF and passive filters). The rating of the series
active filter depends mainly on the voltage vector to be injected, as the current that the series APF carries
is the line current. Figure 17.28 shows a series APF with parallel passive filter. The passive filter consists
of three main stages: third-order harmonic, fifth-order harmonic and high-pass filter.

17.13 Unified Power Quality Conditioner
The main objective of the UPQC [81–85] shown in Figure 17.29 is to compensate for voltage har-
monic/unbalance/flicker, reactive power, negative sequence current and harmonic currents, therefore
enhancing the power quality at the PCC in the distribution system. A UPQC is a device that is simi-
lar in its configuration to the unified power flow conditioner (UPFC). The UPQC is typically a combined
shunt APF and series APF connected back-to-back from the DC side. The capabilities of the two APFs
(shunt and series) are inherited into the UPQC, performing both the shunt and series compensation. The
main drawback of the UPQC is its complexity and high cost.
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The UPQC can be classified based on configuration (single-phase, three-phase three-wire, three-phase
four-wire, etc.). It can also be classified based on converter type (voltage source-based, current
source-based, etc.)

As explained earlier in this chapter, the shunt APF is employed for mitigating the current-related power
quality problems, whereas the series APF is employed for mitigating voltage-related power quality prob-
lems.

If a distribution system is experiencing a lower quality supply voltage and current, installing a UPQC is
a more cost-effective device than using two separate devices (shunt APF and series APF) to compensate
for low-power quality. The main function of the UPQC is to compensate for supply voltage quality
issues such as sags, swells, unbalance, flicker, harmonics and for load current quality problems such as
harmonics, unbalance, reactive current and neutral current.

Figure 17.29 shows a single-line diagram of the UPQC system configuration. The UPQC consists of
the following system components:

• Two back-to-back inverters where one is connected across the load and acts as a shunt APF and the
second is connected in series and acts as a series APF.

• A shunt interfacing inductor which is used to interface the shunt APF to the grid. It acts as a first-order
filter to smooth inverter output current. An isolation transformer may be used for electrical isolation
of the inverter.

• A common DC link (either a capacitor for a VSI or an inductor for a CSI).
• An LC filter that acts as a low-pass filter to eliminate the high-frequency switching ripples.
• The series-connected transformer used to interface the series APF to the grid.

In the UPQC, the shunt APF is controlled in current control mode to track the reference current
generated by the shunt APF control algorithm. For example, in order to mitigate the current harmonic
components, the shunt APF should inject a current based on the following equation:

ishf(t) = i∗s (t) − iL(t) (17.57)

where ishf(t), i∗s (t) and iL(t) represent the shunt APF current, reference source current and load current,
respectively.

The series APF is controlled in voltage control mode to generate a voltage in series with the sup-
ply to achieve the referenced voltage at the PCC. The principle of operation of the series APF can be
summarized as in the following equation:

𝜈ser(t) = 𝜈
∗
L(t) − 𝜈s(t) (17.58)

where 𝜈ser(t), 𝜈∗L(t) and 𝜈s(t) represent the series APF voltage, reference load voltage and supply voltage,
respectively.

The UPQC can be classified based on the number of phases/wires, such as three-phase three-wire,
three-phase four-wire, and single-phase two-wire. In a single-phase system, the reactive and harmonic
currents are the components of interest (to be compensated). In a three-phase three-wire system, the reac-
tive, harmonic and unbalance current components are of interest (to be compensated). The three-phase
four-wire system has an additional function for neutral current mitigation. The UPQC can be classified
based on configuration into a left-shunt UPQC and a right-shunt UPQC. This is based on the location
of the shunt APF with respect to the series APF. The right-shunt UPQC has the shunt APF connected at
the PCC, then the series APF between the PCC and the supply, while the left-shunt UPQC has the series
APF connected between the PCC and the supply and the shunt APF is connected at the point between
the series APF and the supply. The most commonly used topology is the right-shunt APF, as the current
flowing through the series transformer is sinusoidal, and thus a better UPQC performance is introduced.

The UPQC is simulated using Matlab/Simulink. The load is a three-phase uncontrolled rectifier bridge
feeding load of 70Ω. The supply is a three-phase balanced supply of 110 Vrms at 50 Hz but distorted



568 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

(a) (b)

0.4 0.42 0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58 0.6
0

100

200

300

400

500

C
ap

ac
ito

r 
vo

lta
ge

 (
V

)

Time (s)

0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.6
–6

–4

–2

0

2

4

6

Fi
lte

r 
cu

rr
en

t (
A

)

Time (s)

(c) (d)

0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.6
–6

–4

–2

0

2

4

6

L
oa

d 
cu

rr
en

t (
A

)

Time (s)

0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.6
–6

–4

–2

0

2

4

6

Su
pp

ly
 c

ur
re

nt
 (

A
)

Time (s)

(e) (f)

0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.6
–200

–100

0

100

200

D
is

to
rt

ed
 s

up
pl

y 
vo

lta
ge

 (
V

)

Time (s)
0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.6

–200

–100

0

100

200

Time (s)

Se
ri

es
 f

ilt
er

 v
ol

ta
ge

 (
V

)

(g)

0.5 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.6
–200

–100

0

100

200

Time (s)

Fi
lte

re
d 

su
pp

ly
 v

ol
ta

ge
 (

V
)

Figure 17.30 UPQC simulation results: (a) the DC voltage, (b) the three-phase shunt APF currents, (c) the
three-phase load currents, (d) the three-phase supply currents, (e) the three-phase supply voltage, (f) the three-phase
series APF voltages and (g) the three-phase supply voltages after being filtered

with 10% fifth-order harmonics. The supply impedance is 0.1 mH. The shunt APF acts to control the
DC capacitor voltage and to cancel the harmonic currents injected by the nonlinear load. The capacitor
voltage harmonic extraction technique is employed for extracting the harmonic currents. The shunt APF
is interfaced to the grid through a 1 : 1 transformer. The switching frequency of the shunt APF is 12 kHz,
as also for the series APF. The series APF acts to cancel the harmonic voltages to make the voltage
at the PCC pure sinusoidal. The series APF is connected through an LC filter of 20 μF and 2 mH and
a transformer of 1 : 10 turns ratio. The synchronous reference frame harmonic extraction technique is
employed for harmonic voltage extraction. Figure 17.30 presents the simulation results of the UPQC.
Figure 17.30(a)–(g) presents the DC voltage, the three-phase shunt APF currents, the three-phase load
currents, the three-phase supply currents, the three-phase supply voltage, the three-phase series APF
voltages and the three-phase supply voltages after being filtered, respectively.
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18A.1 Background
The basic ideas of hardware-in-the-loop (HiL) systems with power electronics (PHiL systems) are dif-
ferent from the usual HiL systems (HiL systems), because PHiL systems include real energy flow in
the simulation. This provides some special features, which are presented in an example of a three-phase
electric load for industrial voltage source inverters (VSIs) for AC-drive applications. For this purpose,
the inverter under test (IUT) is not connected to a real machine, but to a second inverter or invert-
ers instead, which behaves like an electrical machine. The overall modulation frequency (fpwm) of the
so-called Virtual Machine is increased by sequential switching of parallel-connected standard inverters.
The parallel-connected inverters can be of the same type as the IUT; hence, there exists no power limit
for the drive inverter testing with respect to the product range of the manufacturer.

18A.1.1 Hardware-in-the-Loop Systems in General

The application of hardware-in-the-loop (HiL) systems has become “hyped” during the last decade. In
particular, HiL systems with power electronics (so-called power hardware-in-the-loop (PHiL) systems)
have become the focus of power engineers. The difference from HiL systems used some 20–30 years ago
is that PHiL systems integrate real energy motion in the simulation. Originally, HiL systems were used
to test products such as Programmable Logic Controls (PLCs) before delivery to market. The product
under test was connected to a HiL system, whose main purpose was to provide digital and analog com-
munication signals in the same way that the real world would provide it once the product was in the field.
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During this test, the proper (signal processing) performance of the hardware included in the simulation
system had to be assured. However, modern PHiL systems have a different background purpose. It not
only simulates the signals (analog or digital) of the hardware under test, but also has the possibility to
include real energy in the simulation process.

Usual simulation programs deal with numbers and respective mathematical equations only. Any phys-
ical restriction or limitation has to be considered by a respective model. Any mistake in the model results
in failures during simulation. The physical behavior of energy has some specific characteristics. Includ-
ing real energy in the simulation process would consider these natural characteristics without the need
for designing a respective simulation model.

Power electronics provide the possibility of including real energy in the simulation without “loosing”
it during the process. Shifting energy from one storage device (inductance, capacitance, etc.) to another
and feeding back the respective physical quantities to the simulation program results in a PHiL system
with real energy as a part of the simulation.

The following sections consist a report on experiences with a PHiL system used for the simulation of
electrical machines for testing power electronic products.

18A.1.2 “Virtual Machine” Application

Power inverter testing (e.g., a burn-in test) before the product is delivered to the customer is an important
issue for the avoidance of early failures in the customers’ application. Generally, the manufacturer of
power inverters for drive applications has to use a multitude of different electrical machine units (see
Figure 18A.1) to emulate the industrial application as close as possible to reality. However, in most
cases, the inverter under test (IUT) is connected to a machine under no load condition. Thus, the inverter
operates just for a short time during acceleration and deceleration at maximum power, and sometimes not
even that. Therefore, with respect to the very different time constants of electrical machines and power
electronics, the inverters are usually oversized. Hence, the IUT is not really tested at real power levels
and, in fact, this type of testing is more stressful for the electrical machine than for the IUT.

An alternative method is to connect the IUT to an electrical test bench – a so-called virtual machine
(VM) – instead of a real machine [2–7]. In fact, this is a hardware-in-the-loop system with power elec-
tronics (PHiL). As a basic idea, the power stage of the VM can be equal to that of the IUT, for example,
a two-level voltage source inverter (VSI) in the product power range. For energy saving, an active front
end might be connected to the inverter of the VM.

A specific drawback of the concept, according to [5], is the need for a complex filter between the
IUT and the VM in order to avoid the proportional-integral (PI)-current controllers of the IUT and VM

UDC1

Figure 18A.1 Final test of power electronics products (drive inverter) [1]
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Figure 18A.2 Schematic of the test bench: (a) IUT with the superimposed controller (b) VM comprising a second
inverter, an active front end and the control structure [1]

operating against each other. Another approach is described in [7], in which the requirement for a special
filter is avoided; however, the IUT can only operate under open-loop control, for example, v/f control
because the current is already controlled by the VM.

However, inverter manufacturers want to test the complete drive inverter, that is, the inverter in inter-
action with the control unit, which in most cases is a field-oriented control. To overcome the drawbacks
mentioned earlier, a different approach is presented here. The proposed setup consists of another power
inverter, an active front end and appropriate coupling inductances, as illustrated in Figure 18A.2. The
VM has to behave at the output terminals like a real machine in order to emulate the respective electrical
machine. For this purpose, a digital signal processor (DSP)-based control system calculates the machine
states depending on the outputs of the IUT and modulates the respective response of an electrical machine.
This approach in the behavior of the VM is identical to the characteristics of a real machine.

18A.2 Increasing the Performance of the Power Stage
As the VM has to enforce a specific behavior of voltages and/or currents to the IUT, the performance
of the VM must be slightly superior to that of the IUT. There has to be slightly higher DC-link volt-
age to impress any current, as defined by the machine model, and there has to be higher dynamics to
overrule the dynamics of the IUT. A slightly higher DC-link voltage is not really a problem, because an
increase by some 20–50 V is more than sufficient. The tolerances and reserves of most inverter prod-
ucts are sufficient to allow this modification. Thus, all that is needed is just an adjustment of the control
parameters.

However, higher dynamics require higher switching frequency. A doubling or tripling of the switching
frequency in an industrial inverter is not simple, because the thermal design of the inverter product is
already done with limited reserves; therefore, it cannot allow steady-state operation at significantly higher
switching frequencies. To overcome this problem, the concept of “sequential switching” is used within
the VM.

18A.2.1 Sequential Switching

Sequential switching is a well-known concept for increasing the switching frequency [8–16], especially
in boost converters. The basic idea is to use parallel power devices and to switch them sequentially; the
first pulse will switch the first device, the second pulse will switch the second device and so on (see
Figure 18A.3). This concept distributes the switching losses to all the devices in parallel.
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Figure 18A.3 Sequential switching of parallel power devices in a voltage source inverter [1]
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Figure 18A.4 Example of pulse sequence for sequential switching of paralleled power devices [1]

In this concept, the switching losses of each semiconductor device can be reduced without decreasing
the pulse-width modulation (PWM) frequency of the complete inverter. On the contrary, the modulation
frequency of the parallel-connected devices can even be increased, because the PWM frequency of the
complete inverter, consisting of three power stages in parallel, is three times the switching frequency of
each individual power device (Figures 18A.3 and 18A.4).

Regarding the increased material cost of the solution with paralleled power devices, this concept is
mainly interesting for projects with low piece numbers and high development effort. With this back-
ground, a test bench for drive inverters – a “Virtual Machine” – is an excellent application.

The expression “interleaved switching” is used in the literature [8–16] in two different ways. In some
papers, “interleaved switching” is used to describe a concept where a power device is switched on while
the corresponding device is still in a conductive condition. The gate signals are really “interleaving.”
In most cases, however, especially with respect to boost converters, “interleaved switching” is used to
describe the situation where parallel power devices are never operated in parallel. Any particular power
device is switched on only as long as all other corresponding devices are turned off. In fact, the expression
“interleaved switching” does not describe this concept properly; a more correct description is “sequential
switching.”
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Applying this concept to a structure of three parallel insulated-gate bipolar transistors (IGBTs)
(Figure 18A.3), the switching frequency of each power device is only a third of the total switching
frequency (Figure 18A.4). The PWM pulses are not transferred to the IGBT gates simultaneously, but
sequentially. While pulse no. 1 is activating IGBT T1, pulse no. 2 activates IGBT T2 and pulse no. 3
activates IGBT T3. In this example, sequential switching reduces the switching frequency of each power
device to a third of the switching frequency of the complete inverter.

In Figure 18A.4, the maximum switching-on period Ton of each semiconductor is limited to one-third
of the switching period Tigbt. Even with a modulation index of 100%, the conduction period of each power
device only encompasses a third of the complete conduction period. This fact provides some additional
thermal reserve in the power stages, which could be used to increase the switching frequency further.

In contrast to the active devices (e.g., the IGBTs), the diode in Figure 18A.3 operates at full load
and PWM frequency all the time. This is the reason why “interleaved switching” is so far only used in
DC/DC applications, where there is no paralleling of the freewheeling diodes. However, in the case of
a three-phase VSI, it is not possible to bring the reverse diodes to a sequential switching mode without
additional provisions. The concept of “magnetic freewheeling control” is a proper solution for that.

18A.2.2 Magnetic Freewheeling Control

Using standard IGBTs in parallel, it is possible to realize inverters for higher switching frequencies than
usual. Current load and thermal losses are split between the paralleled devices. Parallel connecting of
complete inverters is even more advantageous for small- and medium-sized enterprises (SMEs), because
this avoids the design effort for special inverters for high switching frequencies. The concept of sequential
switching, however, causes some problems with respect to the freewheeling diodes integrated in each
IGBT device. These diodes are connected in parallel as well, but they cannot be switched actively. With
respect to statistical tolerances, the diodes do not have identical characteristics. Consequently, the diode
with lowest internal resistance will accept a major part of the load current and heat up more than the others
do. Owing to the negative temperature coefficient, the electrical conductivity of this specific device will
“improve” even more, resulting in an even greater part of the load current. This effect will continue to
increase until overload and possible destruction of the specific diode.

Of course, it would be possible to use controllable devices like thyristors instead of diodes, which would
also guarantee sequential switching during the “freewheeling” periods. In this case, however, standard
IGBT modules could no longer be used and a special design of the power stage would be necessary.

To make standard IGBT modules with integrated freewheeling diodes usable for sequential switching,
there must be an apparatus providing the freewheeling current to flow through the parallel diodes in the
same sequential scheme as in the paralleled IGBTs. This can be obtained by a rather simple magnetic
concept called “magnetic freewheeling control” [1, 17–20].

To achieve the behavior of magnetic freewheeling, the windings of the coupling inductor are split
to several parallel coils mounted on the same magnetic core. Each IGBT/diode branch is connected
separately to one of the coils; all coils of a half-bridge use the same magnetic core (see Figure 18A.5). The
coupling inductor is necessary and used between the IUT and the VM (Figure 18A.2) and the realization
of magnetic coupling of the inverter output phases is only a moderate modification of the decoupling
inductance.

The basic idea is presented in Figure 18A.5. The internal freewheeling diodes (marked as D1, D2, D3),
which are integrated in the IGBT modules and therefore connected in parallel as well, are coupled by an
inductor with separate coils. The inductance for the magnetic freewheeling control (shown here as the
series connection of an ideally coupled inductance Lm and a stray inductance L

𝜎
) must handle the high

switching frequency of the current pulses. The main (mutual) inductance Lm guarantees the load current
commutating from one power device to the next, as well as the decoupling of the IUT and the VM (note:
in the latter application, point “A” is connected to the IUT). The leakage inductance L

𝜎
of each output
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Figure 18A.5 Basic circuit for “magnetic freewheeling control” [1]

phase is a significant part of the magnetic freewheeling control concept. The following aspects have to
be considered for designing the inductance:

• A significant leakage inductance guarantees that the load current will not commutate to an improper
freewheeling path during turn-off of the IGBT.

• The commutation time for the load current from one power device to the next is proportional to the
values of the leakage inductances involved.

• During turn-off, the leakage inductance interacts with internal capacitances of the diode.

In addition, any parasitic leakage inductance in each phase, which is inevitable when connecting com-
plete inverters instead of single power devices or inverter branches/legs, must not disturb the magnetic
freewheeling control, but it can be considered when calculating the complete leakage inductance per
phase. Of course, a well-balanced value of mutual and leakage inductances must be chosen in order
to guarantee the commutation of the load current from the previous to the next inverter, as well as the
sequential switching of the antiparallel diodes by magnetic freewheeling control. In this manner, the mag-
netic freewheeling control (according to [17–20]) forces the load current to flow during the freewheeling
periods only through the diode corresponding to the IGBT that was switched on before.

Figure 18A.6 demonstrates the experimental results of the circuit shown in Figure 18A.5 and shows
clearly that the freewheeling current is flowing through each diode during each third pulse only. There is
only a very small current in the diode when one of the parallel diodes is in duty. During the conductive
pulses (each third only), the major part of the load current has to be carried by the respective freewheeling
diode. Nevertheless, a small part of the load current commutates to the other two freewheeling diodes,
which should not be active. However, this current does not contribute significantly to the switching losses
or to the conduction losses of the diode. and hence it can be neglected.

The “magnetic freewheeling control” concept allows sequential switching of the freewheeling diodes
by a magnetic coupling between the individual parallel-connected IGBTs. This can be used by specially
designed power stages with paralleled IGBT modules mounted rather close together on a heat sink (see
Figure 18A.7). The concept, however, is assigned to the sequential switching of complete inverters just
by connecting them by cables and it is applicable to standard three-phase VSIs as produced by many
manufacturers [17]. The respective structure is presented in Figure 18A.8.

Each output phase of the several inverters is connected separately to one coil. Owing to the leakage
inductance between the coils, it is possible that the load current does not commutate to all diodes of
the parallel inverters, but to the freewheeling diode in the same arm with another conducting IGBT. If
the IGBT of the next inverter is turned on, the load current commutates from the previous to the next
inverter supported by the mutual inductance of the common core. The size of the inductance does not
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Figure 18A.6 Experimental freewheeling current in a setup of three parallel IGBT modules with magnetic
freewheeling control [1]
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Figure 18A.7 Inverter branch/leg with five paralleled IGBT modules

increase significantly in comparison with the usual choke, because the magnetic circuit is identical to an
inductance with a single coil.

As an additional benefit, the concept of magnetic freewheeling control enables power electronics
manufacturers to increase the power range of their products without using specially designed power
devices. In particular, small- and medium-sized companies can use it as a tool to enhance the range of
their products based on the same power electronic components (e.g., standard IGBT modules) that they
use anyway.
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Figure 18A.8 Sequential switching in a three-phase VSI [1]
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Figure 18A.9 Soft switching during “magnetic freewheeling control” (a) IGBT current and (b) diode current [1]

Because of sequential switching, the turn-off process of the diode and the turn-on process of the
IGBT are decoupled. In fact, this is a soft switching behavior instead of the hard switching during
load current commutation from one inverter branch to the next. The IGBT switches at zero current (see
Figure 18A.9), and the diode has a reduced reverse recovery current owing to the limited di∕dt at turn-off
(see Figure 18A.9). During the commutation, the voltage of the diode and IGBT are zero and thus, the
voltage is shared in the same proportion between the two involved leakage inductances. Therefore, this
leads to a further decrease in the switching losses.

18A.2.3 Increase in Switching Frequency

In the case of five paralleled inverters, the switching frequency of each IGBT is only a fifth of the PWM
frequency. Furthermore, the maximum turn-on time of the IGBTs is limited to a fifth of the switching
period of the IGBTs, and thus the conduction losses are additionally reduced. With this reduction of
the switching and conduction losses, it is possible to increase the power capability and ongoing, the
overall switching frequency can be increased without overcoming the maximum switching losses of an
individual inverter.
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Figure 18A.10 Measured temperature of cooling fins in normal and sequential switching modes. In sequential oper-
ation, the frequency was changed at t= 16 min [1]

Figure 18A.10 compares the thermal behavior of a single inverter with that of the sequential switch-
ing of five parallel-connected inverters with magnetic freewheeling control. Even after increasing the
switching frequency of the complete setup with five paralleled inverters by 40 kHz, the temperature of
the heat sink is lower than that for the single inverter (with 8 kHz switching frequency). With respect
to the effects mentioned earlier (limited duration of conduction losses, soft switching by magnetic free-
wheeling control), there are additional thermal reserves that could be used to operate with even higher
switching frequencies.

18A.3 Machine Model of an Asynchronous Machine

18A.3.1 Control Problem

As the IUT usually comprises a current control as a part of a field-oriented control, another current
controller within the VM would cause problems. Both current controllers would attempt to control the
same current, as there is no chance for the current from the IUT to go a different way other than into
the VM (see Figure 18A.2). The approach according to [5] overcomes this problem by implementing a
T-filter instead of using a simple inductor between the IUT and the VM. Here, the current has a chance
to deviate between the IUT and VM, and thus neither current controller affects the other. In this case,
however, the current in the VM is no longer similar to the current in the IUT; the “Virtual Machine” has
a significant “leakage current.”

Another solution is to use a state space controller within the VM, which can “overrule” a PI current
controller of the IUT. To set up a state space controller, however, special skills are necessary, which are
not available in many small- and medium-sized companies.

Another approach is to use a specially designed power stage for the VM [6], but this is also not an
economical solution for small- and medium-sized companies.

A very successful solution was the use of an “inverted” machine model, which is described in the
following section.
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18A.3.2 “Inverted” Machine Model

The test bench has to act at its output terminals like a real machine in order to emulate the respective
electrical machine. As an example, an induction motor has been emulated in this project. To avoid the
need for a current controller, the model of the electrical machine should not calculate the machine current
depending on the machine voltage, but vice versa. An “inverted” machine model, calculating the machine
voltage as a response to the machine current (which is controlled by the IUT), does not need a current
controller on the VM side. Therefore, the equivalent circuit in Figure 18A.11 has been used to derive the
rotor-based machine model of an induction motor [21]. According to the voltage response, calculated
by the “inverted” machine model inside the VM (see Figure 18A.12), the respective induced voltage of
the induction motor is modulated by the power stage of the VM. This approach avoids any need for an
additional current controller.

Nevertheless, this approach is able to represent the characteristics of a real machine. The current
depends on the stator leakage inductance Ls𝜎 . In our case, this is the coupling inductance between the two
inverters, which also guarantees the magnetic freewheeling control for sequential switching of the diodes,
as mentioned in the preceding chapters. The stator current is yields to a rotor fluxΨr (see Figure 18A.12).
The machine responds with an induced voltage at its terminals, which depends on the angular velocity
𝜔 and the rotor flux Ψr. The angular velocity is the integral of the electrical torque minus the load torque
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Figure 18A.11 Equivalent circuit of an induction machine [1]
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Figure 18A.12 Current-based machine model for evaluating the induced voltage and the angular velocity of the
virtual machine [1]



Hardware-in-the-Loop Systems with Power Electronics: A Powerful Simulation Tool 583

0

5

0

5

0

5

0 20 40 μS
t

Ub [V]

Ua [V]

U0 [V]

Figure 18A.13 Output signals of encoder emulation [1]
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Figure 18A.14 Setup of the test bench: (a) the five parallel-connected inverters, the active front end, the coupling
inductances and the control structure are displayed; and (b) the IUT with the superimposed controller is shown [1]

(see Figure 18A.12), which is an important quantity, because it simulates different load conditions for
the VM and serves as input for the superimposed speed controller of the IUT. To emulate this velocity
for the speed variable drive, an encoder emulator based on an FPGA is implemented. This emulator
generates the traces of an optical encoder (A, B and zero) depending on the angular velocity calculated
by the machine model. The output of the emulator is compatible with a standard incremental encoder
interface (see Figure 18A.13), and hence can be connected to any inverter, which provides an incremental
encoder input.

18A.4 Results and Conclusions

18A.4.1 Results

Figure 18A.14 shows the block diagram of the complete VM setup used for obtaining the experimental
results. Figure 18A.15 presents the respective laboratory setup.
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Figure 18A.15 Laboratory setup: (a) the five parallel-connected inverters together with the active front end are
located and the coupling inductances are mounted on the back; and (b) there is the IUT [1]

Figure 18A.16 Virtual machine – five inverters in parallel [1]

The test setup consists of five industrial standard 14 kVA two-level VSIs (see Figure 18A.16) that are
connected in parallel and switched sequentially. The rated switching frequency is 8 kHz. The calcula-
tion of the machine model and the generation of the PWM pulses are done by a DSP controller (see
Figure 18A.17). The PWM pulses are distributed to the various inverters by a field-programmable gate
array (FGPA).

The VM can be parameterized via a PC user interface (Figure 18A.18). During the test, the load torque
can be changed and thus, load steps can be emulated. The parameters of the induction machine emulated
by the VM are listed in Table 18A.1. The IUT is of the same type as the parallel-connected inverters of
the test bench and is controlled by a field-oriented control.
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Figure 18A.17 Real-time system for the VM control [1]

Figure 18A.18 Control screen of the virtual machine [1]

Table 18A.1 Parameters of the virtual machine

UN = 380 V m= 81.49 mH

IN = 22 A Ls = 84.18 mH
fN = 50 Hz Lr = 86.36 mH
p= 2 Rs = 292 mΩ
J= 0.01 kg m2 Rr = 232 mΩ
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Figure 18A.20 “Load” current and inverter branch current [1]

The states of the VM at rated speed and slight torque load are illustrated in Figure 18A.19. These
are direct results from the computation of the machine model (Figure 18A.12). The current shows the
marks typical of a machine current with VSI supply – nonlinearities of the IUT (voltage drop) cannot be
compensated completely by the field-oriented control of the IUT. Voltage and flux, however, are exactly
sinusoidal, as these results are from the calculations of the machine model of the VM show.

Figure 18A.20 shows the “load current” of the complete VM in comparison with the current in one of
the five paralleled inverter branches/legs. The current pulses in the power devices can be seen clearly.

The diagram in Figure 18A.21 shows the stator currents as well as the speed during a speed reversal.
The oscillogram in Figure 18A.22 shows a speed step from standstill to rated speed. The IUT operates

in speed control mode. It is obvious that it is only during the acceleration process that the inverter delivers
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Figure 18A.22 Speed step from standstill to rated speed – q-component of the field-oriented current controller of
the IUT [1]

maximum torque. The characteristics of the VM are equal to those of a real induction motor. Currents
and speeds are presented in field orientation. Figure 18A.23 shows the same situation with currents,
voltages, and fluxes in stator coordinates. The reference speed is increased slowly and the superimposed
field-oriented controller of the IUT controls the speed and the output current. The amplitude of the rotor
flux is kept constant owing to the field-oriented control. As the actual speed increases up until the nominal
speed, the induced voltage also rises until the nominal value at nominal rotor flux. This is exactly the
representative of the behavior of a real induction motor. As in Figure 18A.21, all values are calculated
by the VM.

Figure 18A.24 displays a load step at rated speed. At time t= 0.08 s, a load change is simulated by the
VM. The superimposed speed controller of the IUT reacts and the torque current iq makes sure that the
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rated speed of the VM can be kept constant. Consequently, the IUT can be tested under real power levels
solely by adjusting the load torque of the VM.

18A.4.2 Conclusions

The report has pointed out that sequential switching is not only applicable to IGBT modules with inte-
grated diodes mounted closely on a heat sink, but also to complete industrial standard two-level VSIs.
Thus, the power capability and the overall switching frequency of these products can be increased by
using several of them in parallel with sequential switching. Using this approach, a novel electrical test
bench for drive inverters can be set up with a minimum effort on design and development. This provides
an alternative for manufacturers of drive inverters to test their complete product range under real power
levels without the requirement for a multitude of real machines.

The results prove that the presented VM is a HiL system allowing an inverter to be tested at real power
levels without the need for installing and operating real machines. The VM has the same characteristics
as a real induction motor. Different machines and their respective load conditions can be emulated by
software, which means that the drive IUT can operate in its normal mode (as usual). No modification has
to be done to the inverter or to the control unit.
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18B.1 Introduction
Real-time simulation offers several advantages to speed up the development of new product. One of these
advantages being the possibility to test and develop controllers when the hardware is not yet available.
This is a serious advantage in the case of high-order multilevel converter, like modular multilevel con-
verter (MMC) topology. Its physical size could raises serious issues for most laboratories, without even
mentioning the cost to build such a complex structure. It can also be useful to analyze the interaction
between several MMC and conventional high-voltage DC (HVDC) systems installed on the same power
grid. Furthermore, it can perform factory acceptance test of the control system before the installation in
the field. Nowadays, real-time simulators are often used simply to accelerate simulations, which could
take several hours for simulation runs of a few seconds with a power grid having two or three con-
verter stations using conventional single-processor simulation software. This chapter introduces bases
of real-time simulation: its advantages and its constraints. Using these bases, real-time simulation of an
MMC will be undertaken. This topology was first introduced in [1], it is made of many identical cells
connected in series. Its modularity makes it suitable for various applications from medium voltage in a
drive system using only a few cells [2] to a large HVDC transmission system containing a wide range of
cells [3, 4]. Connecting many of these cells in series reduces the voltage level that each sustains, decreas-
ing the price of each component, reducing the switching losses and smaller dV/dt at its AC bus, while
producing a sinusoidal waveform with a very low total harmonic distortion (THD) eliminating the use
of bulky reactive component filter.

18B.1.1 Industrial Applications of MMCs

This topology was first tested by ABB in 1997. It consists of a 10 km overhead transmission line with
a 3 MW capability at ±10 kV between Hällsjön and Grängesberg in Sweden. It was used as a proof of
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concept and to establish the capability of this new topology. The MMC was named HVDC light by ABB
and was first used in a commercial project in Australia between Mullumbimby and Bungalora. Its voltage
rating was ±80 kV with a power rating of 180 MW commissioned in 2000. Not long after, Siemens
commercialized a similar topology as HVDC PLUS. Its first commercial project was a submarine HVDC
link connecting San Francisco city center to a substation in the Pittsburgh area, and it was commissioned
in 2010 [5].

As of today, MMC projects being built are point-to-point converters only. Though actual HVDC
networks have been discussed theoretically, protection system for such network still needs to be devel-
oped. ABB announced in November 2012 that they achieved an HVDC breaker called hybrid HVDC
breaker [6]. Now that it has been used in a point-to-point setup, it will be tested in HVDC grid and should
soon be commercialized. These new developments could change the future of power transportation.

18B.1.2 Constraint Introduced by Real-Time Simulation of Power
Electronics Converter in General

Until now, big differences still exist between what can be achieved with standard or offline simulation
software and real-time simulator. The major constraint is in the time available to solve the differential
equations. This describes the operation sequences of power electronic circuit. Offline simulation usu-
ally uses a precise variable-step solver. They will use two different orders of discretization, one higher
than the other, and will iterate reducing the time step of every iteration until the difference between
the two solutions coincides within a pre-set tolerance [7]. This process is very efficient for typical sim-
ulation of system with few disturbances. However, it can be very slow especially in power electronic
where stiff system with repetitive switching of fast semiconductor needs to be solved. On the other hand,
real-time simulation uses several processors, operating in parallel and fixed-step solver and has a fix
period of time to solve the differential equations. If a time step of 50 μs is chosen to discretize a system,
the real-time simulator has to solve the differential equation within that period. Larger model, with more
state-space equations, will naturally take more time to be solved; in this case, there are very few solutions
to obtain acceptable results. One can increase the chosen time step, risking instability or inaccuracy. The
computing power of real-time simulator has increased over the past decade following Moore’s law [8]
and is suited to simulate relatively small model. However, the real-time simulation of very large power
system requires to decouple the system in smaller subsystems that can be solved in parallel [9, 10].
Nowadays, most real-time simulators will achieve a time step between 10 and 50 μs when using several
general-purpose processors or digital signal processors (DSPs) and between 100 ns and 1 μs when using
field gate programmable array (FPGA).

In the case of power electronic or circuit that contains fast switching devices, the chosen time step is
very important since it will determine the accuracy that can be achieved by the pulse-width modulation
(PWM) circuit to generate the gating signals. A switching frequency of 10 kHz has a period of 100 μs.
If one chooses the time step of the real-time simulator equal to 50 μs, then there is a maximum of 50%
error on the time of occurrence of the switching event. Such inaccuracy may produce unrealistic transients
and harmonics that could be confused with faulty controllers. This has motivated the usage of super-fast
computer subsystem, where the time step can be reduced further, or an interpolation scheme in order to
achieve accurate switching frequency [11]. Moreover, this is one of the reasons to justify the use of FPGA
to solve such a problem and consequently increase the popularity of the technology. FPGA chips operate
at a 100–400 MHz clock frequency much lower than 2–4 GHz used for the general-purpose processors.
However, processors are composed of hundreds of DSP blocks operating in parallel to achieve very small
time step between 100 ns and 1 ms. This goal is still not possible with the most powerful commercial
computer using general-purpose processors because of the processor communication latency. Further-
more, firing signal of power devices generated from actual power electronic controller can be connected
directly to FPGA digital input pins, which are connected to the model of the converter simulated in the
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Figure 18B.1 Circuit illustrating state-space versus nodal approach

same FPGA. The result is that the total latency between the firing order, measured at the controller output
and the resulting currents computed by the FPGA model could be less than 200 ns to 1 μs. Such small
time delay is acceptable for most controllers working with sampling of 10–100 μs and with PWM carrier
frequency up to about 50 kHz. In such a case, the accuracy will be as good as variable-step solver. Such
low latency and accuracy cannot yet be achieved using general-purpose computer because of the typical
latency of the PCI communication system of 2–3 μs.

Moreover, another important parameter to be considered is the type of modeling technique chosen to
discretize the circuit. The two main well-known techniques are the nodal and the state-space methods.
Depending of the circuit topology, one can be more advantageous than the other. Taking shortcut and
making this simpler than it actually is, time of execution in real-time simulation comes down to the size
of the matrix and its sparsity; since the latter needs to be inverted each time there is a change in the circuit
topology, caused by a switching event. In the case of the circuit illustrated in Figure 18B.1, a state-space
approach would generate a two-by-two matrix to discretize or inverse, as shown in Equation (18B.1),
since there are only two state variables. The nodal approach would yield a four-by-four matrix to solve,
as shown in Equation (18B.2). This simple example illustrates the same concept that can be applied to
large circuit.
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Most simulation software uses one or the other method without giving the choice to the user. It is only
brought up here to stay as broad and general as possible. Also when it comes to FPGA implementation,
very few off-the-shelf tools are now available [12, 13]. Many users still have to develop their own FPGA
model despite of its complexity and researchers are still trying to develop general-purpose electrical
solvers, which would eliminate this complex task of implementing models and solvers in FPGA chip.
Furthermore, one must keep in mind that one of the most difficult operations to be accomplished on FPGA
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is the division; therefore, it renders that inverting a matrix is an important research topic to complete it
in a timely fashion suitable for a real-time simulation.

18B.1.3 MMC Topology Presentation

An MMC topology is constituted by an equal number of cells, presented in Figure 18B.2a, that are
distributed in the upper and lower limb, shown in Figure 18.2b. The cell includes switches S1, S2 and
the DC-bus capacitor. When a cell is ON, the capacitor voltage is applied to its output using the upper
switch S1 of the cell. When a cell is OFF, it is bypassed using the lower switch S2.

The voltage obtained at the mid-point of the converter arm is given by the number of conducting cells
in each limb. At any given time, only half of the cells from one arm are conducting. For instance, if a
converter contains 100 cells, only 50 cells distributed between the upper and lower limbs of an arm are
conducting at any giving time. Figure 18B.3 shows the voltage seen at mid-point in the following cases:

• 1 cell in the upper limb and 49 in the lower limb are conducting, mid-point is near HVDC+.
• 25 cells in the upper limb and 25 in the lower limb are conducting, mid-point is zero.
• 49 cells in the upper limb and 1 in the lower limb are conducting, mid-point is near HVDC.

When a cell is conducting, its voltage will vary according to the limb current. The voltage is then
regulated with rigorous algorithm to choose which cell to turn ON or turn OFF. Though this topology
was proposed a few years back, only the increase in the computation power of controller made it possible
to accurately control it. Since then, many methods have been proposed to control this converter topology
requiring individual control of each cell capacitor voltage [14–16], to cite only a few.

The number of cells plays two roles in this topology. The number of cell is linked to the quality of
produced voltage. When more than 12 levels are used, it demonstrates that the gain on the THD becomes
almost negligible, as shown in Figure 18B.4 [17].

In the case of MMC used for HVDC application, the extremely high number of cells used reduces
the stress on each component and also offers a redundancy improving reliability. Furthermore,
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increasing the number of cells reduces the switching frequency of each individual cell up to once per
cycle [4].

Since this topology is a voltage source converter (VSC), it has complete control on the power flow,
both active and reactive. Also unlike most HVDC classic topology, it does not require a network to
synchronize itself, allowing to make a black start, since the voltage is imposed by the converter. But all
of these advantages come with the price of complex control law that needs to be optimized and tested.

18B.1.4 Constraints of Simulating MMCs

When it comes to real-time simulation of MMCs, there are two major problems to resolve. The first
being the considerable size of the model, whether a state-space or a nodal approach is taken; and the
second being the tremendous amount of input/output required to control the converter. Bear in mind that
the main purpose to real-time simulation is to be interfaced with a real controller. When it comes to
thousands of cells to be controlled, it can only be assumed that even more signals are required for control
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of the converter. Most of the processing time was due to the I/O management and data transfer between
the external controller and the MMC model. It is therefore obvious that MMC simulators with 1000 cells
per limb would require an I/O processing time much larger than 25 μs, which is unacceptable.

18B.1.4.1 Solving Large State-Space System

One way to surmount the first problem is to exploit certain advantages of MMC topologies. Having
a rather large inductance in each limb, this generates a very “strong state” on the AC side; where the
current variation is rather slow. The DC side being often connected to a DC cable, the capacitance of
the cable also generates a “strong state” on the DC side, where the HVDC voltage variation is slow.
There two “strong state” can be used to decouple each limb. Once decoupled, it is possible to spread the
computation burden over multiple computing units achieving parallel processing. Furthermore, one limb
can be divided into smaller subcircuit without any extra efforts on computation time.

18B.1.4.2 Solving I/O Management Problem

Having met the requirement to decouple large system, the only problem remaining is the one concerning
the amount of I/O to be dealt with. Architecture of real-time simulator will be discussed later, but for
now what need to be understood is that most real controller and simulator platforms use custom-made
card with a communication link to its computation unit. More I/O implies more data to be sent over the
communication link and therefore requires more time. If more time is required for I/O communication,
this leaves less time for computation of the model. What have been done in the first part will actually help
resolve the second issue. Spreading the model across more computation unit reduces the amount of data
that each must exchange with the I/O solving the second problem. Furthermore, simulating MMC cells
directly on FPGA chips, which are managing I/O channels, also minimizes data transfer between exter-
nal controllers and simulator main processors. Such technique is now used by most advanced real-time
simulators.

Separating the large state-space systems formed by the MMCs coupled to the AC network in order
to achieve parallel processing can be achieved in several ways but might involve the use of artificial
delays [18] or multirate simulation [19]. As of now, there are no formal and easy methods to achieve
parallel processing of complex power electronic circuits coupled to large AC circuits.

18B.1.4.3 System-Wide Simulation Simulated Faster Than Real Time

Several studies target the behavior of several converters in a large network or the development of con-
trollers before the manufacturing of controller prototype boards. In these cases, the controller algorithm
can also be simulated in the same simulator simulating the MMC system and the grid. Consequently,
no external I/O are required and it is then possible to simulate faster than real time; that is, a typical
simulation run of 60 s could take 60 s with a real-time simulator or only a few seconds with a simulator
running faster than the real time. In real-time simulation, the acceleration factor is 1, where the time step
used and the time required to execute the model has a ratio of 1. For faster than real-time simulation,
the acceleration factor is greater than 1 since the time required to solve the equation of the model is
smaller than the time step used. Like before, if the model is decoupled and spread over many compu-
tation units, its acceleration factor is increased above 1 while the use of conventional signal-processor
simulation software may have an acceleration factor much lower than 1, that is, the simulation time of
a 10 s case could take several minutes or event hours depending on the network and MMC size. As the
control development requires to analyze hundreds of contingencies and to optimize several parameters,
it is obvious that fast simulation tools exploiting multicore processors and FPGAs will become essential
as model complexity increases.
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18B.2 Choice of Modeling for MMC and Its Limitations
As mention earlier, time is a very important constrain in real-time simulation; choosing the appropriate
level of modeling for a specific application helps to reduce the required computation time. The level of
modeling can be classified into three main categories namely: detailed model, switching function model
and average model. Each of them will give accurate results but they all have different limitations.

18B.2.1.1 Detailed Model

There exists different level of modeling in the so-called detailed model. Most of them offer too much
detail which is not useful for real-time simulation used to design, optimize and test control systems. The
highest level of details could be qualified as “SPICE” modeling, where all the parasitic capacitors of the
power switch and strain inductance of the PCB are taken into consideration. This type of modeling is
used to calculate losses that will occur during switching. Even though this is a very important part of a
real design, real-time simulation should not, but also could not, be used to evaluate switching losses and
electromagnetic interference (EMI). Taking a numerical approach, the time constant of components such
as picofarad and nanohenry is around nanoseconds; these types of time step cannot be achieved today in
real time even with FPGA. Processor technology advancements may however make this dream possible
during the next decade.

The model where the switch and diode are considered as linear components can also be considered
as a detailed model. Every semiconductor is represented by an impedance: small when conducting and
high when blocking. Whether a state-space approach or a nodal approach is used, a new set of matrices
need to be computed and inverted each time there is a change in switch status. This approach has been
demonstrated using Hypersim [20] or the State-Space Nodal (SSN) solver [21, 22] with 100 cells/arms
MMC at time step in the 30 μs range.

18B.2.1.2 Switching Function

Switching functions or event-based dynamic system [23] can be interpreted as a switch case; for a cer-
tain input, certain behaviors are expected. In the case of Figure 18B.2, the switching function can take
this form:

• If S1= 1 and S2= 0, Vout =Vcapacitor

• If S1= 0 and S2= 1, Vout = 0
• Else Vout = 0

This implies that the switching is complementary and that there are no conducting losses, that is, ideal
switch. To introduce the switching losses, the current must be taken into account. Therefore, the switching
function becomes

• If S1= 1 and S2= 0, Vout =Vcapacitor –Is*Ron

• If S1= 0 and S2= 1, Vout = 0–Is*Ron
• Else Vout = 0

The flexibility of switching function makes it a very powerful tool, but it requires a very good under-
standing of the circuit in order to predict and have a contingency for every possible case. Unlike detailed
model, this can result into an unnatural behavior and discontinuity that is not present in real life. The gain
is in the rapidity of execution, which makes it a very good candidate for real-time simulation. Also when
the limitations are known, it does not prevent the use of this model in all other supported mode. In this
model, the number of states is not reduced, meaning that an integrator is required for every simulated
capacitor cell. A detailed example is given in Section 18.4.2.
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18B.2.1.3 Average Model

The term average model here is not only intended as in the classical way. In classic average model, the
duty cycle is given as input instead of PWM, but here the overall voltage of every cell’s capacitor is
also averaged out across all the cells, making an ideal regulation of voltage of all the cells. This type of
modeling is the easiest to implement, but it is also the one offering the most limitation. The main interest
of this implementation is to study the behavior of the converter in a larger network where the regulation
of each cell is of little interest. Similar to the switching function, the cell output is given by a simple
equation decoupling it from the large system. The rest of the system will see the converter as a variable
impedance as it would be with a detailed model. Again, a detailed example of the implementation is
given in Section 18.4.1.

One drawback of this modeling is that it needs a special implementation to support the high-impedance
mode occurring when no pulses are applied to the converter. In this mode, the output of the converter, a
voltage source, is only controlled by its current when no pulses are applied to the switches. Normally, if
the voltage applied to the limb is higher than the sum of all the capacitor voltages of this limb, current
should circulate through the antiparallel diode of the switches of the cells, charging the cells’ capacitor
to voltage applied to the input of the limb. Once all the cells are charged, the current should become zero,
since the antiparallel diode is not polarized anymore, and stay at zero until either of the pulses is applied
again to the converter or the antiparallel diodes are polarized. Different schemes can be used to achieve
this behavior, a voltage source is controlled by a voltage, but if it is not well implemented the response
of the model can become erratic.

All three different types of modeling presented here serve a specific purpose, understanding the limita-
tion of each model helps one to determine whether or not this implementation is suited for his application.

18B.3 Hardware Technology for Real-Time Simulation
In the mid-1960s, real-time simulation was achieved using analog simulator, where real linear and non-
linear components were used to model and simulate a circuit [24]. Not long after hybrid simulators, part
analog part digital, were introduced and then with the evolution in the microprocessor speed, fully dig-
ital simulators were achieved. Even though the first digital simulators were limited, their smaller size
and versatility made them more attractive and their popularity was powered by the increase in computer
power capability over the last 15 years. For these reasons, analog and hybrid simulators are hardly used
nowadays and would not be explained further here. As for digital simulators, two main technologies
divide them; the first one uses sequential programming embedded on DSP or microprocessor and the
second type makes use of parallel programming on FPGA. Because of their differences and their com-
plementarity, it is not rare to see both technologies in one simulator, taking advantage of each one of
them. Their respective features are discussed in the following section.

18B.3.1 Simulation Using Sequential Programming with DSP Devices

DSP is digital signal processor optimized for certain applications. It receives sequential programming: a
series of instructions which are executed subsequently and repeated in a loop. These instructions need to
be understood by the processor, what can be called low-level language. But it has to be entered by a user
high-level language. The gap between those two levels is the different programming language, such as
C, C++ and java. Every manufacturer has a different machine code that can only be understood by their
hardware. Using a common language by the user, like C, manufacturers make compilers that are compati-
ble with their hardware. Nowadays, high-end processor can execute billions of instructions per second. In
order to achieve further more computation power, as mentioned earlier, it is possible to execute a different
set of instruction in parallel using multiple processors sharing a high-speed communication link.
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In real-time simulation, the most sophisticated processors are used in specially designed hardware. The
code required is generated using software like Matlab/Simulink, so users do not require to bother about
writing code. When multiple processors are available in parallel, users also rely on software to easily
distribute the computational burden among them.

One of the greatest examples of real-time simulation in parallel is the Hypersim simulator, developed
at IREQ, the engineering department of Hydro-Quebec [25]. It can simulate a large network, thousands
of nodes, cluster of hundreds of CPU while the allocation of the processor unit to simulate each network
subsystems is fully automated [26]. Other real-time simulator would normally require the intervention
of advanced user in order to distribute the computation load over multiple computing unit [27, 28].

18B.3.2 Simulation Using Parallel Programming with FPGA Devices

FPGA offers much more flexibility when it comes to executing instructions; it actually allows user to
develop its own instruction set. Logic operators like NAND-gate or XOR-gate, basic arithmetic like
sum, multiplication are some of the components available. By using these functions, users can make an
optimized set of instruction for a specific application. On older FPGA generation, only fixed-point rep-
resentation was available, but since 2009, built-in operators supporting floating point are now available.

In FPGA implementation, signals travel as fast as their propagation allows. The number of operations
that can be done will depend on the design; the route that signals need to take for a desired logic. On
FPGA, clock signals are used to ensure that the expected result has reached its destination and is syn-
chronized with other signals. Figure 18B.5 shows the concept of propagation to a simple circuit and the
synchronization of its output.

From Figure 18B.5, since only one level of logic gate is required to obtain A, it can be supposed that
it will be ready before B that needs two levels of logic. C might change when A is ready and change
again when B is ready. To avoid uncertain value at the output, a register is added and synchronized with
a clock signal. By doing so, D will be synchronized with the clock and its value will be accurate as long
as the period of the clock is long enough for the inputs 1, 2 and 3 to pass through the logic resulting
into C. In Figure 18B.5, the results of A and B are being processed simultaneously and independently;
this is the major advantage of FPGA referred to as parallel processing. From simple logic to large matrix
multiplication can be performed in parallel and the result for the global solution is found in the end where
all the different solutions are joined and synchronized.

Understanding that the process can be synchronized to a specific clock, it is also possible to use time
multiplexing or pipelining, allowing the same logic to be used for different processes. If the clock of the
process is slower than the clock of the FPGA, it becomes possible to execute the same process using the
same logic. For example, if the process shown in Figure 18B.5 can be obtained one FPGA clock period,
but its inputs are only ready be executed, then every five FPGA clock periods. By multiplexing the input,
using selector and demultiplexing the output, the same logic could be used up to five times to calculate
the same process. The chronogram of Figure 18B.6 shows the time multiplexing with only two different
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processes. Process X has inputs X1, X2 and X3; process Y has inputs Y1, Y2 and Y3; and each process,
X and Y, yields the results of A, B and C in time. At every clock, the values from the different processes
X and Y are applied to the logic and their results are shown on the chronogram. After the two processes,
the logic is not used and its result is not important. The results of DX and DY are updated when available
and stay there until the next clock of the slow process.

Such design can ensure that none of the resources are left idling during the different processes, but it
requires very accurate synchronization and design.

The next example is more related to simulation: the implementation of a forward Euler integrator.
The FGPA has a clock of 5 ns and the integrator time step is 20 ns; it is then possible to use pipelining.
Figure 18B.7 shows the block schematic used in this example. The input A receives the multiplexed in
time values to be integrated. B is the result of the values multiplied by the integration time step, 20 ns. D is
actually the output of the sum C with a four-step delay, making the forward Euler integrator. The result in
D can then be demultiplexed to send the integrated values to the right process. Here, the integration time
step was chosen to facilitate the representation in a chronogram of the system in Figure 18B.8. Such a
small time step is unlikely to be chosen since it would require a very high level of precision if one chooses
to use a fixed-point or a floating-point representation.
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Figure 18B.7 FPGA integrator using pipelining
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Figure 18B.8 Chronogram of pipelined integrator



Real-Time Simulation of Modular Multilevel Converters (MMCs) 601

The great versatility of the FPGA also creates its main drawbacks: complexity to implement models
and excessive time to generate the bitstream. The example given earlier clearly demonstrates that the
programming complexity is much larger than using high-level language like C++ or very high-level
language like Simulink and code generators (RTW). Such complexity limits the number of specialists
who can develop and maintain models. The debugging is also very difficult and long.

Because it is an FPGA, each individual gate needs to be programmed and interconnected when gener-
ating the code. With the size of FPGA and models getting larger and larger, the required time to compile
the code, or bitstream, also increases. Meaning that if the configuration of your model changes, you need
to recompile a new version of your bitstream, which may take several hours.

One option to avoid these two drawbacks is the use of embedded solver on the FPGA [29]. This allows
testing many different circuit configurations and if needed it is also possible to make some changes and
recompile a new bitstream.

18B.4 Implementation for Real-Time Simulator Using
Different Approach

These are simple examples to give the reader the bases allowing him to implement its design. Matlab/
Simulink was used to implement and test these implementations, but similar results could be achieved
with any other simulation software. For both examples, all cells from a limb are represented by an equiv-
alent voltage source. The only difference is in how the voltage is computed. The equivalent circuit is
shown in Figure 18B.9. VUA, VUB and VUC represent the upper limb equivalent voltage, whereas VLA,
VLB and VLC represent the lower limb equivalent voltage.

This method of decoupling is adequate since there are two very large states in the model; the large arm
inductance ensures a slow variation of the current and the large cell capacitors ensure a slow varying
voltage. Measuring the current from the arm inductance, the equivalent voltage from all the conduct-
ing cells is computed. In order to break an algebraic loop, a forward Euler integration method is used;
this would not affect much the stability of the circuit since it is introduced at a point where there are
dominating poles.
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Figure 18B.9 Equivalent decoupled circuit
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18B.4.1 Sequential Programming for Average Model Algorithm

This type of modeling can be used to test the inner and outer controls for converters that would be
connected to a larger network. This allows estimating the load flow, verifying contingency test or general
behavior of the overall network without having to bother regulating each individual capacitor cell.

For this model, the following assumptions are made:

• The current in one limb is the same for all the cells forming that limb, naturally because all are con-
nected in series.

• All the capacitors have the same value; the integration of the current will result in the same voltage
variation for all the capacitors of conducting cells.

• Only the number of conducting cells is required as input to the model, it is assumed that the choice of
which cell is turned ON within a limb is made by a local and independent controller, who is not part
of the model.

Figure 18B.10 shows a block diagram for one limb. It has the limb current and the number of cells ON
as input, and the sum of all conducting cells’ voltage as output.

The limb current is multiplied by the time step and it is divided by the capacitor value, giving the
voltage variation of any conducting cells. Then this voltage variation is multiplied by the number of
conducting cells and the result is added to the previous voltage value of all cells. The total voltage value
is divided by the total number of cells obtaining the capacitor voltage of a single cell; this is how the
regulation of all the cells is made to the same voltage. Finally, the voltage of a single cell is multiplied
by the number of conducting cells generating the equivalent voltage for a single arm.

This technique is simple and could even be implemented in a variable-step solver with small modifi-
cation. The only drawback is that natural rectification using antiparallel diodes from the cells’ switches
is not considered in this implementation as well as the possibility to simulate faults inside the limb and
to test the individual cell voltage regulator.

Using this implementation, the HVDC grid of Figure 18B.11 was simulated faster than real-time sim-
ulation. This configuration is the DC-grid benchmark proposed by the CIGRE work group B4-57. The
converter A1 is connected to a larger network, modeled by two voltage sources. Converters B1, B2 and
B3 are connected to a different network but also have an AC link between one and the other. Converters
C1, C2, D1 and F1 are offshore wind farm and E1 is an isolated offshore load. All the offshore convert-
ers are connected through underground cables for their HVDC link. Converters on land use overhead
transmission of power lines to interconnect among them.

Figure 18B.12 shows the response at the converters C1 and C2. Only the phase A is monitored in this
case, but all phases are available. In this test, there is a three-phase fault on the AC side between C1 and
C2. When the fault occurs, line between C1 and C2 is opened at each end for two cycles and then it is
reclosed. At this point, the fault has been cleared. Figure 18B.12 shows the voltage at each converter.
On C2 side, at reclosing an overvoltage is seen. This overvoltage can vary according to the angle at which
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Figure 18B.10 Block diagram for average MMC model
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the breaker is reclosed. Using this model and a sequencer, a series of tests can be generated to make a
Monte Carlo study to identify the V2% [30].

As no I/Os were used in this model, it was possible to simulate it faster than the real time. Using 11
processors of an eMEGAsim simulator, an acceleration factor of 4 was achieved. In the case of Monte
Carlo study, where thousands of simulations are required, this acceleration factor is very significant.

18B.4.2 Parallel Programming for Switching Function Algorithm

As it has been previously discussed, parallel programming can be implemented on FPGA. Taking advan-
tage of both parallel processing and time multiplexing, a very large MMC can be simulated on FPGA
with a very small time step of 250 ns. The choice of the time step of 250 ns is not based on stability of
the circuit but rather to have very accurate firing instant for each cell.

Table 18B.1 gives the switching function for Figure 18B.2 that will be implemented on FPGA.
One can note that the mathematics behind this model is still relatively simple; the challenge comes in

the implementation to achieve the small computation step. The arm current is obtained from the model
running on DSP, where the complete network can easily be implemented using standard simulation soft-
ware. The gate signals, S1 and S2, come from digital input connected to the FPGA. The simulation time
step on the DSP is 100 times slower than the one of the FPGA; therefore instead of sending the instanta-
neous voltage output of all the cells, only the average over the DSP time step is send in a similar way that
only the duty cycle of PWM can be applied when the simulation step is slower than the PWM period.

There are two distinct processes that need to be implemented: the switching function and the integrator.
The integrator uses the same method as the one used in Figure 18B.7, in this case 10 signals are pipelined
over 250 ns or 25 FPGA steps. During the demultiplexing of the integrator results, the capacitor voltages
of the conducting cells are summed to achieve the equivalent voltage for the limb. Another important
part of the logic is the implementation of the switching function that determines which cell is conducting
and which capacitor is charging. Figure 18B.13 shows the block diagram of the process and the number
of FPGA step each process requires.

Table 18B.1 Switching function of MMC cell

Cases Arm current S1 S2 Cell’s voltage Vout(T) Capacitor voltage Vc(T)

1 X 0 1 0 Vc(T−Ts)
2 X 1 0 Vc(T) Vc(T−Ts)+1/C*I(T−Ts)*dt
3 X 1 1 Not considered
4 >0 0 0 Vc(T) Vc(T−Ts)+1/C*I(T−Ts)*dt
5 <0 0 0 0 Vc(T−Ts)
6 =0 0 0 High impedance Vc(T−Ts)
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Figure 18B.13 Block diagram of FPGA implementation
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Figure 18B.14 Real-time simulator with I/Os chassis

Note that the overall process takes 11 time steps, using an internal clock of 10 ns for the FPGA, which
means that the first capacitor value will be available after 110 ns. As all of them are time multiplexed by
a group of 10, the last capacitor voltage is available after 21 time steps or 210 ns. Here, the advantage of
pipelining is very clear, by adding more capacitors in the pipeline, only one more time step is required
to obtain the value. In this case, there are still four steps available to add more logic if required, allowing
more flexibility as it has been demonstrated in [19].

The implementation from Figure 18B.13 was used to simulate a converter with 500 cells per half-limb,
for a total of 3000 cells. It can either use an internal controller, embedded on the FPGA, or an external
controller, via optical fiber. In this example, every cell is using two optical fibers for communication: one
for receiving data and the other for sending data. Figure 18B.14 shows simulator used to simulate the
converter. In the center of the picture is the main simulator where the model is computed with a 250 ns
time step. The other racks on each side are only used to manage all the optical fibers that are needed to
control the simulation.

Figure 18B.15 shows results obtained when changing the power reference. Reactive power is stable at
−0.3 pu and the active power changes from 0 to 0.5 pu. Looking at the voltage and current, one can see
the phase shift of the current as the active power increases.
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This is only one of many tests that can be applied to such a system. Using the FPGA implementation
allows a very low latency between the I/Os and the model. In this case, only the MMC is simulated on
FPGA and the remaining of the network is simulated using processors. In 2011, Nari-Relays Electric Co.
in China used the HiL results for the Nanhui MMC demonstration project, 20 MVA/60 kV two-terminal
MMC HVDC project.

18B.5 Conclusion
This chapter presented an overview of real-time simulation with a practical application of the different
technology. As discussed, the digital simulators are widely used but different technologies are available.
Nowadays, understanding the application before acquiring a real-time simulator can help identify the
best suited type for the application.

Standard single-processor offline simulation tool does not offers adequate solution to achieve real-time
simulation, but it is possible to implement its own design using the different methods proposed in this
chapter. Multicore processors, DSP and FPGA, are evolving very fast and therefore so do real-time sim-
ulation.

General-purpose electrical solvers are available and being developed to facilitate the use of FPGA
technologies by abstracting the inner construction of FPGA chips, as this is done with general-purpose
processors. Such FPGA-based solvers should evolve very fast over the next years. This chapter mainly
focuses on EMTP simulation, which is the best suited for power electronic simulation, but some soft-
wares are now offering a mix simulation EMTP/phasor; slow components like transmission networks
are simulated with phasor algorithm and this simulation is coupled with an EMTP simulation where fast
systems, like power electronics, are simulated. Looking to the past 10 years, one can expect that the use
of real simulation will keep growing and it seems like it is only limited by the need of the industries.
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19.1 Introduction
Speed control improves the efficiency of electrical machines under different operating conditions. This is
particularly important when the operating range is wide, such as in pumps and fans. Speed control must
also be used when a constant speed is required, for example, in paper mills and in robotic equipment,
even if the load changes. Electrical machines are usually controlled using a piece of power electronics
equipment called an inverter. Inverters only work with semiconductors in on-state and off-state, hence
they are very efficient and can synthesize a fully controllable AC waveform with adjustable frequency
and amplitude.

During the last decades, only two speed control strategies for electrical drives have reached widespread
industrial application: field-oriented control (FOC) and direct torque control (DTC). However, huge
advances in microprocessor technology have made it possible to develop more intelligent and sophis-
ticated control strategies for electrical drives. One of these strategies is model predictive control [1, 2],
which has recently been recognized as one of the most successful techniques that originated from mod-
ern control theory [3]. The term predictive control refers to a wide range of control methods that share
a common operating principle: to calculate, via optimization of the system model, the values of the
actuating variables so that over a given interval of time, the system output follows a desired trajectory
into the future [4]. The application of model predictive control is straightforward in power electronics
because of the availability of precise models and a finite number of control inputs given by the converter
switching states.

Predictive control was initially used to replace the inner current controllers in FOC [5, 6] and then
to control torque and flux [7, 8]. More recently, predictive schemes have been proposed to control
the speed directly [9]. The main advantages of the predictive algorithm are its simple implementa-
tion and its flexibility; it is easily adaptable to different AC machines such as permanent magnet syn-
chronous motors [10] and brushless [11] or doubly fed inductor generators [12]. The algorithm has been
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successfully applied to different converters, for example, cascaded H-bridge [13, 14], flying capacitors
[15] and matrix converters (MCs) [16, 17] and to different configurations such as multiphase drives [18]
and inverters with LC output filters [19].

In this chapter, an overview of classical speed control of machine drives is presented, followed by
an introduction to the model predictive control strategy, along with a description of the algorithm and
control scheme for current control. The predictive torque control (PTC) is developed and applied to an
MC to demonstrate the simplicity of applying this method to different converters and control objectives.
Finally, the technique is adapted to directly control the speed of the machine, including electrical and
mechanical dynamics in the same model and cost function.

19.2 Review of Classical Speed Control Schemes
for Electrical Machines

Speed control of AC machines using power electronics inverters has been the subject of intense research
during the last decades. However, since its introduction in the 1970s, only a few machine speed con-
trollers have been widely used in industrial drives. The first method adopted for industrial application
was FOC [20–22]. Although it was initially developed for induction motors [23, 24], the method was later
successfully adapted to synchronous motors [25, 26] and other electrical machines [27, 28]. Based on
linear control principles, FOC uses pulse-width modulation (PWM) [29] to linearize the discrete behav-
ior of the converter while employing linear models for current and flux. DTC is another well-established
speed control strategy [30]. This method was introduced in the 1980s and its main difference from FOC
is that it considers the discrete nature of the converter in the controller strategy. It is based on nonlinear
hysteresis controllers and a predefined switching table [31]. Like FOC, this method was developed for
induction motors [32, 33] and was later applied to permanent magnet synchronous machines (PMSMs)
[34, 35] and brushless DC machines [36], among others. Each of the aforementioned AC machine control
techniques have their own advantages and drawbacks, but they have become the industry standards for
control strategies [37].

In this section, the model of an induction machine is developed, and the two standard speed control
machines are depicted.

19.2.1 Electrical Machine Model

Any rotating electrical machine can be modeled by the equations of stator and rotor circuits. Considering
a squirrel-cage induction motor, the equations are

vs = rsis +
d𝝍 s

dt
(19.1)

0 = rrir +
d𝝍 r

dt
− j𝜔𝝍 r (19.2)

where vs is the voltage applied to the machine terminals, is is the stator current, 𝝍 s is the stator flux, rs

is the stator resistance, ir is the rotor current, 𝝍 r is the rotor flux, rr is the stator resistance and 𝜔 is the
rotational speed of the machine.

Although these equations define the dynamical behavior of currents and fluxes, the flux linkage
equations must be included to complete the model. These equations are

𝝍 s = lsis + lmir

𝝍 r = lmis + lrir (19.3)

where ls is the stator self-inductance, lr is the rotor self-inductance and lm is the mutual inductance.
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The electrical torque Te can be obtained as the amplitude of the cross-product of rotor and stator flux:

Te =
p

2

lm
l2
m − lslr

|𝝍 r × 𝝍 s| (19.4)

where p is the number of poles of the machine.

19.2.2 Field-Oriented Control

The FOC method takes advantage of the decoupled dynamics between electromagnetic torque and the
real (or direct) component of the rotor flux when the machine is represented in a rotating frame [38].
Considering the rotating transformation in phase with the direct component of the rotor flux, that is
𝜓rd = 0, the dynamics of the direct component of the rotor flux is as follows:

𝜓rd =
lm

𝜏rs + 1
isd (19.5)

where 𝜏r = lr∕rr. Because the quadrature component is zero, the amplitude of the rotor flux is

Ψr = 𝜓rd (19.6)

On the other hand, the torque can be expressed as

Te =
p

2

lm

lr

|𝝍 r × is| = p

2

lm

lr

|𝝍 risq| (19.7)

Considering that the flux dynamics are slower than the current, the torque can be controlled using the
imaginary component of the stator current. Therefore, according to the previous expressions 19.5 and
19.7, the rotor flux can be directly controlled by the real component of the stator current. And since the
flux reference is defined as constant, the torque can be controlled by the imaginary component of the
same current.

The block diagram in Figure 19.1 shows a standard implementation of FOC. Both the real and imag-
inary components of the stator current are controlled using linear proportional-integral (PI) controllers,
which give the required stator voltages. After a coordinate transformation from the rotating frame. To the
stationary three-phase frame, a PWM is used to generate the switching pulses that synthesize the fun-
damental stator voltage proportional to the reference value given by the linear current controllers. The
speed is also controlled using a linear PI controller, which gives the reference of the imaginary stator
current. As can be seen in the controller diagram, Figure 19.1, a number of coordinate transformations
must be made in order to properly calculate the controller variables.

Among the PWM techniques, the carrier-based and space vector techniques are the two most imple-
mented in industrial drives. The carrier-based PWM shown in Figure 19.2a generates the gating pulses
comparing the sinusoidal reference with a high-frequency triangular waveform. This carrier signal
defines the switching frequency. This type of modulation is very simple to implement using either analog
or digital circuits, but its voltage utilization factor is low. The space vector PWM, shown in Figure 19.2b,
synthesizes the reference voltage using the adjacent vectors produced by the converter and calculates
how much time the vectors must be applied for. This technique requires digital implementation, but
its voltage utilization factor is better than carrier-based PWM. Recently, a carrier-based PWM with
a modified modulation signal that improves the utilization factor was proposed. This approach is
called min–max modulation, because the modified reference is calculated by adding a common mode
given by

m∗
s = ms +

max(ms) −min(ms)
2

(19.8)
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where ms is the original modulation signal and m∗
s is the modified modulation signal. This modulation

has a utilization factor similar to space vector modulation (SVM) under certain conditions.
FOC strategy has a very high performance, as seen in Figure 19.3, which shows a speed reversal of an

induction machine. The machine speed reverses smoothly with very fast torque dynamics. A low ripple
in torque, flux and currents is also observed.

19.2.3 Direct Torque Control

The DTC strategy does not use a modulation method such as FOC, because it considers the discrete
nature of the converter and the effect of each switching state on the torque and flux [30]. If the resistive
losses are considered negligible, the voltage generated by the inverter can change the behavior of the
stator flux very rapidly, as shown in Figure 19.4, according to the following equation:

Δ𝝍 s ≈ vsTs (19.9)
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Figure 19.3 Speed reversal of an induction machine using field-oriented control
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where Δ𝝍 s is the variation of the stator flux and Ts is the sampling time. The working principle of DTC
is based on the change in stator flux produced by the stator voltage. The relationship between rotor and
stator flux is given by

𝝍 r =
ks

𝜏
′
r s + 1

𝝍 s (19.10)

where ks and 𝜏′r are machine parameters.
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The torque can be expressed in terms of rotor and stator flux [39]:

Te =
p

2

lm

l2
m − lslr

𝝍 r × 𝝍 s =
p

2

lm
l2
m − lslr

𝝍 r𝝍 s sin(𝛿) (19.11)

where 𝛿 is the angle between both fluxes, and 𝝍 r, 𝝍 s, are the rotor and stator flux amplitudes, respec-
tively. Therefore, the input voltage can simultaneously control the amplitude and angle of the stator
flux. Given that the rotor flux dynamics are slower than the stator flux, the input voltage can control the
torque and speed.

The key concept behind DTC is that the converter can produce a finite number of voltage combinations,
and, depending on the flux angle, it is possible to select four of them to produce positive and negative
changes in torque and flux. These selected combinations are predefined in a look-up table, which contains
the required changes in torque and flux and also the angles of the stator flux.

The block diagram of DTC is shown in Figure 19.5. The stator currents are measured to estimate the
values of the torque and flux vectors. The speed is controlled using a PI controller that generates the torque
reference. The torque and stator flux references are compared with the actual values, and the errors are
sent to hysteresis comparators, which in turn generate the required change signals in each variable. These
variables, in combination with the flux angles, are included in a look-up table. This table also contains
the gate signals needed to generate the voltage combinations that will follow the references.

The dynamic performance of DTC is slightly faster than FOC, as shown in Figure 19.6, where a speed
reversal of the machine is produced using this controller. The ripple is larger than FOC while the switch-
ing frequency is not fixed [40–42]. However, it is possible to control this switching frequency using a
variable hysteresis band.

As can be seen, DTC is a completely different approach than FOC, as it is based on nonlinear con-
trol and predefined control actions given by the discrete nature of the converter. Implementing DTC is
simpler than FOC, because DTC has no modulations and does not require any angle-dependent coordi-
nate transformations.

19.3 Predictive Current Control
Model predictive control has become a very promising control technique because of its intuitive working
principle, easy implementation and the advances in digital processor technology, which make its real
time implementation possible.
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Figure 19.6 Speed reversal of an induction machine using direct torque control

The working principle of model predictive control is to predict the behavior of the system based on a
model for each one of the switching states, and then select the state that optimizes the system’s behavior,
based on a defined cost function.

When the control objective is the stator current, predictive control can be included in the FOC scheme,
replacing the PI controllers. This approach, namely predictive current control (PCC), is the simplest
approach and it will be used to explain the key concepts behind the method, including predictive model,
cost function, predictive algorithm and control scheme.

From the machine model, it is possible to replace the stator flux in the stator equation, obtaining

vs = rsis + ls

dis

dt
+ lm

dir

dt
(19.12)

This is the only equation required to implement the PCC, as shown in the following.

19.3.1 Predictive Model

One of the most important elements in predictive control is the model. In the case of AC machines, this
refers to the discrete form, usually first-order forward Euler, of current and/or flux equations. In this case,
neglecting the derivative of the rotor current, the stator current at the next sample time can be calculated
as follows:

is(k + 1) =
(

1 −
rs

ls

Ts

)
is(k) +

1
ls

Tsvs(k) (19.13)

It is worth noting that the stator current corresponds to a first-order discrete model that often appears
in the models throughout this chapter. The stator voltage vs is synthesized by the inverter and can be
expressed as

vs(k) = s(k)VDC, (19.14)

where VDC is the constant DC voltage of the inverter and s(k) is the vector of the switching states. This
model must be evaluated for each one of the possible switching states the inverter can generate. The
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Table 19.1 Switching states and voltage vectors

S1 S2 S3 Voltage vector −→v

0 0 0 −→v 0 = 0

1 0 0 −→v 1 =
2
3

vDC

1 1 0 −→v 2 =
1
3

vDC + j

√
3

3
vDC

0 1 0 −→v 3 = −
1
3

vDC + j

√
3

3
vDC

0 1 1 −→v 4 = −
2
3

vDC

0 0 1 −→v 5 = −
1
3

vDC − j

√
3

3
vDC

1 0 1 −→v 6 =
1
3

vDC − j

√
3

3
vDC

1 1 1 −→v 7 = 0

converter traditionally used in low-voltage drives is the two-level voltage source inverter (2L-VSI) shown
in Figure 19.7a. This converter has six active switching states and two zero switching states, as shown in
Figure 19.7b. The output voltage vectors, as a function of the switching states, are presented in Table 19.1.

19.3.2 Cost Function

The cost function is usually related to the error in the variable of interest, in this case the stator cur-
rent. To perform the optimization, absolute values or a convex function such as a quadratic can be used.
Throughout this chapter, quadratic error cost functions are used. In the case of PCC, the cost function is

g = (i∗s − is(k + 1))2 (19.15)

where i∗s is the value of the reference current. It is important to note that the current variables are in three
phase, and therefore the cost function is composed of the sum of three quadratic errors. This cost function
requires the reference at the next sample time. The reference can be obtained by extrapolating from the
previous values or by using the actual reference if its dynamics is slower than the sample time.



616 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

19.3.3 Predictive Algorithm

One of the main advantages of the predictive method is that the control algorithm is always the same.
Other components such as the model, the cost function and the switching states may change depending
on the load, the control objectives and the converter topology, respectively.

As shown in Figure 19.8, the algorithm starts with the measurements of voltages and currents. Then, if
necessary, an observer is employed to estimate control variables and, if a low sample frequency is used,
for delay compensation [43]. Later, in a loop – or in parallel if the hardware allows it – the next sample
time variables for each switching state are predicted using the discrete model, and the cost function is
evaluated and minimized. Finally, the optimal switching state is selected and applied to the converter.

19.3.4 Control Scheme

In this case, the current predictive control is inserted into an FOC scheme, replacing the PI controllers,
as shown in Figure 19.9. It is worth noting that no modulation is needed, and therefore the number of
coordinate transformations required is lower than in the traditional FOC scheme.

Measurements

Observer and
delay compensation

j = 1 to N

Controlled variables
prediction

Cost function evaluation

Minimization

Apply optimal state

Yes

No
j = N

Figure 19.8 Predictive control algorithm flowchart
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Figure 19.10 Speed reversal of an induction machine using FOC with predictive current control

The speed reversal in Figure 19.10 shows a slightly faster dynamic of currents, torque and flux and
also a higher ripple than the original FOC.

19.4 Predictive Torque Control
In addition to controlling the current, predictive control can efficiently control other variables such as
flux and torque and even speed. The control scheme shown in this section is called PTC, and it can be
considered as an alternative to FOC and DTC.
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19.4.1 Predictive Model

The model of the machine is obtained using the stator dynamic (Equation 19.1) and torque
(Equation 19.4). Using the first-order Euler discrete model, the predicted flux is

𝝍 s(k + 1) = 𝝍 s(k) + Ts(vs(k) − rsis(k)) (19.16)

Considering that the rotor flux dynamics is slower than the stator flux, the next step is to approximate
the value of the rotor flux by using the actual rotor flux 𝝍 r(k + 1) ≈ 𝝍 r(k). The torque prediction is given
by

Te(k + 1) =
p

2

lm

l2
m − lslr

𝝍 r
T(k)J𝝍 s(k + 1) (19.17)

where ls, lr and lm are the stator, rotor and mutual inductances as defined in Section 19.2.1. The matrix
J is used to calculate the cross-product amplitude, and it can be defined in three-phase abc, two-phase
stationary 𝛼𝛽 or rotating dq frames [44].

19.4.2 Cost Function

The cost function used to control the torque and flux is

g = (Te(k + 1) − T∗e )
2 + 𝜆Ψ(|𝝍 s(k + 1)| − |𝝍∗

s |)2 (19.18)

where T∗e is the reference torque, 𝝍∗
s is the reference flux and 𝜆Ψ is a weighting factor that establishes a

relative importance between both terms. This factor corresponds to a design parameter of PTC [45].

19.4.3 Predictive Algorithm

The predictive algorithm is the same as the PCC, and it must be evaluated for the same switching states.
The only difference is that the torque and flux are evaluated instead of the currents and cost function.

19.4.4 Control Scheme

The control scheme for PTC is shown in Figure 19.11. The observer uses the load currents to generate
the rotor fluxes, stator fluxes and a delay-compensated version of the sampled currents. These variables
are used to generate the torque and stator flux predictions for each converter state.

As shown in the earlier section, the predictions are evaluated in the cost function using the flux and
torque references, and the optimal state is selected and applied directly to the converter. In this control
scheme, the torque reference is generated by an external PI controller that controls the speed. Figure 19.12
shows the experimental waveforms of a speed reversal using PTC. The results show a dynamic similarity
to DTC in both torque and current. As with the case of DTC, the control of the switching frequency has
also been addressed in the literature [46, 47].

One of the main advantages of PTC over DTC is the simplicity of control implementation when the
circuit topology changes [48, 49]. For example, a three-level neutral-point-clamped inverter requires the
use of several switching tables and an algorithm to select one of these tables for each sample time. Another
advantage of PTC is its flexibility to incorporate different control objectives, such as minimization of the
switching frequency [50], reduction of the common-mode voltage [16], or control of the input reactive
power [51, 52]. The next section will address both concepts: topology changes and additional control
objectives.
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Figure 19.12 Speed reversal of an induction machine using predictive torque control

19.5 Predictive Torque Control Using a Direct Matrix Converter
The MC is a direct converter where the output is directly related to the input, without energy storage
elements. The circuit topology of the MC is shown in Figure 19.13. It is composed of an arrangement
of nine bidirectional power switches that can connect each output phase to any of the input phases. The
output voltage is generated by connecting the input voltage to the load by using a proper combination of
switches. The converter input current has a PWM waveform, which requires an LC filter to reduce the
switching harmonics and to generate sinusoidal input currents. In this section, this converter is used to
demonstrate the flexibility of predictive control when a different converter is used and different function
objectives are evaluated.
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19.5.1 Predictive Model

The predictive model is very similar to the one shown in the earlier section. The main difference between
a VSI and an MC are the switching states. The MC has 27 possible combinations of output voltage instead
of eight switching states as with 2-L inverters. Furthermore, these output voltages depend on the input
voltage, producing moving switching states. Therefore, the only change of the model is in the way the
output voltages are calculated.

vs(k) = S(k)vi (19.19)

This behavior makes this converter extremely difficult to control with classic techniques; however,
predictive control can be applied directly as in VSI. This is one of the major advantages of predictive
control, because no matter how complex a converter may be, predictive control only needs to evaluate
the possible switching states.

19.5.2 Cost Function

As a first step, the cost function used to control the machine is the same as in Equation (19.18), controlling
the torque and the flux with a weighting factor for this last term.

19.5.3 Predictive Algorithm

The only difference of the predictive algorithm is the number of evaluations of the model, because the
MC has 27 possible combinations. Therefore, the algorithm is the same as the 2L-VSI.

19.5.4 Control Scheme

The PTC control scheme of an electric machine fed by an MC is shown in Figure 19.14. This scheme
has a very similar structure to that of PTC using a VSI, but the input voltage is now required to calculate
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the output voltage combinations. Predictive control is used to control torque and flux, and an external PI
is used to control speed.

Experimental results of a speed reversal using a matrix converter are shown in Figure 19.15. The torque,
flux and output currents show a very good dynamics, similar to when a 2L-VSI is used. However, it is
worth noting that the input currents are very noisy, and the reactive power is not controlled. This behavior
occurs because these variables are not modeled and not included in the cost function. These issues are
addressed in the following section.

19.5.5 Control of Reactive Input Power

In order to control the input reactive power and reduce the noise in the currents, a model of the input
filter and the reactive power prediction is required.

The model of the input filter is given by

vi = Rf ii + Lf

dii

dt
+ vc

ii = ir + Cf

dvc

dt
(19.20)

where vi and vc are the grid and capacitor voltages; ii and ir are the input and converter currents; and Rf ,
Lf and Cf are the filter parameters.

A discrete approximation of this equation is used to calculate the prediction of the input current. In this
case, a second-order discrete approximation [53] or an exact discrete model [54] must be used to avoid
resonances.

ii(k + 1) = a11 ii(k) + a12 vc(k) + b11 ir(k) + b12vi(k) (19.21)

where a11, a12, b11, b12 are parameters of the exact discrete model. If the input voltage is considered con-
stant between two consecutive samples, the input reactive power is then calculated as

Q(k + 1) = vT
i (k)Jii(k + 1) (19.22)

where the matrix J is the same matrix used to calculate torque in Section 19.4.1. To control the input
reactive power, the cost function must include a third term related to this variable

g = (Te(k + 1) − T∗e )
2 + 𝜆

𝜓
(𝝍 s(k + 1) − 𝝍∗

s )
2 + 𝜆Q(Q(k + 1) − Q∗)2 (19.23)
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Figure 19.15 Speed reversal of an induction machine fed by a matrix converter using PTC. No reactive input power
control

where Q∗ is the reference for the reactive power and 𝜆Ψ and 𝜆Q are weighting factors to give relative
importance to each term.

Therefore, the algorithm includes the model of the input current and reactive power and also, in the
evaluation of the cost function, the term related to reactive power. The control scheme has the same
structure as the previous one. The main differences are the filter variables (voltage and current), which
are now used in the predictive model. Experimental results in Figure 19.16 show that the speed, torque
and output current are similar to the previous approach, but the input current becomes sinusoidal and
reactive power is zero with a very small ripple.

This section has demonstrated the flexibility of predictive control when applied to a very complex
power topology, such as a matrix converter, to include the input reactive power control as an additional
control objective.

19.6 Predictive Speed Control
All the approaches presented in the earlier sections use a linear PI controller to generate the reference
torque and to control the speed. Predictive control, however, has the capability to control the speed
directly by including the mechanical dynamics of the machine in the model.
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Figure 19.16 Speed reversal of an induction machine fed by a matrix converter using PTC. With reactive input
power control

This section presents the predictive speed control of a permanent magnet synchronous motor (PMSM).
The stator model of a PMSM in a rotating dq frame is [9]

vs = Rsis + Ls

dis

dt
+ 𝜔m

𝜕Ls

𝜕𝜃m

is + j𝜔m𝝍 pm (19.24)

where 𝜔m is the mechanical speed, 𝜃m is the mechanical angle, 𝝍pm is the permanent magnet flux vec-
tor, and Rs and Ls are the stator windings parameters and the j in the last term stands for a quadrature
component. The electrical torque in a PMSM is given by

Te =
3
2
⋅ p ⋅ (Ψpmisq + (Lsd − Lsq)isdisq) (19.25)

where Lsd and Lsq are the stator inductances in the direction of the magnet flux and in quadrature, respec-
tively, and Ψpm is the amplitude of the permanent magnet flux. To control the speed machine with the
predictive approach, the mechanical model of the machine is required. This model is given by

Jm

d𝜔m

dt
= p ⋅ (Te − Tl) (19.26)

where Jm is the inertia of the rotor and Tl is the load torque.
The machine speed is modeled using a second-order discrete model in order to have a direct

feed-through from the input vs. The load torque is obtained using an estimator.
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19.6.1 Predictive Model

The observer uses the load current and speed to estimate a time-delay compensated version of the sampled
currents, the mechanical speed and the load. The predictions of the load current, electrical torque, and
speed in the next step time are as follows:

is(k + 1) = is(k) −
Ts

Ls

(
Rs + 𝜔m (k)

𝜕Ls

𝜕𝜃m

)
is(k) +

Ts

Ls

(vs(k) − 𝜔m(k)J𝜓pm(k)) (19.27)

Te(k + 1) = 3
2
⋅ p ⋅Ψpmisq(k + 1) + 3

2
⋅ p ⋅ (Lsd − Lsq)isd(k + 1)isq(k + 1) (19.28)

𝜔m(k + 1) = 𝜔m(k) +
Tsp

Jm

⋅ (Te(k) − Tl(k)) (19.29)

where Ts is the sample time and J is the matrix defined to calculate the torque in Section 19.4.1; here it
is used to calculate the quadrature component. It is worth noting that Equation (19.27) is expressed in
the three-phase abc frame and, therefore, the stator current must be rotated to the synchronous dq frame
in order to be used in Equation (19.28).

19.6.2 Cost Function

The cost function used in predictive speed control is composed of three terms: a steady-state Fss, a speed
transient Fst, and a set of constraints-related components Fcn:

g = Fss + 𝜆st𝛿(Δ𝜔m)Fst + 𝜆cnFcn (19.30)

The weighting factors 𝜆st and 𝜆cn are used to define the relative importance of these terms compared
with that of the speed error.

The cost function for the steady-state operation is defined as

Fss = (𝜔∗m − 𝜔m)2 + 𝜆T(Tl − Te)2 + 𝜆di2
d (19.31)

The first term uses the speed error to generate the reference tracking. The second term stabilizes the
torque at its steady-state value as the load torque, and the last term introduces an optimum value for the
torque-per-ampere ratio, thus minimizing the direct component of the current.

The function 𝛿(Δ𝜔m) establishes an operating range for the speed transient term. This function depends
on the speed error and is given by

𝛿(Δ𝜔m) =

{
Δ𝜔2

m if Δ𝜔2
m < 𝛿

𝛿 if Δ𝜔2
m ≥ 𝛿

(19.32)

where 𝛿 is a design parameter related to the maximum speed change allowed. This term assigns a
quadratic weight to Fst when the value of the speed change is smaller than 𝛿 and a constant weight
of Fst when the speed change is larger than 𝛿.

The cost function for the speed transient condition Fst is given by

Fst = 𝜆
′
T(sign (Δ𝜔l) T̂e − Te )

2 + 𝜆′di2
d (19.33)

The first term depends on the error between the actual torque and its maximum allowed value T̂ ,
controlling its dynamical change; the second term reduces the dynamic change of the torque-per-
ampere ratio.
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Finally, the term Fcn contains all the constraints required to protect the drive and is given by

Fcn =
N∑
k=1

fk (19.34)

As seen in the previous equation, this term can be composed of several terms, each one of them defined
by a nonlinear function that takes high values when the magnitude of the corresponding constrained vari-
able grows beyond the limits imposed by the drive specifications. For example, to implement a restriction
for the stator current, fis is given by

fis =

{||is
||2 − î2

s if |is| > îs

0 if |is| ≤ îs

(19.35)

This function is zero if the stator current amplitude is smaller than a predefined maximum limit îs and
it grows with a quadratic ratio if the stator current lies beyond this limit.

19.6.3 Predictive Algorithm

The predictive algorithm is the same as in the previous sections, but the model prediction and cost function
evaluation are different.

19.6.4 Control Scheme

Figure 19.17 shows the control scheme of the predictive speed control. In this case, the control is done
entirely inside the predictive algorithm. Therefore, no external current or speed controllers are required.

The weighting factors are adjusted heuristically through simulations. In both functional components
Fss and Fst, the 𝜆T and 𝜆d factors are adjusted to obtain effective torque tracking and acceptable current
ripple, respectively. In contrast, 𝜆st is adjusted considering the trade-off between precise speed control
Fss and aggressive control action Fst; in other words, high dynamics and rejection of high-frequency
effects. Further details about weighting factor design are given in the references [55, 56].
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Figure 19.17 Block diagram of predictive speed control
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Figure 19.18 Speed reversal of a permanent magnet synchronous machine using predictive speed control

The experimental results in Figure 19.18 show a very good control of speed without overshooting.
The torque and currents also exhibit a fast dynamic behavior. It is remarkable that this control strategy
generates sinusoidal stator currents without sinusoidal references, modulation, or linear controllers.

19.7 Conclusions
Over the course of more than five decades, the electrical community learned that in order to inject con-
trolled sinusoidal currents in the stator of an AC machine, sinusoidal references, a linear controller and
a pulse-width modulator were necessary, according to the classical linear control theory. This chapter
shows that this is not strictly true.

This chapter has demonstrated that MPC is conceptually different and simpler than classical techniques
like FOC and DTC. MPC offers a high flexibility to control different circuit topologies and to manage
several control objectives, without adding significant complexity.

The advances in modern control theory and in microprocessors have made it possible to apply MPC
in power electronics and drives in a natural and simple way. The results shown demonstrate that, in
principle, MPC allows for high-quality speed control of AC machines. This method shows a behavior
similar to the well-established drive controllers. However, there are a number of aspects that must be
clarified in the near future in order to bring MPC to industrial application in drives. First, a rigorous
comparison with the existing techniques must be done in order to assess the possible advantages of MPC
in terms of performance and simplicity. In addition, the design procedure for MPC must be improved
to a more simple and systematic form, as other standard control strategies typically are. In particular,
a simpler and more systematic procedure must be found to calculate the weighting factors used in the
quality functions.

Finally, the authors consider that MPC can dramatically change the way electrical energy is controlled
using power semiconductors, and it offers challenging opportunities for research in power electronics
and electrical drives.
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20
The Electrical Drive Systems with
the Current Source Converter

Marcin Morawiec and Zbigniew Krzeminski
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Poland

20.1 Introduction
Digital-circuit engineering allows the use of high-efficiency microprocessors or signal processor appli-
cations in power converters. These high-performance processors have high-frequency clock timing and
cache memory. The arithmetic-logic operations with floating point processors are not the cause, and the
operation time is shorter than a few years ago. As a result, it is possible to implement more complicated
applications with advanced control systems. The circuits used for power conversion applied in drives with
induction motors (IMs) are classified into two groups: voltage source inverters (VSIs) and current source
inverters (CSIs). The VSIs are used more often than the CSIs because of their better properties. Nowa-
days, the development of power electronic devices has enormous influence on applications of systems
based on the CSI and creates new possibilities.

In the 1980s, CSIs were the main commonly used electric machine feeding devices. Characteristic
features of those drives were the motor electromagnetic torque pulsations, the voltage and the current
with higher harmonic content. The CSI comprised a thyristor bridge and large inductance and com-
mutation capacitors. Serious problems in such drive systems were unavoidable in overvoltage cases
during the thyristor commutation, as the CSI current is supplied in a cycle from a DC-link circuit to the
machine-phase winding. The thyristor CSI has been replaced by the transistor reverse-blocking IGBT
(RBIGBT) devices, where the diode is series connected and placed in one casing with the transistor.
Power transistors, like RBIGBT or silicon carbon (SiC), used in the modern CSIs guarantee superior
static and dynamic drive characteristics.

The electric drive development trends are focused on the high-quality system. The use of current
sources for the electric machine control ensures better drive properties than in the case of voltage sources,
where it may be necessary to use an additional passive filter at the inverter output. Pulse-width modulation
(PWM) with properly chosen DC-link inductor and input–output capacitors results in sinusoidal inverter
output currents and voltages. Methods of calculating proper inductance in the DC link were proposed in
Refs. [1–6]. Properties of the DC-link circuit of the current source converter (CSC) force the utilization
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of two fully controlled inverters to supply the system with an electric motor. The first – CSI – generates
the current output vector to supply the IM. The second – current source rectifier (CSR) – generates a
DC voltage to supply a DC-link circuit. The strategy for controlling the output current vector of CSI can
be realized in two ways [1–8]. The first is based on changes in the modulation index while the value of
the current in the DC-link circuit remains constant [5, 6]. The second method is based on changes in the
DC-link current. In this case, the CSI is working with a constant maximum value of the PWM modu-
lation index. Control of the modulation index in CSI is used in drive systems, where a high dynamic of
the electromagnetic torque should be maintained [5, 6]. A high current in the DC-link circuit is a reason
for high power losses in CSI. The simplified control method is the scalar control: current to slip (I/s).
This method is very simple to implement, but the drive system has average performance (only one con-
troller is necessary, the current in the DC link is kept at a constant value by a proportional-integral (PI)
controller).

The drive system quality is closely connected with the machine control algorithm. The space vector
concept, introduced in 1959 by Kovacs and Racz, opened a new path in the electric machine mathematical
modeling field. The international literature on the subject presents drive systems with the CSI feeding
an IM with the control system based on the coordinate system orientation in relation to the rotor flux
vector (FOC – field-oriented control). Such control consisted of the DC-link circuit current stabilization
[5, 6, 8]. In such control systems, the control variables are the inverter output current components. This
control method is presented in Ref. [9], where the authors analyze the control system based on direct
torque control. The control process where the control variable is the inverter output current may be called
the current control of an IM supplied by the CSI.

Another control method for a CSI-fed IM uses the DC-link circuit voltage and the motor slip as control
variables. That type of control may be called the voltage control of a CSI-fed IM, as the DC-link circuit
voltage and angular frequency of the current vector are the control variables. The proposed control strat-
egy is based on nonlinear multi-scalar control [1–4]. Nonlinear control may result in better properties in
cases where the IM is fed by the CSI. To achieve independent control of flux and rotor speed, a new non-
linear control scheme is proposed. In this control method, the inverter output currents are not controlled
variables. The voltage in the DC link and the pulsation of the output current vector are the controlled
variables that can be obtained by nonlinear transformations and are proposed by the authors in Refs.
[1–4, 10]. The multi-scalar model is called the extended model because the mathematical model con-
tained the DC-link current and output capacitor equations. This full mathematical model of an induction
machine with the CSI is used to derive a new multi-scalar model. In the proposed method, the output cur-
rent vector coefficients are not controlled variables. The output current vector and the flux vector are used
to achieve new multi-scalar variables and a new multi-scalar model. The control system structure may be
supported on PI controllers and nonlinear decoupling or different controllers, for example, sliding-mode
controllers, the backstepping control method, or fuzzy neural controllers.

20.2 The Drive System Structure
The configuration of the drive system with the CSI is presented in Figure 20.1. The integral parts of the
system are the inductor in the DC link and the output capacitors. In Figure 20.1, the structure with the
chopper as an adjustable voltage source is presented.

The chopper with the small inductor L (a few mH) forms the large dynamic impedance of the current
source. In the proposed system, the transistors form a commutator that transforms the DC current into
an AC current. The current is controlled by the voltage source ed in the DC link. In this way, the system
with CSI remains voltage controlled and the differential equation for the DC link may be integrated with
the differential equation for the stator. The inductor limits current ripples during commutations of the
transistors. The transistors used in this structure are called RBIGBT transistors. This structure has diode
series connected with an IGBT in the same transistor module. The double six transistor bridge CSC, in
which bidirectional energy transmission is possible, is shown in Figure 20.2.
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Figure 20.2 The current source converter

CM

ic

isif

usuDed

L

L

CL

iLc

ifsiL

vs M

Figure 20.3 The simplified scheme of the CSC

In order to avoid resonance problems, the CSI or CSC structure parameters (input–output capacitors
and inductor) ought to be properly chosen. The transistor CSI or CSC structures should guarantee sinu-
soidal stator current and voltage of the IM if the parameters are selected by an iteration algorithm [11].

It is possible to simplify the scheme of CSC in the way shown in Figure 20.3. The RBIGBT transistors
are considered as unidirectional switches connecting the supply to the DC link and the DC link to the
load. The models of the capacitors and DC link are introduced below.

The mathematical model of the CSC, determined by a commutation function, was presented in
Ref. [4]. In this chapter, the differential equations of capacitors CL and CM and the DC-link model are
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presented below. The input capacitors’ model in the 𝛼𝛽 stationary coordinate system is as follows:

dvs𝛼

d𝜏
= 1

CL

(ifs𝛼 − iL𝛼) (20.1)

dvs𝛽

d𝜏
= 1

CL

(ifs𝛽 − iL𝛽 ) (20.2)

dus𝛼

d𝜏
= 1

CM

(if𝛼 − is𝛼) (20.3)

dus𝛽

d𝜏
= 1

CM

(if𝛽 − is𝛽) (20.4)

diD

d𝜏
= 1

L
(ed − RdiD − uD) (20.5)

where 𝛼𝛽 is the stationary coordinate system; if𝛼 , if𝛽 are the output six transistors bridge current; ifs𝛼 , ifs𝛽

are the input six transistors bridge current; is𝛼 , is𝛽 are the stator current vector coefficients; us𝛼 , us𝛽 are
the stator voltage vector coefficients; vs𝛼 , vs𝛽 are the supply voltage vector coefficients; L is the DC-link
inductance; Rd is theinterior inductor inductance; CM is the output capacity of capacitor; CL is the input
capacity of capacitor; and iD is the DC-link current.

The voltage uD in the DC link is the input voltage to the machine side CSI. This voltage is determined
by the equation:

uD ≈
if𝛼u

s𝛼
+ if𝛽u

s𝛽

iD

(20.6)

The output vector current
−→
i f is determined:

ifx = K ⋅ iD (20.7)

When K ≈ 1 the output current |−→i f | = ifx = iD. If ifx = iD in an xy coordinate system (Figure 20.20),

in which the x axis is overlapped with output current vector
−→
i f , one obtains:

difx

d𝜏
= 1

L
(ed − Rdifx − usx) (20.8)

20.3 The PWM in CSCs
The methods provided to form the output current’s if primary harmonic were called modulations in the
literature. The PWM deserves particular attention. The method is based on the rotation of the reference
space vector. This method was shown in Refs. [1, 2, 12–14]. The average values of output current vector
components in the sampling time are received by turning on switch states in cycles. In accordance with
space vector theory, the projection of three-phase currents by space vectors in the 𝛼𝛽 stationary coordinate
system is possible. The three-phase currents (isa, isb, isc) can be specified by reference to the space vector
module marked I0 and rotated with angular speed 𝜔0 in the 𝛼𝛽 orthogonal system (Figure 20.4).

The PWM CSI uses six unidirectional switches in two bridge legs: the first in the upper part (switches
1, 3, 5) and the second in the lower part of the bridge (switches 4, 6, 2). The switches from Figure 20.5
should be chosen in such a way that continuous current is assured in the DC link. This condition will be
fulfilled if two switches suitably conduct. Active vectors are denoted as I1 to I6. Three passive vectors
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Figure 20.5 Configuration of the CSI switches

(zero vectors) are denoted as I7, I8, I9 in Figure 20.5. The inverter output current vectors from I1 to I9 are
presented in Table 20.1.

The reference vector I0, composed with adjacent active space vector coefficients, is shown in
Figure 20.6. In the orthogonal 𝛼𝛽 stationary system, the value of module I0 follows from the transform
of the three-phase values to a two-phase system, where the invariant power will be taken into account:

|I0| =√
2 ⋅ iD (20.9)

where |I0| is the module of output current vector and iD is the DC-link current.
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Table 20.1 The space vector states

Switches I1 I2 I3 I4 I5 I6 I7 I8 I9

1 1 0 0 0 0 1 1 0 0
2 1 1 0 0 0 0 0 0 1
3 0 1 1 0 0 0 0 1 0
4 0 0 1 1 0 0 1 0 0
5 0 0 0 1 1 0 0 0 1
6 0 0 0 0 1 1 0 1 0

t1(i)
In(i)

I0

In(i)

In(i + 1)

In(i + 1)

t2(i + 1)
Timp Timp

α

β

Figure 20.6 The method to compute average space vector values in each cycle time

The values of the output current vectors when the passive vectors are turned on are equal to zero.
Therefore,

In𝛼 = In𝛼(i) + In𝛼(i + 1) (20.10)

In𝛽 = In𝛽(i) + In𝛽(i + 1) (20.11)

In𝛼 =
t1(i)
Timp

In𝛼(i) +
t2(i + 1)

Timp

In𝛼(i + 1) (20.12)

In𝛽 =
t1(i)
Timp

In𝛽 (i) +
t2(i + 1)

Timp

In𝛽(i + 1) (20.13)

where t1,2 is the active vector times; t0 is the passive vector time; Timp is the cycle time; I
𝛼
,
𝛽

is the space
vector coefficient in (𝛼𝛽) (index i is the number of the active vector, n is the sector number).

Using Equations (20.10)–(20.13) the active and passive vector times are obtained

t1 =
In𝛼 ⋅ In𝛽(i + 1) − In𝛽 ⋅ In𝛼(i + 1)

In𝛼(i) ⋅ In𝛽(i + 1) + In𝛽(i) ⋅ In𝛼(i + 1)
(20.14)
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t2 =
−In𝛼 ⋅ In𝛽(i) + In𝛽 ⋅ In𝛼(i)

In𝛼(i) ⋅ In𝛽(i + 1) + In𝛽(i) ⋅ In𝛼(i + 1)(i + 1)
(20.15)

t0 = Timp − (t1 + t2) (20.16)

The inverter output current coefficients are shown in Figure 20.7.
The FFT of stator current and stator voltage are shown in Figures 20.8 and 20.9.

20.4 The Generalized Control of a CSR
The CSR in the CSC can be treated as a voltage-controlled source. The transistor modulation of the CSR
can be similar to that of the CSI (Section 20.3) The current control of CSR was presented in Refs. [15, 16]
and voltage control was presented in Refs. [14].

10 20 30 40Time [ms] 

ifβ

ifα

‒1

‒1

1

1

Figure 20.7 The output current vector coefficients in per unit values

Stator current isa
5A/div

50 mAFFT
50 Hz

Figure 20.8 The FFT of stator current (5.5 kW induction motor)
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Figure 20.9 The FFT of stator voltage (5.5 kW induction motor)
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Figure 20.10 The supply current vector and voltage in the dq system

On the assumption that the CSR is an ideal converter of energy, the dependence can be written

ifsd|vs| ≈ ediD (20.17)

where dq is the coordinate system connected with the supply vector voltage (Figure 20.10).
Taking into account the current control of the CSR [15, 16] in which the control variables of a machine

are stator current vector components, one obtains

i∗fsd ≈
e∗di∗f|vs| (20.18)

where the reference values are indexed by “*,” i∗f is the output current vector module from the machine
control system and e∗d is from, for example, the current PI controllers (Figure 20.11).
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Figure 20.11 The control scheme of the CSC in which the machine can be controlled by voltage or the current
control system

The reference current module is as follows:

i∗fs =
√

i∗2
fsd + i∗2

fsq (20.19)

where the i∗fsq is determined by

i∗fsq =
vs𝛼ifs𝛽 − vs𝛽 ifs𝛼|vs| =

e∗qi∗fs|vs| (20.20)

and e∗q:

e∗q =
q∗

iD

where
q∗ = vs𝛼iL𝛽 − vs𝛽 iL𝛼 (20.21)

The reference current angel
−→
i
∗

fs is determined as

𝜑i = arctg

(
i∗fsq

i∗fsd

)
(20.22)

When the voltage control of a machine is taken into account, the above equations must be modified:

i∗fsd ≈
e∗diD|vs| (20.23)

i∗fsq ≈
e∗qiD|vs| (20.24)

i∗fs =
iD|vs|

√
e∗2

d + e∗2
d (20.25)
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Figure 20.12 The input current vector components and measurement voltage ed

The input current reference to the PWM is

i∗fs𝛼 = Mii
∗
fs cos(𝜑us + 𝜑i) (20.26)

i∗fs𝛽 = Mii
∗
fs cos(𝜑us + 𝜑i) (20.27)

where Mi < 1.0 pu is the modulation index.
The times of the active and passive vectors are similar to Equations (20.14)–(20.16):

t1s =
i∗fs𝛼 ⋅ In𝛽 (i + 1) − i∗fs𝛽 ⋅ In𝛼(i + 1)

(In𝛼(i) ⋅ In𝛽 (i + 1) + In𝛽 (i) ⋅ In𝛼(i + 1))
(20.28)

t2s =
i∗fs𝛼 ⋅ In𝛽 (i) − i∗fs𝛽 ⋅ In𝛼(i)

(In𝛼(i) ⋅ In𝛽 (i + 1) + In𝛽 (i) ⋅ In𝛼(i + 1))
(20.29)

t0s = Timp − (t1s + t2s) (20.30)

where t1s, t2s are the active vector times; t0s is the passive vector time; i is the number of active vectors
and n is the number of sectors.

In Figure 20.12, the currents ifs𝛼 ,
𝛽

and voltage ed are shown. In Figure 20.13, the line current iL𝛼 and
supply voltage uLab are presented. In iL𝛼 , the current subharmonics are visible, because in the experiment
the CSC was without the input inductors L.

20.5 The Mathematical Model of an Asynchronous and a Permanent
Magnet Synchronous Motor

The mathematical model of an asynchronous and a synchronous machine are obtained under the assump-
tions presented in Refs. [1–4, 10]. The differential equations of an asynchronous machine for vectors
(
−→
i s,
−→
𝜓 r) are as follows:

disx

d𝜏
= −

RsL
2
r + RrL

2
m

Lrw𝜎

isx +
RrLm

Lrw𝜎

𝜓rx + 𝜔0isy + 𝜔r

Lm

w
𝜎

𝜓ry +
Lm

w
𝜎

usx (20.31)
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disy

d𝜏
= −

RsL
2
r + RrL

2
m

Lrw𝜎

isy +
RrLm

Lrw𝜎

𝜓ry − 𝜔0isx − 𝜔r

Lm

w
𝜎

𝜓rx +
Lm

w
𝜎

usy (20.32)

d𝜓rx

d𝜏
= −

Rr

Lr

𝜓rx + (𝜔0 − 𝜔r)𝜓ry +
RrLm

Lr

isx + urx (20.33)

d𝜓ry

d𝜏
= −

Rr

Lr

𝜓ry − (𝜔0 − 𝜔r)𝜓rx +
RrLm

Lr

isy + ury (20.34)

d𝜔r

d𝜏
=

Lm

JLr

(𝜓rxisy − 𝜓ryisx) −
1
J

TL (20.35)

where𝜔0,𝜔r are the proper angular speeds of the (xy) coordinate system and rotor speed; J is the machine
inertia; TL is the load torque; Rs is the stator resistance; Rr is the rotor resistance; Ls is the stator induc-
tance; Lr is the rotor inductance; and Lm is the mutual inductance.

w
𝜎
= 𝜎LrLs

and dissipation coefficient 𝜎 is defined as

𝜎 = 1 −
L2

m

LsLr

Vector coefficients are indicated by x and y. The xy coordinate system is rotating with 𝜔0.

50V

10ms1A
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Figure 20.13 The line current iLa and supply voltage uLab
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The differential equations of the permanent magnet synchronous machine (PMSM) in the 𝛼𝛽 stationary
system are as follows [17–19]:

di
𝛼

d𝜏
= −

Rs

Ls

i
𝛼
+ 1

Ls

𝜔r𝜓f𝛽 +
1
Ls

us𝛼 (20.36)

di
𝛽

d𝜏
= −

Rs

Ls

i
𝛽
− 1

Ls

𝜔r𝜓f𝛼 +
1
Ls

us𝛽 (20.37)

d𝜔r

d𝜏
= 1

J
(𝜓

𝛼
i
𝛽
− 𝜓

𝛽
i
𝛼
) − 1

J
TL (20.38)

and

𝜓
𝛼
= Lsi𝛼 + 𝜓f𝛼 (20.39)

𝜓
𝛽
= Lsi𝛽 + 𝜓f𝛽 (20.40)

𝜓f𝛼 = 𝜓f cos 𝜃r (20.41)

𝜓f𝛽 = 𝜓f sin 𝜃r (20.42)

e
𝛼
=

d𝜓f𝛼

d𝜏
= −𝜓f𝜔r sin 𝜃r (20.43)

e
𝛽
=

d𝜓f𝛽

d𝜏
= 𝜓f𝜔r cos 𝜃r (20.44)

where i
𝛼
,
𝛽

is the stator current vector coefficients; 𝜓 f𝛼, 𝛽 is the permanent magnet flux vector coefficients;
us𝛼,𝛽 is the stator voltage vector coefficients; 𝜔r is the rotor angular speed; 𝜃r is the rotor position; Rs is
the stator resistance; Ls is the stator inductance; TL is the load torque; and J is the motor inertia.

The interior permanent magnet motor (IPMSM) mathematical model is as follows [18, 19]:

did

d𝜏
= −

Rs

Ld

id +
Lq

Ld

𝜔riq +
1
Ld

ud (20.45)

diq

d𝜏
= −

Rs

Lq

iq −
Ld

Lq

𝜔rid −
1
Lq

𝜔r𝜓f +
1
Lq

uq (20.46)

d𝜔r

d𝜏
= 1

J
[𝜓f iq + (Ld − Lq)idiq − TL] (20.47)

d𝜃r

d𝜏
= 𝜔r (20.48)

where 𝜔r is the rotor angular speed; 𝜃r is the rotor position; id, iq are the stator current vector coefficients
in dq; Ld, Lq are the stator inductances; Rs is the stator resistance; J is the motor inertia; TL is the load
torque; 𝜓 f is the module of the flux vector; and ud, uq are the stator voltage vector coefficients in dq.

20.6 The Current and Voltage Control of an Induction Machine

20.6.1 Field-Oriented Control

The FOC is the one of the current control methods. FOC is the most popular control method used in
electrical drive systems and has been presented in many papers, for example, in Refs. [5–7, 20]. Control
without decouplings is the simplest version of control. The mathematical model is connected with the
(dq) coordinate system in which the d-axis is aligned to the rotor flux vector. The control variables are



642 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

ω*
r

i*
sq

i*
sdψ*

rd

ψrd

ωr
‒

‒

i*
sα

dq

i*
sβαβ

Figure 20.14 The FOC control system structure with PI controllers without decoupling variables

D
ec

ou
pl

in
g

i*
sq

i*
sq

i*
fd

i*
fq

i*
fα

i*
fβ

dq

αβ

X*
11

X*
21

X21

‒

X11

‒

Figure 20.15 The FOC control system structure with PI controllers and decoupling variables

the PI controller outputs and the reference values of the PWM. The PI-controller outputs are the stator
current components isq and isd. The voltage ed is determined with the help of an additional PI controller.
The scheme of the FOC control system is shown in Figures 20.14 and 20.15.

The mathematical model of an induction machine in the (dq) coordinate system with the rotor flux
vector is determined:

disd

d𝜏
= −

RsL
2
r + RrL

2
m

Lrw𝜎

isd +
RrLm

Lrw𝜎

𝜓rd + 𝜔 risq +
Lr

w
𝜎

usd (20.49)

disq

d𝜏
= −

RsL
2
r + RrL

2
m

Lrw𝜎

isq − 𝜔r

Lm

w
𝜎

𝜓rd − 𝜔 r isd +
Lr

w
𝜎

usq (20.50)

d𝜓rd

d𝜏
= −

Rr

Lr

𝜓rd +
RrLm

Lr

isd (20.51)

d𝜓rq

d𝜏
= −(𝜔 r − 𝜔r)𝜓rd +

RrLm

Lr

isq (20.52)

d𝜔r

d𝜏
=

Lm

JLr

𝜓rdisq −
1
J

TL (20.53)

For the capacitors the model can be obtained:

dusd

d𝜏
= 1

CM

(ifd − isd) + 𝜔𝜓rusq (20.54)

dusq

d𝜏
= 1

CM

(ifq − isq) − 𝜔𝜓rusd (20.55)

where: 𝜔
𝜓r = 𝜔r +

RrLm

Lr

isq

𝜓rd
is from (20.52).
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In Equations (20.49)–(20.53), representing the cage IM mathematical model, the stator current vector
components appear but the direct control variables do not. Therefore, control variables must be intro-
duced into the mathematical model (20.49)–(20.53). Subtracting from and adding to Equation (20.49)
the component isd and to Equation (20.50) the component isq, one obtains

disd

d𝜏
= −

RsL
2
r + RsL

2
m + Lrw𝜎

Lrw𝜎

isd +
RrLm

Lrw𝜎

𝜓rd +
Lr

w
𝜎

usd + v1 (20.56)

disq

d𝜏
= −

RsL
2
r + RrL

2
m + Lrw𝜎

Lrw𝜎

isq − 𝜔r

Lm

w
𝜎

𝜓rd +
Lr

w
𝜎

usq + v2 (20.57)

where

v1 = 𝜔𝜓ri
∗
sq + i∗sd

v2 = i∗sq − 𝜔𝜓ri
∗
sd

the control variables are indicated: i∗sd , i∗sq.
Using the linearization method described in Ref. [10], the following relations are obtained, where m1

is the subordinated regulator output in the speed control line and m2 is the subordinated regulator output
in the flux control line:

v1 =
1
T1

m1 −
RrLm

Lrw𝜎

𝜓rd −
Lr

w
𝜎

usd (20.58)

v2 =
1
T1

m2 + 𝜔r

Lm

w
𝜎

𝜓rd −
Lr

w
𝜎

usd (20.59)

where
1
Ti

=
RsL

2
r + RrL

2
m + Lrw𝜎

Lrw𝜎

The control variables have the form:

i∗sd =
v1 − 𝜔𝜓rv2

𝜔
2
𝜓r + 1

i∗sq =
v2 + 𝜔𝜓rv1

𝜔
2
𝜓r + 1

The above equations are obtained under the assumption that CM ≈ 0.
The transients of state variables for the FOC are shown in Figure 20.16 (motor start-up) and in

Figure 20.17 (motor reverse to −0.8 pu).

20.6.2 The Current Multi-Scalar Control

The author in Ref. [10] showed the mathematical model of an induction machine which is called the
multi-scalar model. The following new state of the variables was chosen:

x11 = 𝜔r (20.60)

x12 = 𝜓r𝛼 is𝛽 − 𝜓r𝛽 is𝛼 (20.61)

x21 = 𝜓
2
r𝛼 + 𝜓

2
r𝛽 (20.62)

x22 = 𝜓r𝛼 is𝛼 + 𝜓r𝛽 is𝛽 (20.63)
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Figure 20.16 The transients of state variables when the motor is starting up, up to 0.7 pu, 5.5 kW induction motor
(experimental test)
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Figure 20.17 The transients of state variables when the motor is reversing, to −0.8 pu, 5.5 kW induction motor
(experimental test)

where x11 is the rotor angular speed; x12 is the electromagnetic torque; x21 is the square of rotor flux; x22

is the additional variables; and 𝛼𝛽 is the stationary system.
Using Equations (20.31)–(20.35) and differentiating Equations (20.60)–(20.63), the multi-scalar

model of an induction machine supplied by a VSI is obtained [10]:

dx11

d𝜏
=

Lm

LrJ
x12 −

TL

J
(20.64)

dx12

d𝜏
= −Tix12 − x11

(
x22 +

Lm

w
𝜎

x21

)
+

Lr

w
𝜎

u11 (20.65)

dx21

d𝜏
= −2

Rr

Lr

x21 + 2
RrLm

Lr

x22 (20.66)

dx22

d𝜏
= −Tix22 + x11x22

RrLm

w
𝜎
Lr

x21 +
RrLm

Lr

i2
s +

Lr

w
𝜎

u22 (20.67)
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where

Ti =
RsLr + RrLs

w
𝜎

i2
s = i2

s𝛼 + i2
s𝛽

u11 = 𝜓r𝛼us𝛽 − 𝜓r𝛽us𝛼 (20.68)

u22 = 𝜓r𝛼us𝛼 + 𝜓r𝛽us𝛽 (20.69)

The decoupling controls of an induction machine supplied by a VSI are as follows:

u11 =
w
𝜎

Lr

[
x11

(
x22 +

Lm

w
𝜎

x21

)
+ 1

Ti

m1

]
(20.70)

u22 =
w
𝜎

Lr

[
−x11x12 −

RrLm

Lr

i2s −
RrLm

Lrw𝜎

x21 +
1
Ti

m2

]
(20.71)

An induction machine supplied by a CSI may be controlled in the same way as the VSI. The general-
ized control is provided by an induction machine multi-scalar model formulated for the voltage inverter
machine control Equations (20.64)–(20.67). The variables u11, u22 can be treated as extended multi-scalar
variables. Differentiating Equations (20.68) and (20.69), one obtains

du11

d𝜏
= −

Rr

Lr

u11 − x11u22 +
RrLm

Lr

qs −
1

CM

x12 + v11 (20.72)

du22

d𝜏
= −

Rr

Lr

u22 + x11u11 +
RrLm

Lr

ps +
1

CM

x22 + v22 (20.73)

where

ps = us𝛼is𝛼 + us𝛽 is𝛽 (20.74)

qs = is𝛼is𝛽 − is𝛽us𝛼 (20.75)

The variables in Equations (20.70) and (20.71) can be treated as input variables to the internal control
system and denoted by index “*.” The tracking errors of extended variables are

eu1 = u∗11 − u11 (20.76)

eu2 = u∗22 − u22 (20.77)

Nonlinear decoupling controls by feedback linearization are obtained from Equations (20.72) and
(20.73):

v11 = −
Rr

Lr

vp1 −
RrLm

Lr

qs +
1

CM

x12 + x11u22 (20.78)

v22 = −
Rr

Lr

vp2 −
RrLm

Lr

ps +
1

CM

x22 − x11u11 (20.79)
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The control variables of an induction machine supplied by a CSI are as follows:

if𝛼 = −CM

v11𝜓r𝛽 − v22𝜓r𝛼

x21

(20.80)

if𝛽 = CM

v11𝜓r𝛼 + v22𝜓r𝛽

x21

(20.81)

The control system of extended multi-scalar variables with PI controllers is shown in Figure 20.18.
The transients of state variables for current multi-scalar control are shown in Figure 20.19. Two decou-

pled subsystems are obtained. The current iD is proportional to x12 because the additional PI controller
of iD is applied.
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up and reversing 5.5 kW induction machine (experimental test)



The Electrical Drive Systems with the Current Source Converter 647

20.6.3 The Voltage Multi-Scalar Control

Another control method of a CSI-fed IM was called voltage control. The DC-link circuit voltage ed and
angular frequency 𝜔if of the current vector are the control variables. Proposed control strategy is based
on nonlinear multi-scalar control [1–4, 10]. To achieve independent control of the flux and rotor speed,
a new nonlinear control scheme is proposed. In this control method, the inverter output currents are not
controlled variables. The voltage in DC-link ed and pulsation of output current vector 𝜔if are the con-
trolled variables, which can be obtained by nonlinear transformations and are proposed by the authors
in Refs. [1–4]. The multi-scalar model is called the extended model because the mathematical model
contained the DC-link current and the output capacitor equations. This full mathematical model of an
induction machine with the CSI is used to derive a new multi-scalar model. In the proposed method,
the output current vector coefficients are not controlled variables. The output current vector and the flux
vector are used to achieve the multi-scalar variables and the multi-scalar model. The control system struc-
ture may be supported on PI controllers and nonlinear decouplings or different controllers, for example,
sliding-mode controllers, the backstepping control method, or fuzzy neural controllers. The author in
Ref. [4] revealed proof of stability of the simplified multi-scalar control while the parameters of the CSI
are optimally selected. When the capacitance CM is neglected, the stator current vector

−→
is is about 5%

out of phase to
−→
if , while the nominal torque is set. Then, the control variables and decoupling are not

precisely obtained. The error is smaller than 2% because the PI controllers improved it.
In order to compensate for these errors, the capacity CM to mathematical model is applied.
The variables in the rotating (xy) frame of reference system are presented in Figure 20.20.
For xy system in stationary state, Equations (20.3) and (20.4) lead to dependencies:

isx = ifx + 𝜔if CMusy − CM

dusx

d𝜏
(20.82)

isy = −𝜔if CMusx − CM

dusy

d𝜏
(20.83)

In xy – system ( dusx

d𝜏
,

dusy

d𝜏
≈ 0) or in the stationary state:

ivx = isx ≈ ifx + 𝜔if CMusy (20.84)

ivy = isy ≈ −𝜔if CMusx (20.85)

r
r

r

β

ωu

ωif

θif

x

α

is
if

ifα

ifβ

us

y

Figure 20.20 The variables in the rotating frame of reference
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The new mathematical model of the drive system is obtained from Equations (20.84)–(20.85), through
differentiation and using (20.3)–(20.4) and (20.8) in the xy coordinate system:

divx

d𝜏
= −

Rd

L
ifx +

1
L

ed −
1
L

usx − 𝜔if CMivy − 𝜔2
if C

2
Musx (20.86)

divy

d𝜏
= −𝜔if CMifx + 𝜔if CMivx − 𝜔

2
if C

2
Musy (20.87)

d𝜓rx

d𝜏
= −

Rr

Lr

𝜓rx + (𝜔if − 𝜔r)𝜓ry +
RrLm

Lr

isx (20.88)

d𝜓ry

d𝜏
= −

Rr

Lr

𝜓ry − (𝜔if − 𝜔r)𝜓rx +
RrLm

Lr

isy (20.89)

dusx

d𝜏
= 1

CM

(ifx − isx) + 𝜔if usy (20.90)

dusy

d𝜏
= − 1

CM

isy − 𝜔if usx (20.91)

Substituting Equations (20.84)–(20.85) for the multi-scalar variables (20.60)–(20.63) in the xy system,
one obtains:

x11 = 𝜔r (20.92)

x12 = 𝜓rxisy − 𝜓ryisx ≈ 𝜓rxivy − 𝜓ryivx = −ifx𝜓ry − 𝜔if CMx32 (20.93)

x21 = 𝜓
2
rx + 𝜓

2
ry (20.94)

x22 = isx𝜓rx + isy𝜓rx ≈ ivx𝜓rx + ivy𝜓rx = ifx𝜓rx + 𝜔if CMx31 (20.95)

and

d31 = 𝜓rxusy − 𝜓ryusx (20.96)

d32 = 𝜓rxusx + 𝜓ryusy (20.97)

For the closed-loop system and (𝜔if − 𝜔r) ≈ 0: d31 ≈ 𝜔r and d32 ≈ 0, therefore do not affect on the
control system stability.

The multi-scalar model for the multi-scalar variables has the form:

dx11

d𝜏
=

Lm

JLr

x12 −
1
J

TL (20.98)

dx12

d𝜏
= −

(
Rd

L
+

Rr

Lr

)
x12 +

1
L

usx𝜓ry − x11x22 −
RrLm

Lr

isyiD + v1 (20.99)

dx21

d𝜏
= −

Rr

Lr

x21 + Rr

Lm

Lr

x22 (20.100)

dx22

d𝜏
= −

(
Rd

L
+

Rr

Lr

)
x22 −

1
L

usx𝜓rx +
RrLm

Lr sx

iD + x11x12 + v2 (20.101)
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where

v1 = −
1
L

ed𝜓ry + 𝜔if A1 (20.102)

v2 =
1
L

ed𝜓rx + 𝜔if A2

A1 = x22 −
Rd

L
CMd32 − CM

RrLm

Lr

ps (20.103)

A2 = −x12 +
Rd

L
CMd31 + CM

RrLm

Lr

qs

The compensation of nonlinearities in differential equations leads to the following expressions for the
control variables v1 and v2 appearing in differential Equations (20.99) and (20.101):

v1 =
1
Ti

m1 −
1
L

usx𝜓ry + x11x22 +
RrLm

Lr

isyiD (20.104)

v2 =
1
Ti

m2 +
1
L

usx𝜓ry − x11x22 −
RrLm

Lr

isxiD (20.105)

and the control variables:

ed = L
v2A1 − v1A2

𝜓rxA1 + 𝜓ryA2

(20.106)

𝜔if =
v1𝜓rx + v2𝜓ry

𝜓rxA1 + 𝜓ryA2

(20.107)

where
1
Ti

=
Rd

L
+

Rr

Lr

The decoupled two subsystems are obtained:

• the electromechanical subsystem

dx11

d𝜏
=

Lm

JLr

x12 −
1
J

TL (20.108)

dx12

d𝜏
= 1

Ti

(−x12 + m1) (20.109)

• the electromagnetic subsystem

dx21

d𝜏
= −

Rr

Lr

x21 +
RrLm

Lr

x22 (20.110)

dx22

d𝜏
= 1

Ti

(−x22 + m2) (20.111)

The voltage multi-scalar control system is shown in Figure 20.21.
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The transients of the multi-scalar variables and iD when the IM is starting up to 1.0 pu are presented in
Figure 20.22. In Figure 20.23, the motor reverse is shown from 0.7 to −0.7 pu. In Figure 20.24, the load
torque has been changed after 900 ms.
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Figure 20.21 The voltage multi-scalar control system structure
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Figure 20.22 The multi-scalar variables and iD transients when the motor is starting up, 5.5 kW induction machine
(experimental test)
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(experimental test)

20.7 The Current and Voltage Control of Permanent Magnet
Synchronous Motor

20.7.1 The Voltage Multi-scalar Control of a PMSM

The control method strategies for the PMSM were presented in Refs. [17–19]. These strategies are based
on a constant power angle (the stator current component 𝛿 = π∕2). The same strategy can be implemented
in the PMSM control system supplied by the CSI (to simplify the development of the controller). This
assumption leads to nonoptimal results for the motor at all operating conditions [22]. In order to obtain
the optimal working of the PMSM, the maximum torque per ampere MTPA of the stator current injection
was proposed [22].
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The voltage control of a PMSM supplied by the CSI can be similar in approach to an IM control system.
The mathematical model of the drive system in the xy coordinate system is determined:

dix

d𝜏
= −

Rs

Ls

ix +
1
Ls

𝜓fy𝜔r +
1
Ls

usx + 𝜔if iy (20.112)

diy

d𝜏
= −

Rs

Ls

iy −
1
Ls

𝜔rψfx +
1
Ls

usy − 𝜔if ix (20.113)

dψx

d𝜏
= −Rsix + usx + 𝜔ifψy (20.114)

dψy

d𝜏
= −Rsiy + usy − 𝜔ifψx (20.115)

and Equations (20.8), (20.90) and (20.91), 𝜓x, 𝜓y are the stator flux vector coefficients.
Taking into account Equations (20.82), (20.83) and Equations (20.60), (20.61) and (20.63) in the (xy)

coordinate system, the multi-scalar variables have the form [23]:

x11 = 𝜔r (20.116)

x12 = −ifx𝜓y − CM𝜔if g32 (20.117)

x22 = 𝜓fxifx + Ls(i
2
x + i2

y) + CM𝜔if g31 (20.118)

where are introduced:

g31 = 𝜓fxusy − 𝜓fyusx (20.119)

g32 = 𝜓fxusx + 𝜓fyusy (20.120)

For the closed-loop system and (𝜔if − 𝜔r) ≈ 0: g31 ≈ 𝜔r and g32 ≈ 0, therefore do not affect on the
control system stability.

Using Equations (20.116)–(20.118) and (20.36)–(20.38), the multi-scalar model has the form:

dx11

d𝜏
= 1

J
x12 −

1
J

TL (20.121)

dx12

d𝜏
= −

Rd

L
x12 +

1
L

usx𝜓fy + Lsx11i2
s − x11x22 + v1 (20.122)

dx22

d𝜏
= −

Rd

L
x22 +

(
RdLs

L
− 2Rs

)
i2
s + 2ps −

1
L

usx𝜓fx + v2 (20.123)

where

v1 = 𝜔if

(
x22 −

RdCM

L
g32 − Lsi

2
s −

1
L

ed𝜓fy

)

v2 =
1
L

ed𝜓fx + 𝜔if

(
RdCM

L
g31 − x12

)

The compensation of nonlinearities in differential equations leads to the following expressions for the
control variables, v1 and v2, appearing in the differential Equations (20.122) and (20.123):

v1 =
1
Ti

m1 −
1
L

usx𝜓fy − Lsx11i2
s + x11x22 (20.124)

v2 =
1
Ti

m2 −
(

RdLs

L
− 2Rs

)
i2
s − 2ps +

1
L

usx𝜓fx (20.125)
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The control variables are

𝜔if =
𝜓fxv1 + 𝜓fyv2

A1𝜓fx + A2𝜓fy

(20.126)

ed = L
A1v2 − A2v1

A1𝜓fx + A2𝜓fy

(20.127)

where

A1 = CMRs −
Rd

L
CMg32 − CMu2

s + x22

A2 =
Rd

L
CMg31 − x12 − CMRsqs

u2
s = u2

sx + u2
sy

i2
s = i2

x + i2
y

1
Ti

=
Rd

L

ps, qs are the active and reactive stator power Equations (20.74) and (20.75).
The xy coordinate system is shown in Figure 20.25. The control scheme of a PMSM is shown in

Figure 20.26.
The transients of the multi-scalar variables and ed, iD when the PMSM is reversing to −1.0 pu are

presented in Figure 20.27. The x∗22 ≈ 0. The iD and ua, the stator voltage transients in stationary state,
are presented in Figure 20.28. The iD oscillations appear because the inductor L was very small. These
DC-link current oscillations had no influence on the transient stator current and voltage.

20.7.2 The Current Control of an Interior Permanent Magnet Motor

The control systems based on the stator current components in dq, connected with rotor, system were
called the current control of the PMSM/IPMSM supplied by the CSI. These control systems were the
focus in Refs. [18, 19, 22]. In Refs. [21, 24], the authors used the output capacitor model to obtain
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Figure 20.25 The variables in the 𝛼𝛽, xy and dq systems
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Figure 20.27 The transients when the PMSM is reversing from 1.0 to −1.0 pu (experimental test)

the extended current control variables. The output capacitor current variable control is more precisely
determined than not taken into consideration. The current control allows control of the supply’s reactive
power and a unit power factor [21, 24].

The simplified control of a PMSM generates the output current vector, which is shifted in relation to
the permanent flux vector at about 𝛾 = 𝜋∕2. Such a control system is shown in Figure 20.29.
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For a short-impulse time Timp, the capacitor model dependencies (20.3) and (20.4) in the dq coordinate
system can be approximated by the difference equations. The voltage vector coefficient has the form

ud = −
𝜔rTimpuqprev

a1

+
udprev

a1

−
𝜔rT

2
imp

CMa1

(ufq − iq) +
Timp

CMa1

(ifd − id) (20.128)

uq =
𝜔rTimpudprev

a1

+
uqprev

a1

+
𝜔rT

2
imp

CMa1

(ufd − id) +
Timp

CMa1

(ifq − iq) (20.129)

where the index prev means the previous value of the variables and a1 = 𝜔2
r T2

imp + 1, ifd, ifq are the output
vector components.

Using Equations (20.128) and (20.129) in Equations (20.45) and (20.46), the mathematical model of
the drive system takes the form:

did

d𝜏
= − 1

Ti1

id +
Lq

Ld

𝜔riq −
𝜔rTimpuqprev

Lda1

+
𝜔rT

2
imp

CMLda1

iq +
udprev

Lda1

+ v1 (20.130)

diq

d𝜏
= − 1

Ti2

iq −
Ld

Lq

𝜔rid −
1
Lq

𝜔r𝜓f +
𝜔rTimpudprev

Lqa1

−
𝜔rT

2
imp

CMLqa1

id +
uqprev

Lqa1

+ v2 (20.131)

where

1
Ti1

=
Rs

Ld

+
Timp

CMLda1

1
Ti2

=
Rs

Lq

+
Timp

CMLda1

v1 =
Timp

CMLda1

ifd −
𝜔rT

2
imp

CMLda1

ifd

v2 =
𝜔rT

2
imp

CMLqa1

ifd +
Timp

CMLqa1

ifq

The compensation of nonlinearities in the differential equations leads to the following expressions for
control variables v1 and v2 appearing in differential Equations (20.130) and (20.131):

v1 =
1
Ti

m1 −
Lq

Ld

𝜔riq +
𝜔rTimpuqprev

Lda1

−
𝜔rT

2
imp

CMLda1

iq −
udprev

Lda1

(20.132)

v2 =
1
Ti

m2 +
Ld

Lq

𝜔rid +
1
Lq

𝜔r𝜓f −
𝜔rTimpudprev

Lqa1

+
𝜔rT

2
imp

CMLqa1

id −
uqprev

Lqa1

(20.133)

The control variables of the IPMSM have the following form:

ifd = CMa1

LqTimp𝜔rv2 + v1Ld

Timpa1

(20.134)

ifq = −CMa1

𝜔rTimpLdv1 − v2Lq

Timpa1

(20.135)
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Figure 20.30 The transients for current control of an IPMSM when the motor is starting up, up to 1.0 pu (simula-
tion test)
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Figure 20.31 The transients for current control of an IPMSM when the motor is reversing to−1.0 pu (simulation test)

In Figures 20.30 and 20.31, the transients for the current control of the IPMSM are presented. The
stator current coefficient id is stabilized near zero id ≈ 0. After 100 ms the rotor speed is changed to
0.8 pu (Figure 20.30) and from 0.9 to −0.9 pu (Figure 20.31).

20.8 The Control System of a Doubly Fed Motor Supplied by a CSC
The ring-shaped motor can be supplied on the rotor side by the CSC, whereas on the stator side by the
supply network. Such the drive systems were used in the 19th century and called doubly fed induction
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motors. They were thyristor generator systems with the inductor in the DC link with high values of
inductance and commutation capacitors. Currently, it is possible to use the RBIGBT transistors or SiCs
in the CSC. In the modern CSC, experienced control systems can be used, for example, the backstepping
control, the sliding-mode control, or the multi-scalar control, with PI controllers of the stator active and
reactive power. The control system of a doubly fed machine can be the current and the voltage (similar
to the squire-cage induction machine). In this section, the voltage control will only be presented.

If the rotor is supplied by the CSC, then the following equations can be written as

dirfx

d𝜏
= 1

L
(ed − Rdirfx − urx) (20.136)

durx

d𝜏
= 1

CM

(irfx − irx) + 𝜔irf ury (20.137)

dury

d𝜏
= − 1

CM

iry − 𝜔irf urx (20.138)

where irfx = KiD ≈ iD,K = 1
Vectors in 𝛼𝛽rotor and 𝛼𝛽stator are shown in Figure 20.32.
When the xy coordinate system is chosen, the 𝜔0 in Equations (20.31)–(20.34) is equal to

𝜔0 = 𝜔irf + 𝜔r . The mathematical model of a doubly fed motor for (−→i r ,
−→
𝜓 s) in the xy coordinate system

is as follows [20]:

dirx

d𝜏
= −

L2
s Rr + L2

mRs

Lsw𝜎

irx +
RsLm

Lsw𝜎

𝜓sx + 𝜔irf iry −
Lm

w
𝜎

𝜔r𝜓sy +
Ls

w
𝜎

urx −
Lm

w
𝜎

usx (20.139)

diry

d𝜏
= −

L2
s Rr + L2

mRs

Lsw𝜎

iry +
RsLm

Lsw𝜎

𝜓sy − 𝜔irf irx −
Lm

w
𝜎

𝜔r𝜓sx +
Ls

w
𝜎

ury −
Lm

w
𝜎

usy (20.140)

d𝜓sx

d𝜏
= −

Rs

Ls

𝜓sx +
RsLm

Ls

irx + (𝜔irf + 𝜔r)𝜓sy + usx (20.141)

d𝜓sy

d𝜏
= −

Rs

Ls

𝜓sy − (𝜔irf + 𝜔r)𝜓sx + usy (20.142)

d𝜔r

d𝜏
=

Lm

JLs

(𝜓sxiry − 𝜓syirx) −
1
J

TL (20.143)
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Figure 20.32 The vectors in 𝛼𝛽rotor (coordinate system connected with the rotor), 𝛼𝛽stator (coordinate system con-

nected with the stator) and xy (coordinate system connected with output current vector
−→
irf )



The Electrical Drive Systems with the Current Source Converter 659

where irx, iry are the rotor current vector components; 𝜓 sx, 𝜓 sy are the stator flux vector components;and
the remaining variables are defined in Section 20.5.

The multi-scalar variables in the 𝛼𝛽 system were chosen [20]:

z11 = 𝜔r (20.144)

z12 = 𝜓s𝛼ir𝛽 − 𝜓s𝛽 ir𝛼 (20.145)

z21 = 𝜓
2
s𝛼 + 𝜓

2
s𝛽 (20.146)

z22 = 𝜓s𝛼ir𝛼 + 𝜓s𝛽 ir𝛽 (20.147)

where x11 is the rotor angular speed; x12 is the electromagnetic torque; x21 is the square of rotor flux; x22

is the additional variables; and 𝛼𝛽 is the stationary system.
Taking into account the xy coordinate system and (20.136)–(20.147) under assumption ( durx

d𝜏
,

dury

d𝜏
≈ 0),

the multi-scalar variables (20.144), (20.146) have the form:

z12 = −irfx𝜓sy − CM𝜔ifre32 (20.148)

z22 = irfx𝜓sx − CM𝜔ifre31 (20.149)

where
𝜔irf is the output current vector angular speed, irfx = KiD ≈ iD, (K= 1) and e31, e32 are defined:

e31 = urx𝜓sy − ury𝜓sx (20.150)

e32 = urx𝜓sx + ury𝜓sy (20.151)

In (20.148)–(20.149) CM𝜔ifre32 and CM𝜔ifre31 are near to zero therefore do not effect on closed-loop
system stability.

The multi-scalar model for (20.150)–(20.151) is as follows:

dz12

d𝜏
= −

(
Rs

Ls

+
Rd

L

)
z12 +

1
L

urx𝜓sy −
RsLm

Ls

iryiD + z11z22 − usyiD + v1 (20.162)

dz22

d𝜏
= −

(
Rs

Ls

+
Rd

L

)
z22 −

1
L

urx𝜓sx +
RsLm

Ls

irxiD − z11z12 + usxiD + v2 (20.163)

where

v1 = −
1
L

ed𝜓sy + 𝜔irf A1 (20.164)

v2 =
1
L

ed𝜓sx + 𝜔irf A2 (20.165)

A1 =
(

irx𝜓sx + iry𝜓sy −
RsLm

Ls

CM

(
irxurx + iryury

)
− CM(usxurx + usyury) −

Rd

Ld

CMe32

)
(20.166)

A2 =
((

irx𝜓sy − iry𝜓sx

)
−

RsLm

Ls

CM(iryurx − irxury) − CM(usyurx − usxury) −
Rd

Ld

CMe13

)
(20.167)

The control variables of a doubly fed machine supplied by the CSI are

ed = L
v2A1 − v1A2

𝜓sxA1 + 𝜓syA2

(20.168)

𝜔ifr =
v1𝜓sx + v2𝜓sy

𝜓sxA1 + 𝜓syA2

(20.169)
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In stationary state, the ps and qs can be expressed as [20]

ps =
1
Ls

usf 2 +
Lm

Ls

usf 1z12 − usf 2z22

z21

(20.170)

qs = −
1
Ls

usf 1 +
Lm

Ls

usf 1z22 + usf 2z12

z21

(20.171)

where

usf 1 = us𝛼𝜓s𝛽 − us𝛽𝜓s𝛼 ≈ 1 (20.172)

usf 2 = us𝛼𝜓s𝛼 + us𝛽𝜓s𝛽 ≈ 0 (20.173)

Equations (20.170) and (20.171) are more complicated for direct using in the control system. To obtain
more convenient relationships, the machine stationary state has been taken into account in which usf 1 ≈ 1,
usf 2 ≈ 0. In stationary state, the ps and qs can be expressed [20, 25]:

ps ∼
Lm

Ls

z12 (20.174)

qs ∼ −
1
Ls

+
Lm

Ls

z22 (20.175)

All the variables must be determined in the same reference system.
Figure 20.33 presents the sensorless control system of a doubly fed machine. Two controllers of active

and reactive power and two controllers of z12 and z22 are introduced in control system.
Figures 20.34 and 20.35 present the transients when the reference active and reactive power is changing.

The set value for active power has been changed from −0.8 to 0.8 pu. When ps, qs > 0, then the active or
reactive power is generated to the supply. When ps, qs < 0, then the machine is fed from the supply.
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Figure 20.33 The sensorless multi-scalar control system of a doubly fed machine supplied by a CSC
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Figure 20.34 The transients of multi-scalar variables and the active and reactive power of a doubly fed machine
supplied by CSC (simulation test)
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20.9 Conclusion
In this chapter two approaches to the control of a machine supplied by CSC were presented. The first
is a voltage multi-scalar control based on the PI-controllers. The voltage approach seems to be a better
solution than the second current control, although the control system structure is more complicated than
the current control structure. The voltage in the dc-link is the control variable obtained directly from
the decouplings. The current in the dc-link is not kept at a constant value but its value depends on the
machine’s working point. The current control gives higher losses in the dc-link inductor and higher
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transistor power losses than the voltage control. The power losses can be minimized by the modulation
index control method but the control system is more complicated. Both control systems lead to control
path decoupling and sinusoidal stator current and voltage when the space vector modulation of transistors
is applied.
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21
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and Bearing Currents
in PWM Inverters: Causes,
Effects and Prevention

Jaroslaw Guzinski
Faculty of Electrical and Control Engineering, Gdansk University of Technology, Gdansk, Poland

21.1 Introduction
Accelerated degradation of bearings of induction motors (IMs) operating with voltage inverters is an
effect of parasitic current flow, defined as a bearing current. The first reports on bearing currents were pub-
lished nearly 100 years ago [1]. The observed phenomena were reported only for high-power machines
as a result of magnetic asymmetry [2]. Its value is negligible compared with the bearing currents that
occur in machines with inverter-type supplies [3]. Bearing failure is now the most common failure of
AC machines operating in adjustable speed drives (ASDs). Owing to the high number of ASDs, this type
of failure requires special attention. The bearing current in modern ASDs is closely connected with the
appearance of the common-mode (CM) voltage resulting from the operation of a voltage inverter with
pulse-width modulation (PWM). For that operation, long-term current flow through motor bearings, with
a density exceeding the ratings of rolling elements can completely destroy them. It is reported that a cur-
rent density of Jb ≥ 0.1 A mm−2 has no noticeable impact on the life of the bearing, but a current density
of Jb ≥ 0.7 A mm−2 can significantly shorten its lifetime [3].

CM voltage refers to the three-phase natural system and is defined as the voltage between the neutral
point of the three-phase star-connected load and the potential of protective earth (PE). Figure 21.1 shows
the equivalent circuit for a three-phase voltage converter with a motor, cable and classical grid supply
circuit [4].

In Figure 21.1, CM voltage is denoted as uN. The parts of circuits with dotted lines denote the parasitic
capacitances between the circuit elements and the PE.

An analysis of CM voltage for the complete circuit is difficult because of the lack of complete infor-
mation on the individual parasitic components present on the supply side of the converter. However, a
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Edited by Haitham Abu-Rub, Mariusz Malinowski and Kamal Al-Haddad.
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Figure 21.1 The structure of the IM drive for common-mode current flow analysis [4]
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Figure 21.2 Simplified structures of three-phase voltage inverter and notation of output voltages for CM analysis:
(a) midpoint reference and (b) negative point reference

small serial impedance of the CM circuit elements allows it to be accepted for the analysis. It is usual to
take the midpoint of the DC link as a reference point connected to the PE (Figure 21.2a). However, in a
real converter, access to the midpoint of the DC link is troublesome, so observation of the CM voltage
according to Figure 21.2a is difficult. So, for practical reasons, it is convenient to take into account the
positive or negative potential of the DC link. For this purpose, in this chapter, the negative potential has
been assumed for the purpose of analysis (Figure 21.2b).

According to Figure 21.2, the expressions for the voltages uN, uV and uW are as follows:

uU = uUN + uN (21.1)
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uV = uVN + uN (21.2)

uW = uWN + uN (21.3)

which leads to
uU + uV + uW = uUN + uVN + uWN + 3uN (21.4)

because in a three-phase system
uUN + uVN + uWN = 0 (21.5)

so the CM voltage is

uN =
uU + uV + uW

3
(21.6)

In the voltage inverters operating with PWM used nowadays, the most popular modulation algorithm
is vector modulation. It is widely known as space vector modulation (SVM). For a three-phase inverter
during SVM operations, the inverter output voltage is adequate for the state of inverter switches. For six
switches, there are 26 = 64 combinations, but only eight have a technical sense. Between them, six states
are noted as active and two as passive. During the active state, the output voltage is −zero and for the
passive state the output voltage is zero and the load terminals are shortened. The inverter output voltages
corresponding with each of eight vectors are listed in Table 21.1.

The voltage u0 appearing in Table 21.1 is the counterpart of uN in the orthogonal 𝛼𝛽 system when the
next power-invariant transformation ABC → 𝛼𝛽 is used:

⎡⎢⎢⎣
x0

x
𝛼

x
𝛽

⎤⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1√
3

1√
3

1√
3√

2√
3
− 1√

6
− 1√

6

0
1√
2

− 1√
2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎣
xA

xB

xC

⎤⎥⎥⎦ (21.7)

where x denotes an arbitrary variable, for example, current or voltage.

Table 21.1 The components of the inverter output voltage vectorsa

Binary notation of the inverter switches states and corresponding voltage valuesb

100 110 010 011 001 101 000 111

uU Ud Ud 0 0 0 Ud 0 Ud

uV 0 Ud Ud Ud 0 0 0 Ud

uW 0 0 0 Ud Ud Ud 0 Ud

u0

2Ud√
3

Ud√
3

2Ud√
3

Ud√
3

2Ud√
3

0
√

3Ud

u
𝛼

√
2Ud√

3

Ud√
6

−
Ud√

6
−
√

2Ud√
3

−
Ud√

6

Ud√
6

0 0

u
𝛽

0
Ud√

2

Ud√
2

0 −
Ud√

2
−

Ud√
2

0 0

aVoltages are referenced to the negative potential of the inverter input circuit (Figure 21.1).
bThe binary value means that for adequate state, the upper switch is 1, on; 0, off. The bottom
switch is in the opposite state.
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The analysis of Table 21.1 shows for that the voltage generated by the three-phase voltage inverter, the
zero voltage component u0 is nonzero. Variation of u0 is characterized by significant transient changes.
The difference between the minimum and maximum values in the orthogonal coordinate 𝛼𝛽 system is
equal to

√
3Ud.

In a real system, the zero voltage component can be observed by measuring the voltage at the neutral
point of the motor stator windings (Figure 21.3).

The occurrence of CM output voltage of the inverter and the presence of parasitic capacitance in the
motor (Figure 21.3) and other ASD components causes the flow of zero sequence current (Figure 21.4).

Voltage drop across the serial impedance of the cable for CM is small compared with the value
of u0. Therefore, it is possible to provide an equivalent circuit for a CM current as shown in
Figure 21.5 – voltage u0 is given directly on the cable input; that is, the inverter is represented as the
source of u0. Figure 21.5 shows the equivalent circuit for the CM current for the motor and feeder cable.

The elements noted in the structure shown in Figure 21.5 are as follows:

Cable parameters:

– Rc, cable resistance;
– Lc, cable inductance;
– Cc, cable capacitance.

100 V/div

C1

100 μ/div

Figure 21.3 The voltage uN waveform in the case of a voltage inverter-type supply
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Figure 21.5 Common-mode equivalent circuit for induction motor and motor cable [5]
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Motor parameters:

– Cwf, motor winding-to-frame capacitance;
– Cwr, motor winding to rotor capacitance;
– Crf, motor rotor to frame capacitance;
– Cb, motor bearings equivalent capacitance;
– Rb, motor bearings equivalent resistance;
– Sw, switch modeling breakdown of the bearing lubrication film.

CM voltage with high values of dv/dt causes a current bearing and shaft voltage in the motor. As shown
in [5] in the inverter supply drives, there are several types of bearing currents, such as

capacitive bearing current,
electric discharge bearing current,
circulating bearing current or shaft current, related to the shaft voltage effect and
rotor ground current.

The primary reason for each of these types of currents is high dv/dt values at the motor terminals. But
each type of current is related to a different motor physical phenomenon (Figure 21.6).

21.1.1 Capacitive Bearing Current

Capacitive bearing current ibcap is flowing in electrical circuits where bearings equivalent capacitance Cb

exists. According to [5], the maximal value of this current is 5–10 mA in the case of a bearing temperature
of Tb ≈ 25 ∘C and a motor mechanical speed of n ≥ 100 rpm. An increase in either temperature Tb or
motor speed or both will result in an increase in ibcap as well. However, the value of ibcap is relatively
small compared with that of the other components of the CM current, so usually ibcap is assumed to be
harmless in terms of the motor bearing life.

21.1.2 Electrical Discharge Machining Current

Electrical discharge machining (EDM) current ibEDM is a result of the breakdown of bearing oil film. The
oil film is a thin insulating layer of the lubricant with a dielectric strength of the order of 15 kV mm−1.
The oil film thickness depends on the bearing type and size [6] and for a typical motor bearing is close
to 0.5 μm, which corresponds to a voltage breakdown of approximately 7.5 V [5]. The bearing voltage
ub corresponds to the CM voltage u0 according to the voltage distribution in a capacitive voltage divider
with Cwr and Crf. If the voltage ub exceeds the oil film breakdown stress, then an impulse of machine
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discharging current appears. According to the circuit structure shown in Figure 21.5, it corresponds to
SW switch on state. In accordance with the data given in [3, 7], maximal values of ibEDM take values in
the range 0.5–3 A. The bearing voltage ub is independent of the motor size [8], which causes the ibEDM

current to be more dangerous especially for small-power motors. This is because of the lower elastic
contact surface between bearing balls and races, which increases the current density.

21.1.3 Circulating Bearing Current

Circulating bearing current and shaft voltage are related with current flow through the motor stator wind-
ing and frame capacitance. It is a high-frequency grounding current ig. The ig flow excites the magnetic
flux 𝜓 circ which circulates through the motor shaft. The flux 𝜓 cir induces the shaft voltage ush. If ush

is large enough, then the oil film in the bearings breaks down and the circulating bearing current, ibcir,
appears. The circuit for ibcir flow contains the motor frame, shaft and both bearings (Figure 21.7).

According to the data given in [3], the maximal value of ibcir is in the range of 0.5–20 A depending on
motor size; the largest values are observed for high-power motors. The measurement of ibcir requires the
use of a Rogowski coil on the motor shaft. The coil must be placed as far as possible from the stator coil
out-hang [10] (Figure 21.8).

Measurement of ibcir is complex, requiring special equipment and access inside the motor, so for
practical reasons ibcir could also be estimated on the basis of knowledge of the grounding current ig

measurement and type of bearings used in the motor. In the case of a standard motor with a pair of
conventional bearings, the circulating bearing current is [3]

ibcir(max) ≤ 0, 4 ⋅ ig(max) (21.8)

Stator
frame Stator core

Stator
winding

Bearing

Rotor core

Circulating bearing current ibcir flow
Shaft

Shaft voltage ush

ψcir

Figure 21.7 The flow path of the circulating bearing current ibcir [9]

Rotor

Stator

Oscilloscope

Rogowski
coil

Figure 21.8 The use of a Rogowski coil for circulating current ibcir measurement [10]
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The estimation of shaft voltage in a simple way is also possible, as was presented in [3]. It was observed
empirically, based on a series of tests, that the shaft voltage ush is proportional to the grounding current
and length of the stator core lFe:

ush ∼ iglFe (21.9)

Obviously, the length lFe is proportional to the motor frame size H:

lFe ∼ H (21.10)

The grounding current ig is proportional to stator winding-to-frame parasitic capacitance Cwf, which
is proportional to the square of the motor frame size:

ig ∼ Cwf ∼ H2 (21.11)

which finally leads to the empirical relation [3]:

ush = iglFe ∼ H2 ⋅ H = H3 (21.12)

The measurement of shaft voltage is complex. It requires the use of high-quality brushes on both ends
of the motor shaft to assure a good contact area. Because of the very small value of ush, it has to be
amplified (Figure 21.9).

The voltage shaft values measured in laboratory conditions range from fractions of a volt to several
volts [2, 11] (Figure 21.10). In the case of high ush, it is possible to protect the motor by the use of slip
rings on the shaft and brushes connected with the earth potential. However, durability and mechanical
problems limit the application of such protection.

Stator

Rotor

Shaft
Testing
brush

Testing
brush

Amplifier

V

Figure 21.9 Shaft voltage measurement

200 μs/div1 V/div

Figure 21.10 Example of shaft voltage waveform (motor: 1.5 kW)
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21.1.4 Rotor Grounding Current

The appearance of rotor grounding current irg is possible only when the motor rotor has a galvanic con-
nection with the earth potential through the driven load. If the impedance of the stator–rotor electric
circuit is significantly lower than stator–frame impedance, then part of the total grounding current ig

flows as total grounding current irg. The amplitude of irg can reach very large values and quickly destroy
the motor bearings [3].

21.1.5 Dominant Bearing Current

The dominant bearing current is dependent on the motor mechanical size H. The proper relation has been
formulated in [3] and the dominant components are machine discharging current ibEDM if H < 100 mm,
both machine discharging current ibEDM and circulating bearing current ibcir if 100 mm < H < 280 mm
and circulating bearing current ibcir if H > 280 mm.

When the motor size increases, the motor circulating bearing current increases simultaneously.

21.2 Determination of the Induction Motor Common-Mode
Parameters

Knowledge of the motor’s CM parameters is indispensable for modeling of the inverter-type drive.
As outlined in Section 21.1, the detailed CM circuit of the motor is complex (Figure 21.5). An addi-
tional difficulty is the variability of some parameters of the circuit. In the literature [3, 5, 12–14], the
analytical dependencies used for calculating the parameters of the circuit shown in Figure 21.5 are pre-
sented. However, the calculations are complex and require a lot of motor data that are difficult to access
from datasheets and simple measurements, although some of the results are presented in the literature
(Figure 21.11) [1].

For practical reasons in most cases, the simpler motor CM circuit is considered, as shown in
Figure 21.12 [8, 9, 14].

Inductance L0 and resistance R0 are the leakage inductance and substitute resistance, respectively, of the
motor stator windings. These parameters are easy to measure in the configuration shown in Figure 21.13.

The measurement of parasitic capacitance C0 needs deeper analysis. As shown in Figure 21.5, the
equivalent capacitance C0 which is used in the simplified model of CM circuit is a combination of a
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Figure 21.11 Simplified structure of the motor CM circuit [1]
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L0

u0

R0 C0

Figure 21.12 Simplified structure of the motor CM circuit
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Motor
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frame

Meter

Figure 21.13 Measurement circuit for determining the parameters L0 and R0 of the motor

few parasitic elements: Cwr, Cwf, Crf and Cb. The topology of the circuit can also change in the case of
oil film breakdown. In addition, the bearing capacitance is nonlinear, depending mainly on the motor
speed. These phenomena can lead to measurement errors when typical measuring equipment such as
an electronic RLC bridge meter is used. This equipment operates at low-voltage power and frequency,
which may differ significantly from the value and frequency of CM voltage. Therefore, the C0 capacitance
measurement should be performed with a frequency and voltage similar to those observed during normal
operation of the inverter.

The solution to the measurement of C0 could be the creation of a serial resonance circuit (Figure 21.14).
The supply source of the circuit could be an inverter, which supplies the motor during normal operation.
In this way, it is possible to measure C0 at the same voltage and frequency as those which appear during
normal operation of the drive system. This approach requires access to a PWM algorithm to generate a
square wave voltage waveform with a constant modulation factor of 0.5 and the possibility of changing
the modulation frequency.

The inverter is connected to a resonant circuit Lres, Cres including dumping resistance Rres. The mea-
surement is done at a frequency fres corresponding to the frequency component of the common voltage,
that is, the inverter switching frequency fimp:

fimp = fres =
1

2𝜋
√

LresCres

(21.13)

Rres

Ud

Lres

Motor

Oscilloscope

C0<<Cres

Cres
iout

is

uout us
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Figure 21.14 The system for CM capacitance of the motor
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C1 C2

u: 200 V/div
i: 16.6 mA/div

50 μs/div

uS
iS

Figure 21.15 Examples of the uS and iS waveforms measured by the test bench presented in Figure 21.10 (motor:
1.5 kW, US(RMS) = 430 V, I0(max) = 46 mA, fres ≈ fimp = 3.3 kHz, C0 = 2.7 nF)

The value of Cres must be significantly larger than the expected motor CM capacitance C0. If this
condition is fulfilled, the impact of C0 on the resonant frequency is negligible. Because the value of C0

is in the range of nanofarads, the capacitor Cres should have a value of microfarads. The resistance Rres

should be chosen to limit the inverter output current to a safe level and to provide a good quality factor
of the resonant circuit.

The sample waveforms of current and voltages collected by the measurement test bench shown in
Figure 21.14 are presented in Figure 21.15.

With the measured RMS values of motor voltage and current, the motor CM impedance is

Zs0 =
US(RMS)

IS(RMS)
(21.14)

and the capacitive reactance is

XC0 =
√

Z2
s0 − R2

0 − XL0 (21.15)

where
XC0 = 2𝜋fimp0 (21.16)

and finally the motor CM capacitance sought is

C0 =
1

2𝜋fimpXC0

. (21.17)

In Table 21.2, the experimentally measured values of C0 for some typical industrial IMs are given.

Table 21.2 Induction motor capacitances Cs0 measured using the test
bench presented in Figure 21.14 and the serial resonance method

H
(mm)

Pn
(kW)

p
(−)

Un Y
(V)

nn
(rpm)

C0
(nF)

90 1.5 2 300 1420 2.9
90 1.5 2 400 1410 3.53

112 1.5 8 400 720 4.57
132 10 2 173 1455 6.4
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The motor capacitances C0 given in Table 21.2 were measured for a rotor at standstill. In the exact
model of the CM circuit, the bearing capacitance is a function of motor speed [12, 13]. So for measure-
ment purposes, the tested motor should be driven at different speeds using an external machine. With that
test, the characteristic C0 = f(𝜔r) should be created. However, Cb is very small in comparison to other
parasitic capacitances, and its influence on the total CM capacitance of the motor can be negligible. A
typical value of the bearing capacity is close to 190 pF and is much smaller than the dominant capac-
itances between the stator windings and the motor frame for the motor sizes from 80 to 315. For that
motor, that value is in the range of a few nanofarads up to tens of nanofarads [1, 13].

21.3 Prevention of Common-Mode Current: Passive Methods
The first and most important thing that must be implemented to reduce the influence of CM voltage and
current on the system is a proper cabling and earthing system. Manufacturers of converters recommend
the use of symmetrical multicore motor cables, which prevents the CM at fundamental frequency. Also
a short and low-impedance path for the return of CM current to the inverter must be provided. The best
way to do that is to use shielded cables where shield connections have to be made with 360∘ termination
on both sides. Also, a high-frequency bonding connection must be made between the motor and load
machine frame and the earth. It is recommended that flat-braided strips of copper wire should be used
and the strip should be at least 50 mm wide [15].

If the above-mentioned conditions are fulfilled, the elimination or reduction of the high-frequency CM
current can be done by increasing the impedance or by using a specially designed motor. Some solutions
are shown in Table 21.3.

21.3.1 Decreasing the Inverter Switching Frequency

Decreasing the inverter switching frequency is the simplest way of reducing the CM current. Most indus-
trial inverters offer the possibility of changing that value within a wide range. With a decrease in fimp, the

Table 21.3 Methods for CM current reduction and elimination [5]

Reduction of electric discharge current ibEDM
Ceramic bearings
Common-mode passive filters
Systems for active compensation of CM voltage
Decreasing the inverter switching frequency
Motor shaft grounding by using brushes
Conductive grease in the bearings

Reduction of circulating bearing current ibcir
Common-mode choke
Systems for active compensation of CM voltage
Decreasing inverter switching frequency
Use of one or two insulated bearings
Use of one or two ceramic bearings
dv/dt filter

Reduction of rotor grounding current igr
Common-mode choke
Systems for active compensation of CM voltage
Decreasing inverter switching frequency
Use of one or two insulated bearings
Use of one or two ceramic bearings
Shielded cable for motor supply



Common-Mode Voltage and Bearing Currents in PWM Inverters: Causes, Effects and Prevention 675

C1

UN 200 V/div

iPE 0.5 A/div

200 μs/div

UN 200 V/div

iPE 0.5 A/div

200 μs/div

C2

C1

C2

(a)

(b)

Figure 21.16 Reduction of CM current by decreasing the inverter switching frequency: (a) fimp = 5 kHz and
(b) fimp = 2 kHz

dv/dt is not changed and the CM current peaks will not decrease. However, their frequency is reduced
and the value of total RMS CM current is decreased (Figure 21.16).

The disadvantage of decreasing fimp is that the THD of the motor supply current is decreased as well.

21.3.2 Common-Mode Choke

The most commonly used component for limiting the CM current is the CM choke (Figure 21.17).
CM choke is constructed with three symmetrical windings on a toroidal core. The mutual inductance

M between the windings is identical. The choke inductance is negligible for differential modem (DM)
current because the total flux in the core is zero for three-phase symmetrical currents. However, the
inductance of CM choke LCM is significant for a CM current circuit. The equivalent electrical circuit for
a system with CM choke is presented in Figure 21.18.

The design process for CM choke selection requires previous measurement of the CM voltage u0,
which allows the choke core flux to be specified [16]:

𝜓0 =
1

NCM ∫ u0dt (21.18)

where NCM is the number of turns of one CM winding.
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Figure 21.17 Common-mode choke for a three-phase system

Common-
mode
choke

Inverter Motor

LCM L0 R0i0

u0 C0

Figure 21.18 The equivalent electrical circuit with CM choke use

The magnetic flux density of the CM choke is

B0 =
𝜓0

SCM

= 1
SCMNCM ∫ u0dt (21.19)

where SCM is the CM choke core cross-sectional area.
The value of BCM must be less than the saturation value Bsat of the core material. Nowadays, the man-

ufacturers offer materials dedicated to CM cores with Bsat = 1–1.2 T.
Inductance of a CM choke with known core dimensions is determined by the relationship:

LCM =
𝜇SCMN2

CM

lFe0

(21.20)

where lFe0 is the average path of the flux in the CM choke core.
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The maximum value of the zero sequence current I0 max is proportional to the ratio of lFe0/NCM [16].
A decrease in the core size reduces the flux path of lFe0, increases the number of turns NCM, and finally
decreases I0 max. At the same time, the dimensions of the maximal windings should be taken into account.

The search for the optimal CM choke is a complex iterative process, requiring proper equipment for
measurement of u0 and I0 max. Therefore, the manufacturers of magnetic materials suggest specific solu-
tions and complete CM reactor cores fitted for specific motor power. Particularly good properties are
characterized by a toroidal core made of nanocrystalline materials.

For high-power motors, the use of several simple CM cores is a good solution. In that case, the windings
of CM choke is simply the motor cable (NCM = 1). This construction is easy to use in industry because
CM cores are installed directly on motor cable and no terminals have to be used. It is worth to see that
only the shield have to be cut off in the place where the cores are installed.

Figures 21.19 and 21.20 present waveforms of CM current that shows the effects of CM choke use. In
Figure 21.19, an electric drive with a 1.5 kW IM is operating without a CM choke. One can see current
pulses of up to 1.4 A, which have been strongly limited in the case of CM choke use with inductance
LCM = 14 mH (Figure 21.20).

C1

0.4 A/div
20 ms/div

Figure 21.19 CM current measured in PE wire for a 1.5 kW induction motor operating with an inverter but without
a CM choke (switching frequency: 3.3 kHz)

C1

0.4 A/div
10 ms/div

Figure 21.20 CM current measured in PE wire for a 1.5 kW induction motor operating with an inverter and with a
CM choke (switching frequency: 3.3 kHz)
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21.3.3 Common-Mode Passive Filter

A CM passive filter is a combination of elements that give higher impedance for a CM circuit and creation
of an alternative path for CM current flow with a motor bypass. The classical structure is presented in
Figure 21.21 [16, 17].

The inverter output filter presented in Figure 21.21 is a combination of two filters: a differential and a
CM filter. The differential filter is an LC low-pass filter used to smooth the motor supply voltage. With
a DM filter, the motor supply voltage is close to sinusoidal in shape.

Elements L1, C1 and R1 are parts of the DM filter, while M1, R0 and C0 are parts of the CM filter.
The CM choke M1 increases the reactance of the CM circuit. The resistance R0 and capacitance C0

create a low-impedance electrical circuit parallel to the high-impedance motor CM circuit. In this way,
an alternative path for CM current flow is created and most of the CM current bypasses the motor.

Design processes for a DM filter can be found in the literature, for example, in [18]. For a CM filter, it
is necessary to select CM choke inductance M1 ≫ L1. The capacitance C0 is determined using the known
values of inductances M1 and M2 and the resonance frequency fres:

C0 =
1

4𝜋2f 2
resM1

(21.21)

while the resistance R0 is

R0 =

√
M1∕C0

QCM

(21.22)

and QCM is the quality factor of the CM filter (QCM = 5–8).
The equivalent circuit of the inverter output filter is presented in Figure 21.22.
For CM current, the DM filter parameters are connected in parallel. It is obvious that according to the

condition L1 ≪ M1, the influence of L1 on the CM circuit structure can be omitted.

Inverter output filter

M
3
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Ud

RC

C0R0

L1

Figure 21.21 Inverter output filter for differential and common modes [16, 17]
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Figure 21.22 Equivalent circuit of the inverter output filter [16, 17]
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21.3.4 Common-Mode Transformer

The advantages of using a CM choke could be improved through the use of a CM transformer [14].
The construction of a CM transformer is nearly the same as that of a CM choke, but a fourth additional
winding is added (Figure 21.23).

The additional winding has the same number of turns as the other windings. With CM transformer, the
CM current could be reduced up to 25% [14].

When the CM transformer is used, an additional inductance Lt and resistance Rt appear, as shown in
Figure 21.24.

Inductances l
𝜎t are leakage inductances of the primary and secondary windings of the CM transformer.

Magnetizing inductance is identified as Lt. In the equivalent circuit of the CM transformer, the pri-
mary winding comprises three windings connected in parallel, U–U′, V–V′ and W–W′, as indicated
in Figure 21.23.

The structure of the equivalent circuit of the inverter, CM transformer and motor is presented in
Figure 21.25.

The resistance Rt operates as damping resistance in the resonance circuit. If leakage inductances l
𝜎t are

omitted, the CM current relation is as follows [14]:

I0(s) =
sLtC0 + RtUd

s3LtL0C0 + s2(Lt + L0)C0Rt + sLt + Rt

(21.23)

Analysis of the relationship (21.23) allows the selection of Rt, which can reduce both the peak and
RMS value of the CM current. According to [14], resistance Rt satisfying this condition should be within
the acceptable range:

2Z00 ≤ Rt ≤ 1
2

Z0∞ (21.24)

where Z00 and Z0∞ are characteristic impedances of the electrical circuit presented in Figure 21.25 for
Rt = 0 and Rt = ∞, respectively.
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W

Figure 21.23 Common-mode transformer

RtLt

IσtIσt

Figure 21.24 The equivalent circuit of the common-mode transformer
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Figure 21.25 The structure of the equivalent circuit of the inverter, CM transformer and motor

21.3.5 Semiactive CM Current Reduction with Filter Application

The semiactive CM current reduction method has been presented in [19]. The idea is to use additional
windings on DM inductors which are connected in series. That windings are installed between the filter’s
neutral point N and the converter DC link midpoint N′ (Figure 21.26).

In the filter structure presented in Figure 21.26, inductor windings L1, capacitances C1 and resistors RC

are elements of the DM LC filter. In addition, the inductors are detectors of CM voltage and operate as
CM transformers. CM current flowing between N–N′ points through L2 windings forces the appropriate
voltage in L1 windings, which compensates the CM voltage generated by the inverter.

The semiactive solution has also been presented in [20], where a classical CM transformer has been
used (Figure 21.27).
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Figure 21.26 Semiactive CM current reduction system with coupled inductors [19]
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Figure 21.27 Semiactive CM current reduction system with CM transformer [20]
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In Figure 21.27, elements L1, C1 and RC are used for DM operation and additionally for CM voltage
detection. The connection between the points N and N′ assures the CM current flow and produces the
primary current in the CM transformer M1. In this way, the CM voltage generated by the inverter is
reduced as well.

21.3.6 Integrated Common-Mode and Differential-Mode Choke

In some inverter applications, it is possible to use an integrated CM and DM choke [21]. The aim of the
integration of the two chokes is to minimize the geometrical dimensions of the reactor and reduce the
cost of materials by reducing the amount of copper used. In Figures 21.28–21.30, the choke structure,
equivalent circuit and implementation in the converter are presented.

The integrated choke is made in the form of two coils wound on two toroidal cores. The dimensions of
the toroidal cores are such that the outer diameter of core 2 is slightly smaller than the inner diameter of
core 1. Core 1 is made of a magnetic material with high permeability, whereas core 2 has low magnetic
permeability. A suitable difference in permeability is achieved of the ferrite for core 1 and iron powders
for core 2. Winding AB is wound on both cores simultaneously, while winding CD is wound on both
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Figure 21.28 The integrated CM and DM choke – structure [21]
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Figure 21.29 The integrated CM and DM choke – equivalent electrical circuit
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Figure 21.30 The integrated CM and DM choke – application for the converter
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Rotor
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Figure 21.31 Structure of the electrostatically shielded induction motor [12]

cores in the form of an interlaced figure of eight shape. The number of turns of windings AB and CD is
the same, that is, NAB = NCD = N. If leakage inductance is negligible, then the ratio of LCM and LDM is
dependent on the magnetic reluctance ℜ1, ℜ2 of the cores:

LCM

LDM

=
ℜ2

4ℜ1

(21.25)

The disadvantage of an integrated choke is the higher cost of manufacture of the windings because of
the complex interleaving of winding CD. The limitation of the choke use is that it can only be applied
in the DC circuit of the inverter. So the CM part of the choke can only limit the CM voltage forced by
external source, for example, by grid-side inverter operation.

21.3.7 Machine Construction and Bearing Protection Rings

Suitable design of electrical machines could also reduce or eliminate the bearing currents. Such con-
struction solutions could be as follows [3]:

• shielding the rotor by placing a metal shield between the stator and the rotor and connecting the shield
to earth potential – this solution is known as an electrostatically shielded IM [12] (Figure 21.31),

• using insulated bearings in which the outer surface of the outer race is covered with a nonconductive
oxide layer, and

• using hybrid bearings in which ceramic rolling elements are used.

Among the above solutions, only the insulated bearings are commercially available. Other solutions
are still under development.

Another market solution for bearing protection is the installation of bearing protection rings.
Round-shaped rings with brushes inside are connected to PE and installed on one or both sides of the
motor shaft. This installation creates a low-impedance path between the motor shaft and earth. So the
shaft current flows to earth directly without bearing reactance.

21.4 Active Systems for Reducing the CM Current
Besides the passive methods for the reduction of CM current, active systems are also used. These are
active serial filters [21, 22] (Figure 21.32) or low-power auxiliary inverters [23, 24] (Figure 21.33).
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Ud

Induction motor

Figure 21.32 Active filter for CM current reduction [22, 25]

Figure 21.33 The use of an auxiliary inverter for CM current reduction [23, 24]

The practical solution presented in Figure 21.32 requires a pair of complementary bipolar transistors.
Control of the transistors is done without the use of an inverter digital control system. The transis-
tors are directly triggered by a CM voltage signal. Unfortunately due to the lack of suitable high-speed
high-voltage bipolar transistors, the solution is limited to low-power electrical systems.

This disadvantage is eliminated in the system presented in Figure 21.33. The auxiliary inverter uses
the same kind of transistors as the main inverter. Only the power range is smaller because of the value of
the CM current. To eliminate the CM current, the auxiliary inverter generates an opposite CM voltage.
Such auxiliary inverter operation almost completely eliminates the CM current. However, a small CM
voltage may still be present in the system as a result of differences in the transistor switching parameters
of both inverters and irregularities in the dead-time compensation algorithm. Correction by the dead-time
compensation algorithm allows complete elimination of the CM voltage [24].

21.5 Common-Mode Current Reduction by PWM
Algorithm Modifications

Both passive and converter-based classical methods to reduce CM current are relatively expensive and
require the installation of additional elements and/or modifications of the converter topology.
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However, the reduction of CM current in the drive system is possible in a simpler way that does not
require complex changes in the inverter topology. It is possible to reduce CM current by changing the
PWM algorithms. The PWM has to be changed to eliminate or reduce the CM voltage generated by the
inverter. Various proposals for such modification of the PWM are presented in the literature [26, 27].

Nowadays, the space vector PWM method is widely used in voltage inverters. With SVM, the CM
voltage could be reduced by

• removal of zero/passive vectors,
• use of a nonzero/active vectors that have the same value of the CM voltage.

The CM voltage reduction possibilities can be explained using data given in Table 21.4.
In Table 21.4, it can be seen that the voltage u0 for each of the parity-numbered and non-parity-

numbered vectors is consistent. The graphical representation of the vectors is presented in Figure 21.34.
In the case of an inverter operating with a classical SVM, the waveform voltage at the star point of the

load related to negative potential of the DC link is as presented in Figure 21.35.

Table 21.4 Common-mode voltage for voltage inverter output vectors

Types of vectors Nonzero/active Zero/passive

Notation Uw4 Uw6 Uw2 Uw3 Uw1 Uw5 Uw0 Uw7

Binary code 100 110 010 011 001 101 000 111
Decimal code 4 6 2 3 1 5 0 7

uN
1
3

Ud
2
3

Ud
1
3

Ud
2
3

Ud
1
3

Ud
2
3

Ud 0 Ud

u0
(𝛼𝛽 coordinates)

1√
3

Ud
2√
3

Ud
1√
3

Ud
2√
3

Ud
1√
3

Ud
2√
3

Ud 0
√

3Ud

Notationa NP P NP P NP P Z Z

aVector notation: NP, non-parity; P, parity and Z, zero.
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Figure 21.34 Graphic representation of the inverter output vectors
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Figure 21.35 The common-mode voltage for the inverter operating with classical SVM (DC link voltage
Ud = 540 V)

With regard to the waveform shown in Figure 21.35, one can see that the highest variations of uN

are between zero vectors, being from 0 up to 540 V. Therefore, the elimination of these vectors can
significantly reduce CM voltage and accordingly the CM current. Simultaneously, it can be observed
that if the consecutive active vectors have the same value of u0, the CM voltage will be of direct current
voltage and the current will not flow through the motor parasitic capacitances.

On the basis of the analysis of the relationship between voltage vectors and the corresponding values
of u0, it is possible to propose modifications of PWM which can lead to the reduction of bearing cur-
rents. This solution was proposed in [28, 29], where modification of the SVM algorithm was done by
elimination of zero vectors and use of parity or non-parity active vectors only.

The problem that occurs when using only parity active vectors or non-parity active vectors is that the
inverter maximal output voltage is limited. The problem is underlined when the inverter operation is
limited to the modulation region only. This is due to the fact that in the classical SVM algorithm, the
output voltage vector ucom

out is generated for each modulation period as a combination of the two active
and two passive vectors (Figure 21.36).

The use of active vectors only in the SVM modulator makes it possible to generate the maximum
amplitude of the inverter output voltage as shown in Figure 21.37.

21.5.1 Three Non-parity Active Vectors (3NPAVs)

If the zero vectors are eliminated, the output inverter voltage can be generated using, for example, only
non-parity active vectors, as presented in Figure 21.38. This method is named three non-parity active
vectors (3NPAVs).

Uw4

uout

Uw6β

com

α

Figure 21.36 Generation of the inverter output voltage by the classical SVM algorithm
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Figure 21.37 The range of inverter output voltage with classical SVM
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Figure 21.38 The creation of inverter output voltage in the 3NPAV algorithm

In Figure 21.38, the inverter output voltage vector ucom
out is generated using vectors Uw4, Uw2 and Uw1,

which are indicated in Table 21.4 as non-parity vectors. The switching times of particular vectors denoted
as t4, t1 and t2 are defined as

ucom
out ⋅ Timp = Uw4t4 + Uw2t2 + Uw1t1 (21.26)

Timp = t4 + t2 + t1 (21.27)

The vector switching times can be determined from the relations [30]:

t4 =
1
3

(
1 +

2Ucom
out

Ud

(
cos

(
𝜋

3
+ 𝜌u

)
+ sin

(
𝜋

6
+ 𝜌u

)))
(21.28)

t2 =
1
3

(
1 −

2Ucom
out

Ud

cos
(
𝜋

3
+ 𝜌u

))
(21.29)
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t1 =
1
3

(
1 −

2Ucom
out

Ud

sin
(
𝜋

6
+ 𝜌u

))
(21.30)

where Ucom
out and 𝜌u are the magnitude and angle position of the reference inverter output voltage vec-

tor Ucom
out .

The use of non-parity active vectors leads to a constant value of the CM voltage:

u0 =
Ud√

3
(21.31)

and obviously does not allow CM current flow.
The main drawback of the modified PWM is that the maximum value of the inverter output phase

voltage is limited to the value Ud/3, which leads to deformation of the motor current at higher ranges of
motor speed.

21.5.2 Three Active Vector Modulation (3AVM)

The inverter output voltage can be increased simultaneously with CV voltage reduction using a method
similar to the standard SVM. The modification of SVM uses all active vectors – no zero vectors are
used [28, 29]. In [30], the modified modulation method is called three active vector modulation and is
abbreviated as 3AVM. In 3AVM, a voltage vector plane is divided into six sectors (Figure 21.39).

If both parity and non-parity active vectors are used, the CM voltage value has a value Ud/3 when
the output vector goes from one sector to the adjacent sector. Therefore, the CM voltage frequency is
equal to six times the frequency of the first harmonic of the inverter output voltage. This is a much lower
frequency of u0 than that appears in classical SVM. Therefore, despite variation in u0, the CM current

Figure 21.39 Vectors and sectors in the three active vector modulation algorithm
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is significantly reduced. Simultaneously, the amplitude of the inverter output voltage is 15.5% higher in
comparison with the 3NPAV algorithm.

21.5.3 Active Zero Voltage Control (AZVC)

Another PWM method for decreasing CM current is active zero voltage control (AZVC). The method
presented in [30, 31] is characterized by the replacement of zero vectors by two reverse active vectors
(AZVC-2) or one active vector (AZVC-1).

The principle of modulation by the AZVC-2 method is presented in Figure 21.40.
For the case shown in Figure 21.40, the output voltage vector is the result of the particular active

vectors Uw4 and Uw6. The angular position of the output voltage vector is determined by times t4 and t6,
respectively. Both vectors correspond to active vectors with standard SVM. In comparison with SVM,
instead of a zero vector, the reverse active vectors Uw5 and Uw2 are generated. Because the values of t5 and
t2 are the same, the reverse vectors do not change the angle position of the output voltage vector – only
the output voltage vector length is reduced. Thus, in method AZVC-2, the switching time calculations
are as follows:

ucom
out ⋅ Timp = Uw4t4 + Uw6t6 + Uw2t2 + Uw5t5 (21.32)

t4 = Timp ⋅
uwy𝛼 ⋅ Uw6 𝛽 − uwy 𝛽 ⋅ Uw6𝛼

Ud ⋅ wt

(21.33)

t6 = Timp ⋅
−uwy𝛼 ⋅ Uw4 𝛽 + uwy 𝛽 ⋅ Uw4𝛼

Ud ⋅ wt

(21.34)

t2 = t5 =
1
2
(Timp − t4 − t6) (21.35)

where
wt = Uw4𝛼 ⋅ Uw6 𝛽 − Uw4 𝛽 ⋅ Uw6𝛼 (21.36)

The principle of modulation by AVC1, presented in [27], is illustrated in Figure 21.41.
For the case shown in Figure 21.41, the vectors Uw4 and Uw3 have been properly chosen to assure the

decrease in the magnitude of the output vector Uout. These vectors are, respectively, attached to the times
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Figure 21.40 The principle of AZVC-2 modulation: (a) vectors and (b) control signals (TU
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+) and output

voltage waveform uout
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t4 and t∗3 , where t∗4 = t3. The sum of times t∗4 and t3 is equivalent to t0 in classical SVM. In AZVC-1, the
reverse vectors are chosen such that one of them must be the same as one of the active vectors determining
the angle position of ucom

out ; that is, it is Uw4 for the combination presented in Figure 21.41. In the method
AZVC-1, the relation between vectors and switching times is

ucom
out ⋅ Timp = Uw4t4 + Uw6t6 + Uw3t3 + Uw4t∗4 (21.37)

The switching times t4 and t6 are determined by (21.33) and (21.34), whereas t∗4 and t3 take the values:

t3 = t∗4 =
1
2
(Timp − t4 − t6) (21.38)

Both AZVC methods make it possible to obtain the same maximum output voltage of the inverter as
the SVM method. In comparison with the classical SVM, both the amplitude and frequency of the CM
voltage are reduced and finally the CM current is also limited.

21.5.4 Space Vector Modulation with One-Zero Vector (SVM1Z)

The previously presented methods operate without zero vectors. This is a disadvantage, because it leads
to problems with inverter output current measurement. In the voltage inverter operating with classical
SVM, the output current has to be sampled synchronously with SVM. Simultaneously the sampling
instant must be in the middle of the zero vectors period. If the samples are taken in that instant, then the
instantaneous value of the current is nearly equal to the fundamental harmonic for the inverter output
current [32–34] (Figure 21.42).

The reduction of CM current while leaving the synchronous measurement unchanged is possible if
only one of the zero vectors is eliminated, Uw0 or Uw7. Thus, the modified SVM algorithm is called the
Space Vector Modulation with One-Zero vector (SVM1Z) modulator. An example of the control signals
and output voltage waveforms for SVM1Z is presented in Figure 21.43.

The example shown in Figure 21.43 consists of a sequence including one-zero vector, Uw0 and two
active vectors, Uw4 and Uw6. When Uw6 is switched off, the same zero vector, Uw0, is applied. The number
of transistors switching for one PWM cycle increases but will not influence synchronous sampling of the
inverter output current.

If one-zero vector is eliminated, the amplitude of the CM voltage is reduced by 33%. Unfortunately,
dv/dt is increased for the instant of transition from active vector to zero vector, that is, from Uw6 to Uw0.
The comparison can be observed in Figure 21.44.
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The quantitative effect of the SVM1Z algorithm on CM current reduction is difficult to evaluate in an
analytical manner. This is due to the fact that a model of the electrical machine CM is nonlinear and not
perfectly defined. For these reasons, the usefulness of the SVM1Z method needs to be tested in practical
applications.

The use of SVM1Z methods can bring significant benefits in the case of CM filter use. With increasing
frequency of u0, the core of the CM choke will have a smaller diameter, or if the diameter is kept constant
the CM current will decrease.

A comparison of the SVM, AZVC-2 and SVM1Z methods is presented in Figures 21.45–21.47.
As can be seen in the waveforms presented in Figures 21.35–21.37, the shape of the motor current is

the same with SVM and SVM1Z. In the case of SVM1Z, the amplitude of the CM voltage decreases.
The smallest CM voltage occurs in the case of AZVC-2 control, but the current shape is the worst.

The practical implementation of SVM1Z is simpler than that of NPAV, AVM and AZVC. At the same
time, the inverter output voltage is not reduced. So SVM1Z is implemented in some industrial inverters
nowadays (Figure 21.48).
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Figure 21.45 The motor current and CM voltage waveforms in the case of classical SVM control
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Figure 21.46 The motor current and CM voltage waveforms in the case of AZVC-2 control

10 20 30 40 (ms)0
0

u0

isα

4
(p.u.)

(p.u.) SVM1Z

‒1

1

Figure 21.47 The motor current and CM voltage waveforms in the case of SVM1Z control
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Figure 21.48 The motor current and CM voltage waveforms in the case of SVM1Z control with different zero
vectors for output voltage position sectors

In the case of SVM1Z, in each of the position sectors of the inverter output voltage vector, different
zero vectors could be used. This minimizes the switching of transistors when the output vector crosses
the border between the sectors.

21.6 Summary
Voltage inverters operating with PWM are a source of CM voltage. This voltage forces the CM current to
flow through the parasitic capacitances of the motor. Part of the current flows through the motor bearings,
causing their accelerated degradation.

Nowadays, the most common type of failure of IMs is bearing failures. Therefore, the most reasonable
course of action is to seek and implement solutions that will help prevent this damage.

CM current reduction can be done either by increasing the impedance of the proper electrical circuit or
by reducing the CM voltage. The impedance could be increased by using the appropriate passive filter, the
CM filter. Reduction of the CM voltage is done by active solutions – mainly by methods for modification
of the PWM.

The solutions that use PWM modification are cheaper compared to the solutions involving the use of
filters. With PWM modifications, no additional elements are required; only the appropriate changes and
extensions in the control software are required. However, these PWM changes will result in increases
in the number of transistor switching, which will cause the efficiency of the inverter to decrease, and a
more efficient inverter cooling system could be required.

Owing to the complexity of the motor CM electrical circuit and the nonlinearities of some elements,
the usefulness of different PWM controls needs to be tested in real conditions. Nowadays, the analytical
or simulation models presented are insufficient for estimation of the CM current.
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22.1 Introduction
Most natural gas (NG) reserves are located in areas (Middle East or Africa) far from large consumers,
such as the United States, China and Japan. Therefore, the gas needs to be transported over long distances.
However, NG is voluminous and the reduction of its volume is necessary prior to its transportation. NG
volume can be reduced by around 600 times by using a liquefaction process; thus, making it more eco-
nomical for storage and transportation [1]. The obtained liquefied natural gas (LNG) is a natural gas that
has been cooled to −160 ∘C changing it to a liquid. To carry out this task, several large refrigeration com-
pressors are used for each LNG plant. The operation of these high-powered compressors requires a large
drive system. Traditionally, these compressors, whose power exceeds 100 MW, are driven by large gas
turbines (GTs) [2]. To start a GT, it is often combined with a 10–20 MW motor drive called a GT starter
or helper [3]. Recent advances in power electronics technology have offered hope for the development
of multi-megawatt electric drives to drive large-capacity compressors in modern LNG plants, instead
of GT drives. These electric drives, also called variable frequency drives (VFDs), provide operational
flexibility for driving compressors in LNG plants. VFDs are characterized by better efficiency, lower
downtime, lower maintenance costs and lower emissions when compared with that of GTs. In general,
VFDs are more suitable than GTs in liquefaction applications and are more environmentally friendly
drives. Megawatt VFDs in LNG plants are connected to the grid-through power converters/inverters.
Today, it is hard to connect a single power converter directly to medium-voltage grids for several rea-
sons. Therefore, various architectures of multilevel inverters have emerged as a solution to this problem.
VFDs are classified according to these converter topologies. The suitability of these converters for use
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in LNG plants and the techniques used to control the megawatt VFDs are discussed. This chapter starts
with an overview of LNG plants, outlines conventional GT, drives technoeconomic and environmental
implications and introduces various electric drive technologies used for LNG plants, highlighting their
limitations, technological problems and their impact on future LNG plants.

22.2 LNG Plants
An LNG plant is a facility that receives an NG feed from gas wells, processes it and liquefies it for
shipping to distant customers. Usually, the plant comprises several processing “trains.” Many plants
start with a single train and additional trains are installed later to cope with additional gas reserves.
Figure 22.1(a) shows an example of a simplified train of an LNG plant overall flow scheme. In a typi-
cal scheme, the feed gas is first pretreated to remove any impurities that might hinder the liquefaction
process or affect the quality of the final product. Acid gases, sulfur compounds, water and mercury are
among the impurities removed from the feed gas. The obtained product, called dry sweet gas, is then
cooled by refrigerant streams to separate the heavier hydrocarbons. The remaining gas is cooled fur-
ther to approximately −160 ∘C to make it fully LNG. The resulting LNG is properly stored and made
ready for transportation by custom-made ships. The liquefaction process represents 30–40% of the over-
all cost of an LNG plant [4]. Many liquefaction processes are available in the market; Figure 22.1(b)
shows that Philips optimized cascade LNG process, which is widely used. The liquefaction process is
usually carried out in various stages using three pure component refrigerants: propane, ethylene and
methane at various pressure levels. The refrigerants are circulated using centrifugal compressors driven
by large GTs or motors. Traditionally, large GTs with power exceeding 100 MW drive the liquefaction
compressors. In order to start a GT, it is often combined with a 10–20 MW motor called a GT starter
or helper.

NG

Treated gas
Heat exchanger

LNG

MethaneEthane

Compressor

GT

GT

GT

C

C

C

Gas turbine

(b) Simplified diagram of Phillips optimized cascade LNG production process

Propane

Gas
reception

Acid gas
removal

(a) Main structure of LNG train

Dehydration
mercury removal

Liquefaction LNG

Figure 22.1 (a) Simplified LNG train and (b) example of liquefaction process
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22.3 Gas Turbines (GTs): the Conventional Compressor Drives
Traditionally, large GTs are used for power generation applications. GT’s reliability and performance
have improved through these applications. This successful use of GTs in generation helped in the adopt-
ing of larger ones for particular mechanical-drive applications.

Several major LNG plants are embracing GTs as drivers for liquefaction compressors. However, the
change from generator-drive applications to mechanical-drive applications brings new considerations,
such as variable speed operation, starting method, torsional and lateral acceptability, continuous service
reliability and so on [5].

22.3.1 Unit Starting Requirements

When a single-shaft generator-drive GT starts driving an unloaded generator, a modestly sized start-
ing motor (or other starting means) can bring the GT to self-sustaining speed and torque. With a
single-shaft GT mechanical drive, the net available torque from the standard GT starting system (starter
motor/converter) is inadequate to start a typical load compressor. To overcome this shortfall, in most
GT compressor drive applications, an adjustable speed electric motor drive (ASD) is used, as shown in
Figure 22.2. This starting ASD can also be used as a helper drive on the train. The ASD provides the
entire starting torque, the magnitude of which will vary according to the particular characteristics of
the process compressors and the method and degree of unloading achieved [5]. The need for starting is
only one issue regarding the use of GT drives. GTs have limited speed/power characteristics, as outlined
in Figure 22.3. As the power increases, the speed decreases and LNG compressors need high-power
high-speed operation.

22.3.2 Temperature Effect on GT Output

Because the GT is an air-breathing engine, its performance is changed by ambient weather conditions,
such as humidity and ambient temperature. The effect of humidity is thought to be less important than
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generating mode

GT drive
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Starter/helper
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Figure 22.2 Conventional compressor drive system
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temperature change. Figure 22.4 shows how the output of a GT is significantly affected by the ambient
temperature. This is one of the most critical issues in GT drives and to overcome this, a helper motor is
needed to produce the lost power.

22.3.3 Reliability and Durability

Conventionally, the GT’s control system has full flexibility to coordinate with the sequencing and control
requirements of the load equipment/process, including the precise speed control of the train. The GT’s
control system uses redundant controllers and redundant sensors to enhance the reliability.
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As shown in the above, all GTs, by the nature of their physics and design, have inherent limitations:

(a) Limited speed range especially for high-power GTs
(b) Not self-starting, slow starting and cannot accelerate a load compressor
(c) As a mechanical drive, a GT has lower efficiency than the combined cycle type GT used for

generation
(d) Lower lifetime owing to high thermal and mechanical stresses caused by high-ambient temperatures
(e) Output power depends on ambient temperatures and efficiency degrades with the rise of temperature
(f) Complexity and sensitivity of the machine
(g) Periodic maintenance is required
(h) Limited vendor competition

22.4 Technical and Economic Impact of VFDs
In LNG plants, the GT-driven compressor power rating is approximately 100–120 MW. To replace GTs
of this size, electric motors should be capable of delivering such power at the LNG compressor speed.
These types of motors are widely used as generators with capacity exceeding 250 MW. In LNG appli-
cations, two-pole motors of this size can be used. VFDs using two-pole motors are technically and
economically viable solutions for the required LNG power ranges. In such cases, VFDs can be used
to drive a compressor with higher efficiency, as illustrated in Figure 22.5. Suppliers of electric motors
and VFDs are proposing various drives to control these high-power motors. The following sections will
highlight the latest technological achievements in these fields.

Table 22.1 provides a comparison of the GT and VFD characteristics. Using VFDs has a number
of significant advantages over the conventional GT in terms of maintenance, reliability, efficiency and
air and noise pollution. Conventional GTs require extensive and costly periodic maintenance. On the
other hand, VFDs require less maintenance and, thus, offer greater availability and efficiency for LNG
production. Moreover, LNG production using VFDs is not affected by ambient temperature, as in the
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Figure 22.5 VFD-based compressor drive system with around 55% overall efficiency
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Table 22.1 Comparison of the characteristics of GT-drive and VFD for LNG compressor

GT (Gas turbine) drives VFDs

Initial investment cost Low High (including power generation)
Running and maintenance cost High Low
Efficiency <35% >95% for VFD only

∼55% (including combined cycle
(CC) GT unit generating electric
power for VFD)

Availability 95% (shutdown 15 days/year) Almost 100% (no major shutdown
is needed)

Maintenance Periodic maintenance (15 days/year) More less maintenance free
Shaft length Long Short
Noise level Very high Moderate
Speed control range Limited Wide
Greenhouse gasses production High Low (including the CC power

generation unit)

case of using GTs. Ambient temperature changes affect the performance of GTs, as shown in Figure 22.4,
which is why in the case of a GT drive, a starter motor is used as a helper motor in order to overcome
the shortage of power experienced at higher ambient temperatures.

22.5 High-Power Electric Motors
For large-capacity applications such as LNG plants, two types of electric motors are mainly used: induc-
tion motors (IMs) and/or synchronous motors (SMs). Each type of motor has its own specific features
and it is selected according to the application type, the electric power network and environmental con-
ditions [6]. In practice, depending on the application case, a detailed comparison between the various
motors is necessary in order to select the most suitable type. The following general facts are observed
during the selection of motor type. Although SMs are more complex owing to the need for an exciter and
controller to operate, they are characterized by higher efficiency, controllable power factor and constant
rotating speed regardless of load variation. On the other hand, IMs are simpler and are of lower cost. For
high-speed rotation applications, IMs are preferred because the rotor structure is simple and can be made
stiff. SMs are most likely selected for large-capacity applications because it is easier to realize a machine
with large torque output. Figure 22.6 shows the concepts of the trade-off trends between motor capacity
and rotating speed. Note that the numbers given in the figure are approximate ranges of motor power and
speed. Figure 22.6 also shows the physical limits of manufactured motors. The higher the rotating speed,
the higher is the centrifugal force applied to the rotor, which increases as the rotor radius increases. A
larger motor should withstand the larger centrifugal force of its rotor compared with a smaller motor
rotating at the same speed. The centrifugal force F is proportional to the square of rotor speed and the
radius of the rotor

F ∝ r𝜔2 = r
(

2π n
60

)2
(22.1)

where r is the radius of the rotor, 𝜔 is the angular rotor speed (in rad/s) and n is the rotating speed in rpm.
The rotor can be manufactured from several types of materials, such as steel with conductors of

aluminum or copper. The mechanical strengths of these materials determine the stiffness of the rotor.
Therefore, the rotor has finite stiffness and a limit to the centrifugal force it can withstand. As a result,
when the rotating speed is higher, the motor capacity is most likely smaller.
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Figure 22.6 Areas of use of induction and synchronous motors

22.5.1 State-of-the-Art High-Power Motors

Technologies for very high-speed and large-capacity motors in the range of several tens of megawatts are
introduced by showing actual motor examples. For very high-speed applications, special considerations
are taken regarding the mechanical structure of the rotor and bearing. Although of higher efficiency,
for large-capacity applications, cooling considerations is taken into account to reduce further the losses
in the motors. Furthermore, an explosion proof construction is generally required for use in hazardous
locations such as LNG plants [7].

22.5.1.1 Induction Motor

An example of a very high-speed and large-capacity IM rated at 3.3 MW and 11 430 rpm is shown in
Figure 22.7. The motor can be used with the drive inverter for adjustable speed operation. The IM illus-
trated is a squirrel cage type with a totally enclosed water-to-air-cooled (TEWAC) enclosure. The air

Stator core

Stator coil

Cooling fanAir cooler

Rotor bar

End ring

End ring support

Bearing

Shaft

Frame

Figure 22.7 3.3 MW, 11 430 rpm induction motor construction
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Figure 22.8 8 MW, 10 000 rpm induction motor with magnetic bearing (Reproduced by permission of TMEIC)

cooler and cooling fans are mounted on the top of the motor’s main structure and the cooling air is cir-
culated within the motor enclosure. The cooling air is forced to circulate by the auxiliary fans, as shown
in Figure 22.7. Note that the cooling system is closed, and that no air is introduced from the outside
atmosphere. The air is cooled by exchanging the heat using water. The motor is a two-pole machine
and the rotor type is solid for very high-speed applications. For the optimal rotor design, a mechanical
strength analysis was performed beforehand with the finite element method. The bearing is another of
the important items of a very high-speed motor. In Figure 22.7, the tilting pad bearing is a sleeve type,
which is selected to guarantee a stable operation over a wide range of speed.

Figure 22.8 shows an external view of another very high-speed motor example rated at 8 MW and
10 000 rpm. This is a similar motor to the motor shown in Figure 22.7, but a magnetic bearing is used to
levitate the rotor shaft. The absence of mechanical contact offers good maintainability and small loss in
rotation. However, the system needs a controller to regulate the shaft position control.

22.5.1.2 Synchronous Motor

The structure of a synchronous motor rated at 25 MW and 3600 rpm is illustrated in Figure 22.9(a). The
motor comprises the rotor, the stator and a TEWAC enclosure to comply with the safety requirements of
LNG and similar plants. The cooling system does not introduce air from outside, and the airflow is forced
to circulate within the enclosure, as shown in Figure 22.9(b). In this case, the air is driven by the fans
installed at the rotor shaft. The heated air is cooled by heat exchange with the external secondary cooling
media, which in this case is water. The cylindrical rotor has two poles and it is cut from a bulk of forged
alloy. The shaft is flexible and has structure with good balance for adjustable speed from 70–105% of
the rated rotating speed. The motor is suitable for adjustable speed operation with the high-voltage and
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Figure 22.9 External view and construction of 25 MW, 3600 rpm synchronous motor: (a) external view and (b) con-
struction (Reproduced by permission of TMEIC)

large-capacity drive inverters, which are introduced in the following section. The stator is supported by
a spring structure, which reduces mechanical vibration.

By applying the technologies described above, much larger capacity two-pole SMs can be realized.
Figure 22.10 shows a two-pole synchronous motor rated at 53 MW and 3000 rpm.

22.5.2 Brushless Excitation for SM

The synchronous motor needs an excitation to flow current in the rotor winding. Conventionally, the
DC current is supplied by an external excitation circuit using a thyristor rectifier. The excitation current
flows through the sliding contacts between the brush and the slip ring on the rotor shaft. The conceptual
construction of the excitation circuit is shown in Figure 22.11. However, the brushed excitation needs
periodic maintenance. In addition, the difficulty increases with much higher speeds or larger capacities
because of the larger current flowing through the brushes and the higher rotating speed of the slip rings.

Recently, a brushless excitation has been applied by installing an auxiliary excitation generator and a
rectifier on the rotor shaft. A brushless excitation is shown in Figure 22.12, illustrating the main difference
to brushed excitation (shown in Figure 22.11), which is where the excitation is done by the stationary
winding, that is, the stator. The auxiliary excitation generator outputs an AC current and the rotating
rectifier rectifies the AC current to a DC current to flow in the rotor of the SM. In fact, two methods are
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Figure 22.10 53 MW, 3000 rpm synchronous motor (Reproduced by permission of TMEIC)
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Figure 22.11 Brushed excitation for SM using brushes and slip rings
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applied to excite the stator of the auxiliary excitation generator. One is to apply a DC current and the
other is to apply an AC current, as shown in Figure 22.12.

In the case of an AC current excitation, the auxiliary excitation generator operates as it does in the
wound-rotor induction generator. This type of circuit is used in large-capacity adjustable speed SMs,
because it can generate steady power while the rotating speed of the main motor varies. By regulating
the AC current supplied from the external power source using the thyristor switches or equivalent circuits,
the output AC current from the auxiliary excitation generator can be controlled and then the field current
can be controlled.

In the case of a DC current excitation, the auxiliary excitation generator operates as it does in the
synchronous generator. In this case, the auxiliary excitation generator cannot produce power when the
main motor is at a standstill. Therefore, this circuit is only applied to the synchronous motor operating
at constant speed.

22.6 High-Power Electric Drives
Large-capacity motors rated at several tens of megawatts are realized by the technologies described ear-
lier. For adjustable speed operation of such large-capacity motors, to match up with the capacity of the
converters, combinations of multiple inverters are used to drive the motor. To synthesize the outputs from
multiple inverters, the following methods of connections are used in practice:

• Parallel connection of inverters through balance reactors at the output
• Synthesis of inverter outputs through a multiwinding transformer

Two types of connections with dual converters are shown in Figure 22.13. For these systems, instal-
lation space is required for the balance reactors or for the transformers, in addition to the motor and the
inverters.

Multiwinding motors are driven by more than one converter. In this case, the armature windings are
separated into groups and each group’s input terminals are connected to one of the converter/inverter set.
Figure 22.14 shows a two windings motor driven by dual converters.

22.7 Switching Devices
Together with the development of semiconductor switching devices for higher voltage and larger capac-
ity, the drive inverter is also developed for higher voltage and for larger capacity [8]. This section
introduces briefly the development history of the semiconductor switching devices used for high-power
VFDs. Thyristors, insulated-gate bipolar transistors (IGBTs), injection-enhanced insulated-gate transis-
tors (IEGTs) and gate-commutated thyristors (GCTs) are the main switching devices used in high-voltage
large-capacity drive inverters.

The thyristor was the first semiconductor switching device developed for large-capacity use. The
thyristor was commercialized in 1952 and developed for higher voltage and larger current ratings. In
the 1990s, thyristors rated at several kilovolts and several kiloamperes were commercialized, as shown
in Figure 22.15.

Thyristors are only on-controlled devices, gate turn-off thyristors (GTOs) were developed as on–off
controlled thyristors. However, GTOs require anode reactors, snubber circuits and bulky gate-drive
circuits. Owing to semiconductor technologies, GCTs were developed to replace GTOs. The GCT
shows better gate controllability and can realize large-capacity drive inverters with simpler circuit
configurations.

Transistors able to handle large power were commercialized in the 1980s. The IGBT was developed to
deal with higher voltages than conventional transistors. The first generation of the IGBT was developed
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Figure 22.15 Development of semiconductor switching devices

in the 1980s. The ongoing development of IGBTs continues to improve performance on a yearly basis.
At present, the sixth generation of IGBTs is commercialized. Furthermore, the IEGT was developed to
handle large currents in the range of kiloamperes. The voltage drop in the IEGT is kept low while large
current conducts by the injection-enhanced effect.

The semiconductor switching devices introduced earlier are all made of the silicon wafer. The next
generation of semiconductor switching devices, actively under development, will be made of silicon car-
bide (SiC) wafer, which is a better material than silicon and more suited to high-voltage and large-current
applications. However, at present, the development is only at the stage for small-capacity and low-voltage
applications. It seems to take time before the technology is sufficiently advanced for application to
high-voltage and large-capacity drive inverters rated in the megawatt range.

22.7.1 High-Power Semiconductor Devices

This section explains the operation and features of the high-voltage large-current semiconductor switch-
ing devices applied in large-capacity inverters.

22.7.1.1 Thyristor

The symbol representing a thyristor and a sample photo of a high-power thyristor are shown in
Figure 22.16 [9, 10]. Thyristor are turned off mainly by the induced AC voltage of the motor, namely
the load of the thyristor bridge. Thus, such equipment is called a load-commutated inverter (LCI). In the
past, self-commutated voltage source inverters (VSIs) were developed using thyristors with auxiliary
circuits to force the thyristors to turn off. These days such types of inverters are rarely used because the
development of self-commutated semiconductor switching devices can achieve better results.

22.7.1.2 IGBT

The symbol for the IGBT and a picture of an example are shown in Figure 22.17 [11]. IGBTs are easily
turned on and off simply by applying a gate voltage signal. IGBTs are widely used in voltage source
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Figure 22.16 Thyristor symbol and a typical device example (Courtesy of ABB)
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Figure 22.17 IGBT symbol and a typical device example (Courtesy of Mitsubishi Electric)

self-commutated inverters, especially for low-power drives. Typically, in the IGBT package, antiparallel
diodes are also installed, as illustrated by the symbol.

22.7.1.3 IEGT

The IEGT is also a semiconductor switching device that can be turned on and off by the gate voltage
control. The IEGT has two points of improvement and can handle high voltage and large current. An
example of an IEGT is shown in Figure 22.18 [12]. Unlike the IGBT, the high-voltage IEGT applies an
internal structure to increase the carrier density in the wafer in order to keep the on-state voltage low,
and thus, the loss is also kept low. Usually, the IGBT package is of modular type where only the bottom
of the package can be cooled by the heat sink. In contrast, the IEGT package is of presspack type, as

Figure 22.18 IEGT device (Courtesy of Toshiba)
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Figure 22.19 GCT device (Courtesy of Mitsubishi Electric)

shown in Figure 22.18, and both sides of the package can be cooled using two heat sinks. This structure
of package is suitable for large-current applications.

22.7.1.4 GCT

The GCT is a semiconductor switching device that has similar internal structure in the silicon wafer to
the thyristor. However, it is apparently different from the thyristor, because it is a self-turn-off device.
In order to deal with the large current of the power circuit, the gate terminal has a ring shape, as shown
in Figure 22.19 [13]. The GCT is a semiconductor switching device suitable for VSIs and it has the
following features:

• Small conduction loss even rated at high voltage
• Two-side cooling possible because of presspack structure

The GCT device and its gate-drive unit (GDU) are often housed together to form an integrated GCT
(IGCT).

22.8 High-Power Converter Topologies
VFDs are categorized according to the configuration of the used power electronics inverter. Two main
configurations are used: (1) current source inverter (CSI) and (2) VSI. In each configuration there are
various topologies used. For CSI drives, the topology most often used is the LCI, which is described in
the following section.

22.8.1 LCI

The LCI, as its name indicates, relies on commutation by the connected motor (or load). LCI covers
a large variety of industrial applications in a power range up to 100 MW [14]. Using thyristors as the
main commutation devices, LCI-based large-capacity drives are possible. Figure 22.20(a) shows an LCI
circuit comprising a thyristor converter bridge and a thyristor inverter bridge. Series-connected thyristors
can make the LCI capable of generating high-voltage output. The thyristor inverter is commutated with
the help of motor back-emf voltage. As a result, LCI drives are limited to just SMs. LCIs have been
used widely in high-power applications owing to the robustness and low cost of thyristors. Although this
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Figure 22.20 Inverter types and harmonics current flows in LCI and VSI: (a) LCI and (b) VSI

technology is known for its simplicity, LCIs suffer from many drawbacks, such as high-grid harmonics,
poor power factor and larger motor torque ripple [3]. Therefore, an LC filter is used to mitigate the
undesired harmonics injected into the grid by LCI drives. The capacitor of the tuned LC filter might
cause some undesirable phenomena in the power network such as resonance.

22.8.2 VSI

Currently, GCTs, IGBTs and IEGTs are available for high-power applications and constitute the main
switching devices for VSIs. Electric drives based on VSI are characterized by lower harmonics con-
tent, higher power factor and lower torque pulsations than LCI drives. Figure 22.20(b) shows a low-cost
VSI-based drive system. The front-end AC/DC converter can be a rectifier (case of Figure 22.20(b)) or
a PWM converter to allow four-quadrant operation including regeneration of power.

As VSIs exhibit lower current harmonics than the LCIs, subsynchronous torsional interactions and
interharmonics are of lesser concern [15].

To simplify the understanding of the harmonics effects on the drive based on LCI (Figure 22.20(a)) and
the drive based on VSI (Figure 22.20(b)), the harmonics flow is shown in Figure 22.20. These harmonics
and interharmonics in LCI depend on the speed of the motor and might cause torsional interactions [15].
Note that the harmonics current flows shown in the figure do not take into account the mechanism of
AC/DC conversion. The interaction between inverter and rectifier harmonics in LCIs are an important
concern [16]. The frequency of these grid harmonics produced by the LCI are speed dependent and,
therefore, might decrease in order to match the torsional resonance frequency of the drive system [15].
With a typical design of LCIs, the bulky intermediate reactor is not enough to lower the current harmonics
in the DC circuit, which affects the harmonics in the grid, as shown in Figure 22.20. Unlike LCIs, VSIs
dominant harmonic components are located at a relatively high-switching frequency and can be absorbed
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Table 22.2 Comparison of LCI and VSI drives

Comparison parameter LCI drives VSI drives

Grid-side harmonics For 12-pulse LCI <11% harmonics filter
required power grid resonance concerns

<5% harmonics filter not required (PWM
rectifier is used)

Ride-through capability Limited Robust
Torque ripples <7% (12-pulse) large torque ripple. Need

for special compressor design. Torsional
vibration issues

<0.5% use of standard compressor and
less concerns for torsional issues

Efficiency High High
Reliability Well-established know-how, long history Field-proven technology, newer

technology for high-power applications
with good applications references

by the large DC capacitance, as shown in Figure 22.20(b). Therefore, the harmonics of the rectifier’s
AC line currents are reduced significantly. Moreover, these harmonics are lowered further by the line
impedance, which makes the VSI drive system preferable to the LCI drive system.

22.8.3 Summary

Table 22.2 compares the characteristics of LCI and VSI drives. The VSI outperforms the LCI for LNG
plants. VSIs are more suitable for high-power VFD applications. Although the VSI devices’ (IEGT,
IGCT) power ratings have improved recently, they cannot handle the megawatt ratings of VFDs that are
required for LNG plants. New topologies of inverters called multilevel inverters (MLIs) have emerged
that provide better performance when working at higher power demands [17–20].

22.9 Multilevel VSI Topologies
The main circuit of the drive equipment that supplies the motor with the necessary variable frequency
power is the inverter, which is a DC-to-AC converter. The inverter can control the rotating speed and the
torque of the motor by varying its output voltage and frequency.

This section introduces briefly the main inverter circuit structure and the principle of operation of
multilevel inverters, which are used for high-power applications such as in LNG plants. In general, the
inverter for which the number of voltage steps in the output voltage waveform is larger than or equal to
three is called the MLI [21]. For better understanding of MLIs, the description starts from the simplest
inverter, which is the two-level inverter.

22.9.1 Two-Level Inverters

The circuit topology of the two-level inverter is shown in Figure 22.21(a). The inverter is a three-phase
bridge consisting of a DC voltage source E and six semiconductor switching devices. The three-phase
bridge consists of three similar legs. In the explanation, it is assumed that the midpoint of the DC voltage
source is at the ground potential. The leg structure of phase A is used for the description of the principle
of operation. The leg has two switching devices U and X. U connects the positive terminal of the DC
voltage and the AC terminal. X connects the negative terminal of the DC voltage source and the AC
terminal. When the device U is on, the phase A outputs the voltage step of +Ed/2. When, the device X
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Figure 22.21 Circuit configuration and operation principle of two-level inverter. (a) Three-phase VSI bridge and
(b) operation of one leg and output voltage levels

is on, it outputs voltage step of −Ed/2. Therefore, the phase A outputs two voltage levels, +Ed/2 and
−Ed/2, as shown in Figure 22.21(b).

By appropriately controlling the width ratio between +E/2 and −E/2 using PWM control, the voltage
waveform can be obtained with the desired voltage amplitude and frequency. By applying the voltage
waveform to the motor, owing to the impedance of the motor, the current of high-frequency compo-
nents around the PWM carrier frequency is blocked and mostly the current component of the desired
frequency flows in the motor. The output voltage waveforms of the two-level PWM inverter are shown
in Figure 22.22, both for phase-to-neutral and for phase-to-phase.

22.9.2 Multilevel Inverters

As MLIs can handle high voltage/current using IGBTs, IEGTs, or IGCTs, they dominate high-power
applications. Using the same switching frequency, the output waveforms are of better quality than the
classical two-level inverter topologies. MLIs are characterized by smaller filtering elements, high mod-
ularity, high flexibility and multilevel voltage outputs with less harmonics components. Thus, MLIs
topologies are more appropriate for high-power drive systems.
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Figure 22.22 Voltage waveforms of two-level PWM inverter

22.9.2.1 Three-Level Inverters

Among the circuit topologies of MLIs is the three-level inverter; a circuit topology where the neutral
point (NP) is connected to the AC output through a diode. The circuit topology is shown in Figure 22.23.
This type of three-level inverter is called the neutral-point-clamped (NPC) inverter [22].

The DC voltage source consists of two voltage sources: the positive voltage source and the negative
voltage source. The connection point of the two voltage sources is the NP 0. Twelve semiconductor
switching devices are used in the circuit. The leg of phase A consists of switches A1, A2, A3 and A4.
When A1 and A2 are on, the output of phase A is connected to the positive terminal of the DC volt-
age source, P. When A3 and A4 are on, the output of phase A is connected to the negative terminal
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Figure 22.23 Circuit configuration of NPC three-level inverter
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of the DC voltage source N. The diodes AP and AN are connected to the NP. The output voltage is as
follows:

• A1 and A2 are on, then vA = +E/2
• A3 and A4 are on, then vA = −E/2
• A2 and A3 are on, then vA = 0

The phase voltage output has three levels: +E/2, −E/2, or 0, as shown in Figure 22.24.
By appropriately controlling the ratio of the widths of+E/2, 0 and−E/2 using PWM control, the output

voltage amplitude and frequency are controllable. The high-frequency components of the output current
are suppressed by the impedance of the motor. Therefore, only the fundamental frequency component of
the current flows in the motor. The phase-to-neutral and phase-to-phase of the output voltage waveforms
for the NPC (three-level) inverter are shown in Figure 22.25.

When similar semiconductor switching devices (same voltage rating) are used, the three-level inverter
can handle voltage levels twice those of the two-level inverter. As a result, the circuit topology of the
three-level inverter is suitable for high-voltage applications. Furthermore, the three-level inverter outputs
more voltage levels, and its voltage waveform is more sinusoidal than the two-level inverter.

Other topologies of three-level inverters exist; however, the NPC type is widely used in industry, espe-
cially for LNG plants. Other three-level inverter topologies are rarely used for large-capacity applications
rated at several tens of megawatts.
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Figure 22.24 Operation principle of three-level NPC inverter
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Figure 22.25 Voltage waveforms of NPC three-level inverter

22.9.2.2 Five-Level Inverters (Star Connection of two NPC Inverters)

Using NPC as a cell, a five-level inverter is introduced for high-power applications. The circuit topology is
constructed from a combination of three-level inverters introduced above. The circuit topology is shown
in Figure 22.26 [23].

A single-phase inverter consists of two legs of a three-level inverter. One output terminal of a
single-phase inverter is connected to the neutral, while the other output is one phase output of the
five-level inverter, which is connected to the motor terminal. It is worth noting that the middle point 0
of the DC voltage sources of the single-phase inverter has different potential from the neutral bus of
the star-connected total system. This circuit topology can output the following five voltage levels or

+Ed/2

–Ed/2

Motor
Neutral Phase A

Phase B

Phase C

0

Figure 22.26 Circuit configuration of star-connected five-level inverter
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Table 22.3 Combination of voltage levels of star-connected circuit

Phase A voltage
to neutral VAN

Leg A1 output voltage V1
0 to neutral

Leg A2 output voltage V2
0 to phase A

−E −E/2 +E/2
−E/2 −E/2 0

0 +E/2
−E/2 −E/2

0 0 0
+E/2 +E/2

+E/2 0 −E/2
+E/2 0

+E +E/2 −E/2

steps: +E, +E/2, 0, −E/2 and −E. The reference point of these levels is the neutral bus and is obtained
by combination of the output voltages from the two legs of the single-phase inverter, as shown in
Table 22.3. In addition, the voltage amplitude is doubled compared with that of the three-level inverter.
The voltage waveforms are shown in Figure 22.27. As the number of voltage levels is larger, the voltage
waveform approaches the sinusoidal waveform more closely than does the three-level inverter. As the
phase-to-phase voltage has nine levels of voltage, the motor current ripples are smaller and the currents
are almost sinusoidal waveforms.

A developed 30 MW, five-level drive inverter using an NPC cell is shown in Figure 22.28 and its output
voltage and current waveforms are shown in Figure 22.29. In the example, or in similar drive inverters,
large-capacity semiconductor switching devices, such as IEGTs or GCTs, introduced in an earlier section,
are used. The number of semiconductor switching devices is 24, as shown in the circuit drawing of
Figure 22.26. By using large-capacity semiconductor switching devices, large-capacity drive inverters
rated around 20–30 MW can be realized with a small number of semiconductor switching devices. The
rated output voltage of the drive inverter shown in Figure 22.28 is 7.2 kV. The drive inverter can be
considered to have high reliability because it realizes high voltage and large capacity with the simple
circuit topology and with a small number of devices.

Furthermore, the low-frequency harmonics are canceled out with the special PWM pulse pattern in the
five-level inverter shown in Figure 22.28. This pulse pattern suppresses the low-frequency torque ripples,
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Figure 22.27 Operation principle of star-connected five-level inverter
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Figure 22.28 30 MW NPC-cell-based five-level inverter set (Reproduced by permission of TMEIC)

0 0.005

(a)

(b)

0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
–15

–10

–5

0

5

10

15

Time (s)

V
ol

ta
ge

 (
kV

)

Line to line voltage ( U – V )

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
–5

0

5

Time (s)

C
ur

re
nt

 (
kA

)

U phase current

Figure 22.29 Output voltage and current waveforms of a five-level inverter



718 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

NPC-based five-level
30MW inverter

Load inverterSM

SG

Five-level
inverter

Multilevel
inverter

25 MW SM

High-speed flexible joint
(shaft torque measurment point) Gear

25 MW SG

Figure 22.30 25 MW drive system test bench

Circuits in a cell

High-voltage motor

Multi
winding

transformer

Cell

Diode rectifier

DC capacitor

Single-phase inverter

From cell below

To cell above

Three-phase AC
input from

transformer

Figure 22.31 Typical multilevel inverter using full-bridge single-phase multicells connected in series



High-Power Drive Systems for Industrial Applications: Practical Examples 719

Output current

Output voltage
(line to line)

Figure 22.32 Line-to-line output voltage waveforms of multicell six-series cells

which could coincide with the low mechanical resonance of the large-capacity compressor of an LNG
plant [24].

In order to test the 30 MW, NPC-based electric drive system, and assess its performance, a proper test
bench was developed. A 25 MW test bench facility based on the recuperation of the mechanical energy
in electrical energy to be fed back to the electric drive is realized, as shown in Figure 22.30. Thus, tests
are carried out with minimum power drawn from the power line; it is only the losses that are needed from
the power grid.

22.9.2.3 Multilevel Inverters (Cells in Series Connection)

One of the most popular circuit topologies of the MLI is the series connection of several cells. The
circuit topology and the detailed circuit in the cell are shown in Figure 22.31. The output section of the
cell consists of a single-phase inverter. In practical application, the single-phase inverter is made of an
IGBT with a modular type package and its AC output voltage is around 1000 Vrms. Then, to obtain the
6 kV output, six cells are connected in series, and a large number of IGBTs is used in the inverter-based
drive system.

Figure 22.32 shows the output voltage waveform of the drive inverter with six cells in series. The
number of voltage levels is large and near sinusoidal waveforms can be obtained.

For supplying the DC power to each cell, a multiwinding transformer is used. The multiwinding trans-
former provides insulation among cells and reduces low-order harmonic current components to the AC
power system by shifting the phases of the winding from each other.

22.10 Control of High-Power Electric Drives
A general block diagram of the VFD is shown in Figure 22.33 where some practical issues are high-
lighted. A drive system should overcome these technical issues if it is to operate in an industrial environ-
ment such as LNG plants. For LNG plants, electric drive efficiency, reliability and robustness to power
network disturbances are the main concerns of the plant operators. These issues are still challenging tasks
for the designers, researchers and drive manufacturers.

The following three main techniques are available to manufacturers for the control of electric
drives:

1. V/f control
2. Field-oriented control (FOC) or vector control (VC)
3. Direct torque control (DTC)
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Figure 22.33 Practical issues in a drive system

The V/f method keeps the ratio V/f constant when controlling an IM. It consists of proportionally
controlling, in an open-loop manner, the voltage and frequency in order to keep the flux constant in an IM,
as shown in Figure 22.34(a). This scalar open-loop frequency control method operates without a speed
sensor. Although simple, this control technique suffers from many drawbacks, such as the steady-state
inaccuracy and poor dynamic performance. Decoupling between flux and torque levels is not possible in
this control technique, and thus, independent control of flux and torque is not possible. Poor performance
at low speed is observed in the V/f method. Transient operation is uncontrollable in the V/f controlled
drive and the system might become unstable. Techniques have been developed to improve the stability
of the V/f control [25]. The FOC or VC methods (Figure 22.34(b)) control independently the torque and
flux components. Therefore, implementation of direct flux control is possible. In general, a speed/position
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Figure 22.34 Evolution of AC motor drive control techniques: (a) V/f, (b) FOC or VC and (c) DTC
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sensor is required for the implementation of the VC, which includes two current controllers: one for the
flux component and the other for the torque component. These controllers are realized in the dq frame
rotating with the rotor flux. A transformation of the voltage references (output of current controllers) from
the rotating frame to the stationary frame is needed. A PWM inverter will output voltages proportional
to voltage references. The DTC was proposed in 1985 [26, 27]. In these preliminary proposals, two
hysteresis controllers were used for the control of stator flux and torque of the motor. The simplicity of
this DTC technique is made possible by avoiding coordinate transformation and by using a look-up table
to select the appropriate voltage vector of the inverter. The DTC can achieve the decoupling between flux
and torque without using a speed sensor and the PWM technique. Owing to the simultaneous control of
the flux and the torque, the DTC scheme exhibits a higher dynamic performance. However, hysteresis
controls with their variable switching frequencies and limited number of voltage vectors in the inverter
control are known to cause torque ripples in the motor and poor steady-state performance at low speed.

Unlike small motors, large motors have low stator/rotor resistance values; thus, a low damping factor
is obtained. The low damping factor makes the control of high-power motors difficult and prone to insta-
bility. Small motors (i.e., IMs) have higher damping factors, are easier to control and are unlikely to be
unstable. To illustrate this, Figure 22.35 shows the pole positions for small and large IMs as a function
of operating frequency. These low damping factors of large IMs make their control vulnerable and might
easily cause oscillations [25]. A new approach to improve the damping factor of high-power motors
using current feedback is proposed in [25]. A virtual resistance based on current feedback is obtained to
realize active damping; as a result, controllers developed for small motors can also be used for control
of high-power motors.

22.10.1 PWM Methods

In many high-power applications, energy saving is critical; therefore, the minimization of energy losses is
necessary. VFD losses might come from the motor as well as from the power converter. For reduced envi-
ronmental pollution, the motor, converter and controller should all be selected such that energy saving and
high efficiency are obtained. Losses in the PWM power converter are mainly due to the devices’ switch-
ing losses. In large-capacity applications, the switching losses might represent an important percentage
of the total drive energy; therefore, the minimization of switching losses is a crucial task.
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Figure 22.35 Example of motor poles versus operating frequency for small and large IMs
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Many PWM techniques were developed to deal with the control of inverters, such as the sinusoidal
pulse-width modulation (SPWM) and space vector pulse-width modulation (SVPWM) strategies. Vari-
ous discontinuous pulse-width modulation (DPWM) strategies were developed to reduce the switching
losses of the inverter [28–38]. DPWM techniques are based on the principle that power devices in each
bridge leg do not switch during a predetermined time during a cycle of output voltage. Thus, the DPWM
strategy reduces the switching losses in the inverter.

MLIs based on the NPC topology are used extensively for high-power VFD applications, especially
in LNG plants. NPC inverter output voltages can be clamped to the positive, negative, or NP) (point O
in Figure 22.37) voltage. The NP voltage is assumed to be at zero level. In reality, NP voltage fluctuates,
which could instigate PWM inverter instability even with balanced load [39]. Many PWM techniques to
decrease the variations of NPC NP voltage have been proposed [40–48].

In most VFD applications, the three-phase Y-connected load is used where the neutral current path
is not connected, which offers more choices in the inverter voltage selection. In fact, the load in such
an application will only act in response to the input line-to-line voltages. A promising discontinuous
PWM technique is based on the principle of applying non-sinusoidal phase voltages while keeping the
line-to-line voltages input sinusoidal [46–49]. Figure 22.36 illustrates the conventional PWM and the
DPWM input reference voltages. Note that the motor operating under the DPWM method, shown in
Figure 22.36(b), is not affected by the phase voltages. The implementation of this DPWM method is
shown in Figure 22.37 and can be easily plugged in for any NPC inverter in order to achieve three goals
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Figure 22.36 PWM modulation techniques for multilevel NPC inverters: (a) conventional PWM method and (b) dis-
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simultaneously: (1) prevention of self-commutated semiconductor switching device minimum on-pulse,
(2) reduction of switching losses and (3) reduction of NP fluctuation in NPC inverters. Figure 22.38 shows
an example of the pattern used in the DPWM method for multilevel NPC inverters in order to avoid
minimum on-pulse of the switching device, reduce the switching losses and decrease the NP voltage
fluctuations, as shown in Figure 22.39 [49].

22.11 Conclusion
The impacts of megawatt VFDs for LNG plants were discussed. LNG operators are looking for higher
plant availability and improved plant operational flexibility, independent of the effect of ambient
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temperature. Using electric VFDs to drive LNG plant compressors offers better performance than when
using conventional GT drives. Unlike GTs, VFDs reduce maintenance costs and downtime, reduce
plant air emissions and enhance safety. Following recent technological developments, in principle, a
VFD-driven LNG plant is possible. Motor and VFD manufacturers are developing large electric drives
with ratings of 100–120 MW using the recently developed technology of power electronics converters.
This chapter presented a few examples of actual high-power VFDs that can realize up to 100 MW
using four sets of 30 MW NPC-based multilevel VSIs. This NPC-cell-based VFD improves reliability
because it uses large-capacity semiconductor devices. For megawatt drive systems, the losses represent
a significant amount of power. Therefore, some PWM techniques to reduce the losses were presented in
this chapter. Other techniques were included in the VFDs to make it sufficiently robust to ride-through
voltage sags in power networks.
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23.1 Introduction
Recent advances in the field of energy conversion (e.g., distributed power generation systems, trac-
tion and adjustable speed drives (ASD)) show a focus on voltage source converters (VSCs) [1–5].
VSCs are designed to meet the demands of high efficiency, robustness and low harmonics injection into
power systems or low torque pulsation (corresponding to an increased motor lifetime due to decreased
shaft vibrations). Expectations related to energy-saving and power quality solutions cause more fre-
quent replacement of input diode rectifiers with active front end (AFE) because of the following main
features [6]:

• Bidirectional power flow (allows regenerative breaking),
• Nearly sinusoidal input current with low harmonics distortion,
• High (including unity)-input power factor operation,
• Sufficient dynamics to follow load variation,
• Adjustment and stabilization of the DC-link voltage UDC (distorted 100 Hz oscillation),
• Operation under line voltage distortion (harmonics, sags, etc.).

Nowadays, AFE in AC–DC–AC energy conversion systems has started to be the standard solution.
One of the important applications of medium-power AC–DC–AC fed ASD is high speed rail (HSR).
Several different types of railway traction power systems (RTPSs) are used throughout the world [7, 8];
however, in modern HSR, there is a trend toward using medium-voltage AC single-phase RTPSs. There-
fore, issues related to the energy conversion for ASD used in the HSR become extremely important. In
such systems, the VSCs connected to the grid through a step-down transformer are widely used as the
AC–DC AFE.

Initially, as the AC–DC VSC in single-phase RTPS, an H-bridge converter (H-BC) fed from single
low-voltage winding of the step-down transformer was used [8, 9]. The H-BC provides three levels of
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converter output voltage uCONV: 0 and ±UDC. However, owing to the low converter-switching frequency
for high power, the harmonics injected into the RTPS can be very high [9]. The current harmonics of the
transformer high-voltage side generated by the VSC may have detrimental effects on the RTPS compo-
nents and other loads, and is of great concern. Therefore, instead of a single H-BC, a parallel connected
H-BC fed from two symmetrical low-voltage windings of the step-down transformer was introduced
[10–14]. The main advantage of such a solution, due to the interleaved pulse-width modulation (PWM)
between parallel connected H-BC modules, is the reduction in the current harmonics distortion of the
transformer high-voltage side (five levels of converter output voltage on transformer high-voltage side is
obtained: 0, ±UDC and ±2UDC).

Recently, other multilevel VSC topologies have become attractive to medium-power conversion [15,
16]. The idea of multilevel converters is based on a series connection of semiconductor devices with more
than one DC voltage source. VSC operation above typical semiconductor voltage limits, with reduced
voltage stress, lower common mode voltages, reduced harmonics distortion and lower filter requirements
are some of the well-known advantages that have made this topology popular in both research and the
industry. In particular, two multilevel topologies are widely used in ASD industrial applications: the
diode clamped converter (DCC) and the flying capacitor converter (FCC). H-DCC was introduced into
single-phase RTPS by Hitachi [17] in 1995 (Japan), and has received further attention over the years
[18–21]. Despite many publications, the H-FCC has not been commercially applied to single-phase
RTPS. Other multilevel cascade and hybrid topologies, which can be compared with classically used
parallel-connected H-BC, have also been proposed [15], but they are not fully accepted by industry in
transportation systems. A comparison between the multilevel H-DCC, H-FCC and parallel-connected
H-BC – if the same voltage and current rating semiconductor devices are used – can be summarized
as follows:

• the H-DCC and H-FCC input voltage and output DC-link voltage may be doubled, retaining the mag-
nitude of input current constant,

• the H-DCC and H-FCC are fed from a single low-voltage winding with the same input current, as for
the parallel connected H-BC but with doubled input voltage,

• the H-DCC uses additional semiconductor devices (clamping diodes),
• the H-FCC uses additional DC voltage sources (flying capacitors (FCs),
• a more complex PWM strategy is required for the H-DCC and H-FCC.

The choice between these topologies: H-DCC, H-FCC and parallel-connected H-BC, as well as choice
of value of input voltage uline (especially for the H-DCC and H-FCC), depends not only on the technical
requirements of the power circuit, such as the DC-link voltage. Equally important – if not more – are
the economic requirements: the VSC and transformer volume, size and weight, component prices (semi-
conductor devices, especially) and so on. Therefore, it is not possible to clearly indicate the best VSC
solution for HSR, and only a comparison for similar conditions can be made.

This chapter – divided into two main parts – is devoted to the modulation and control of single-phase
grid-side converters in RTPS applications. The first part presents the analysis and comparative stud-
ies of PWM techniques with unipolar switching for the aforementioned converter topologies: the
parallel-connected H-BC, the H-DCC and the H-FCC. Particular emphasis is placed on the impact of
individual modulation techniques and topologies on the quality of the grid current and the harmonic
content generated by the converter. The second part is devoted to the current control of single-phase
VSC, where the basic structures of the dq synchronous reference frame are presented – proportional
integral current control (PI-CC) and the abc natural reference frame, proportional resonant current
control (PR-CC). Moreover, the production of current and DC-link voltage controllers with tuning
methods for PI and PR regulators is discussed. At the end, the active power feed forward (APFF)
algorithm required to improve the dynamics of the DC-link stabilization (reduction of overvoltage in
transient states) is provided.
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23.2 Modulation Techniques in Single-Phase Voltage Source Converters
The current harmonics generated by the VSC – as a result of the PWM strategy applied to VSC – are
particularly important for single-phase RTPSs. The current harmonics distortion depends on the number
of output voltage pattern-forming states visible from the transformer high-voltage side. The number of
output voltage pattern-forming states is defined as follows: when one active and one zero switching state
is applied symmetrically to the VSC, the output waveform will have three voltage-forming states arranged
as follows: zero–active–zero. Therefore, a higher number of switching states applied to the VSC gives a
lower current harmonics distortion. An increased number of output voltage pattern-forming states results
in a decreasing input current iline distortion.

Each VSC topology is characterized by a different method of output voltage pattern generation, depen-
dent on the modulation technique applied. Moreover, each modulation technique can provide different
numbers of output voltage pattern-forming states. Therefore, the comparison between modulation tech-
niques for different topologies for single-phase RTPSs should be performed under strictly defined con-
ditions. In this section, the following PWM techniques in the single-phase VSC are presented:

• hybrid pulse-width modulation (HPWM) and unipolar pulse-width modulation (UPWM) for
parallel-connected H-BCs,

• one-dimensional nearest two vectors (1D-N2V) and one-dimensional nearest three vectors (1D-N3V)
modulations for H-DCCs,

• 1D-N2V, 1D-N3V and one-dimensional nearest three with two redundant vectors (1D-N(3+ 2R)V)
modulations for H-FCCs.

Taking into account the large number of PWM strategies and their possible modifications, the presenta-
tion will be based on the following assumptions:

• for each topology switching period, TS is the same,
• each semiconductor device can only be switched two times (in ON–OFF–ON or OFF–ON–OFF

sequences, where the switching is defined as an ON–OFF or OFF–ON state change) per period,
• for each modulation type, the minimum number of switching states is used in order to fulfill the mod-

ulation objectives.

Next, the comparison will be carried out for all VSC topologies and PWM techniques mentioned earlier.
In order to perform the comparative study under similar conditions, for the control system the following
assumptions have been made:

• transistors are ideal switches (switching losses are omitted),
• time delay between calculation and realization of transistor duty cycle is neglected,
• there is no dead time between pairs of transistors,
• grid voltage is ugrid is ideal sinusoidal,
• transformer low-voltage side short circuit impedance is calculated as 25% of nominal impedance (typ-

ically between 20% and 30%),
• the charge of the DC-link capacitors CDC and the FC is constant, regardless of grid voltage ugrid and

DC-link voltage UDC amplitude changes.

23.2.1 Parallel-Connected H-Bridge Converter (H-BC)

Figure 23.1 shows a single-phase parallel-connected H-BC with a common DC-link fed from the trans-
former with two low-voltage windings [10–14]. Among the main advantages of this topology are:

• low harmonics distortion of current igrid for transformer high-voltage side at the hybrid and the unipolar
modulations,
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• high reliability – in the case of one module failure, the H-BC still works with the same amplitude of
UDC but at twice reduced power and with an increased THD factor of igrid.

Despite the obvious advantages introduced by parallel connection of the VSC, this is also a major disad-
vantage because of:

• the high cost, weight and size of a step-down transformer with two secondary windings,
• the increased current and voltage rating of the semiconductor devices.

Each module of the converter shown in Figure 23.1 has two legs, with insulated gate bipolar transistors
(IGBTs) denoted Sx and Sx, where Sx is the negation of Sx and x is the leg indication: a or b. The IGBT is
switched ON when the gate signal is 1 and switched OFF when the gate signal is 0. All switching states
for one module are shown in Table 23.1.

To calculate the duration of the switching states, the modulation index M is indispensable, which is
the proportion of the control algorithm reference uCONV,ref with respect to the DC-link voltage UDC:

M =
uCONV,ref

UDC

(23.1)

Sb1

Sb1

Sa1

Sa1

Leg bLeg a

CDC1UDC

L
oa

d

iline1

ugrid

uline1

igrid

Sb2

Sb2

Sa2

Sa2

Leg bLeg a

iline2

uline2

CDC2

Figure 23.1 Single-phase five-level parallel-connected H-bridge converter

Table 23.1 Switching states for single H-BC module

Switch number Levels of output t voltage uCONV

−UDC 0 UDC

Sa 0 0 1 1
Sb 1 0 1 0
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where uCONV,ref is the reference amplitude of the converter output voltage. Note that |uCONV,ref| cannot be
greater than UDC; thus, M ∈ ⟨−1, 1⟩.

The decision as to which output voltage level is applied (positive or negative) depends on M
(Equation 23.1):

positive 0 ↔ UDC ↔ 0 for M ∈ (0, 1⟩
negative 0 ↔ −UDC ↔ 0 for M ∈ ⟨−1, 0⟩ (23.2)

The switching state time durations for every uCONV level are assigned as follows: T0 for uCONV = 0 and
T1 for uCONV = ±UDC, and are calculated as:

for M ∈ (0, 1⟩
{

T1 = MTs

T0 = Ts − T1

(23.3)

for M ∈ ⟨−1, 0⟩
{

T1 = −MTs

T0 = Ts − T1

(23.4)

The IGBT state and its time duration depends on the PWM technique applied: the HPWM or UPWM.
The HPWM [22–24] for the single H-BC module is based on the assumption that only two among

four transistors are pulse-width modulated in each sampling period (Figure 23.2). This means that in
each period, only one leg is modulated and – as a consequence – only one of two possible redundant
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Figure 23.2 Duty cycles for parallel-connected H-BC with hybrid modulation: (a) module 1, (b) module 2 and (c)
parallel-connected H-BC uCONV voltages with interleaved sampling periods 1∕2TS between modules



732 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

0 01

Sa1

Sb1

T1/2T0/4

uconv1 0 0

2 switching0 1 1 0

T0/2T1/2

UDC

2 switching

4 switching

5 voltage forming states per period
3 different switching states per period

uconv1

¼ Sampling
period

Sampling period
H-BC module 1

Sampling period
H-BC module 1

0
uconv

T0/4

1 1

T0/4

10 0

UDC0 0

0 0UDC UDC0

0 0UDC UDC0

0UDC UDC0

0UDC UDC0 UDC 0

2UDC
UDC

uconv2

0 01

Sa2

Sb2

T1/2T0/4

uconv2 0 0

2 switching0 1 1 0

T0/2T1/2

UDC

2 switching

4 switching

T0/4

1 1

T0/4

10 0

UDC0 0

5 voltage forming states per period
3 different switching states per period

0UDC UDC

Sampling period
H-BC module 2

Sampling period
H-BC module 2

(a)

(c)

(b)

Figure 23.3 Duty cycles for parallel-connected H-BC with unipolar modulation: (a) module 1, (b) module 2 and
(c) parallel-connected H-BC uCONV voltages with interleaved sampling periods 1∕4TS between modules

states for the uCONV = 0 voltage level is used. Switching states are applied symmetrically with respect to
the middle of the sampling period. Which leg is modulated depends on the sign of uCONV:

leg

{
a for positive uCONV sign

b for negative uCONV sign
(23.5)

The HPWM applies two switching states in each sampling period for a single H-BC, which gives three
output voltage uCONV forming states for module 1 (Figure 23.2(a)) and module 2 (Figure 23.2(b)). For
two parallel-connected H-BC modules, the interleaved modulation is applied, which means that for each
the same switching pattern and duty cycles of the HPWM can be used, but the sampling periods are
shifted 1∕2TS between modules. Interleave modulation gives five levels on the transformer high-voltage
side: 0, ±UDC, ±2UDC and five output voltage uCONV forming states (Figure 23.2(c)).

The other technique, UPWM [22, 24], for the single H-BC module is based on the assumption that
all switches are modulated in every sampling period (Figure 23.3). As a result, two redundant states for
zero voltage level uCONV = 0 are applied. Thus, the UPWM applies three switching states in each sam-
pling period for the single H-BC, which gives five output voltage uCONV forming states for module 1
(Figure 23.3(a)) and module 2 (Figure 23.3(b)). For the parallel-connected H-BC, interleaved modula-
tion is applied, which means the same switching pattern and duty cycles of the UPWM can be used,
but the sampling periods are shifted 1∕4TS between modules. Interleave modulation gives five levels
on the transformer high-voltage side: 0, ±UDC, ±2UDC, and nine output voltage uCONV forming states
(Figure 23.3(c)).
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Figure 23.4 Single-phase five-level H-diode clamped converter

23.2.2 H-Diode Clamped Converter (H-DCC)

The DCC was proposed in 1981 by Nabae et al. [25]. Figure 23.4 presents the single-phase H-DCC
[18–21], which has two legs, with IGBTs denoted Sx1, Sx2, Sx1 and Sx2, where Sx1 and Sx2 are the negation
of Sx1 and Sx2, respectively and x is the leg indication: a or b. Two clamping diodesDx1 andDx2 are parallel
connected to Sx2 and Sx1 for each leg, and the clamping point N is connected to the center of the series
capacitors CDC1 and CDC2 in the DC-link. Clamping diodes conduct the current during the generation of
the intermediate H-DCC voltage levels.

Three different switching states generating three different output pole voltages can be distinguished
for the single leg:

• 0, when Sx1 and Sx2 are turned OFF (output pole voltage equals 0),
• 1, when Sx1 is turned OFF and Sx2 is turned ON (output pole voltage equals 1∕2UDC, leg is clamped by
Dx1 and Dx2 diodes),

• 2, when Sx1 and Sx2 are turned ON (output pole voltage equals UDC).

The single-phase H-DCC gives nine possible switching states, allowing five levels of output voltage to
be obtained: three redundant for uCONV = 0, two redundant for whichever uCONV = ±1∕2UDC and one for
whichever uCONV = ±UDC. The output voltage level depends on M (Equation 23.1):

upper positive 1∕2UDC ↔ UDC ↔ 1∕2UDC for M ∈ (0.5, 1⟩
lower positive 0 ↔ 1∕2UDC ↔ 0 for M ∈ (0, 0.5⟩
lower negative 0 ↔ −1∕2UDC ↔ 0 for M ∈ (−0.5, 0⟩
upper negative − 1∕2UDC ↔ −UDC ↔ − 1∕2UDC for M ∈ ⟨−1,−0.5⟩ (23.6)

All possible switching states for the H-DCC are shown in Table 23.2. For every uCONV level, the switching
state duration times are assigned as follows:

• T0 for uCONV = 0,
• T1 for uCONV = ± 1∕2UDC,
• T2 for uCONV = ±UDC,
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Table 23.2 Switching states for H-DCC

Switch number Levels of output voltage uCONV

−UDC −1∕2UDC 0 1∕2UDC UDC

Sa1 0 0 0 0 0 1 1 0 1

Sa2 0 1 0 0 1 1 1 1 1

Sb1 1 1 0 0 0 1 0 0 0

Sb2 1 1 1 0 1 1 1 0 0

and are calculated as:

for M ∈ (0.5, 1⟩
{

T2 = 2 (M − 0.5) Ts

T0 = Ts − T2

(23.7)

for M ∈ (0, 0.5 ⟩
{

T1 = 2MTs

T0 = Ts − T1

(23.8)

for M ∈ (−0.5, 0⟩
{

T1 = −2MTs

T0 = Ts − T1

(23.9)

for M ∈ ⟨−1,−0.5⟩
{

T2 = −2 (M + 0.5) Ts

T1 = Ts − T2

(23.10)

In order to provide the correct H-DCC operation, the voltage on each DC-link capacitor should be stabi-
lized on 1∕2UDC. Switching states used for the balancing of capacitor voltages UDC1 and UDC2 – depending
on output voltage level and sign of line current – are shown in Table 23.3. For each sampling period, one
(over the entire calculated time T1) or two (each at the appropriate parts of calculated time T1) redun-
dant states affecting the DC-link capacitor voltages can be used. Switching state selection and duration
time depend on the PWM technique applied, which are described subsequently: 1D-N2V or 1D-N3V
modulations.

The 1D-N2V modulation for the H-DCC is based on the assumption that only two switching states are
applied in each sampling period [20, 26]. To reduce the number of switching, between output voltage
transition from uCONV = 0 to uCONV = ±1∕2UDC, only Sx1Sx2 (01) is selected from the three redundant
uCONV = 0 (Table 23.2). Figure 23.5 presents the H-DCC positive output voltage-switching patterns for

Table 23.3 H-DCC switching states used for DC-link capacitors voltage balancing

Output voltage
uCONV level

DC-link voltages Line current Switching state

Sa1 Sa2 Sb1 Sb2

1∕2UDC UDC1 > UDC2 iline > 0 0 1 0 0
iline < 0 1 1 0 1

UDC1 < UDC2 iline > 0 1 1 0 1
iline < 0 0 1 0 0

−1∕2UDC UDC1 > UDC2 iline > 0 0 1 1 1
iline < 0 0 0 0 1

UDC1 < UDC2 iline > 0 0 0 0 1
iline < 0 0 1 1 1
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Figure 23.5 Duty cycles for H-DCC with 1D-N2V modulation generating uCONV output voltage level: (a) and
(b) positive lower 0 ↔ 1∕2UDC ↔ 0, (c) and (d) positive upper 1∕2UDC ↔ UDC ↔ 1∕2UDC for 10 and 21 redundant
switching state selections, respectively

the 1D-N2V modulation. The 1D-N2V modulation allows obtaining the symmetrical duty cycle place-
ment of three uCONV voltage-forming states for all output voltage levels.

Another modulation technique for H-DCC is the 1D-N3V. Figure 23.6 presents the positive output
voltage-switching patterns for 1D-N3V modulation, which is based on the assumption that both redun-
dant switching states, for whichever output voltage level uCONV = ± 1∕2UDC are applied in each sampling
period [20, 26, 27]. The 1D-N3V modulation allows symmetrical duty cycle placement to be obtained for
the seven (see Figure 23.6(a)) and five (see Figure 23.6(b)) output voltage uCONV forming states for lower
and upper output voltage levels, respectively. Redundant switching states are applied for the appropriate
part of the calculated time T1, which corresponds to the voltage ratio between DC-link capacitors CDC1

and CDC2. It means that if UDC1 is larger than UDC2, CDC1 will be charged less than CDC2. The ratio of
T1 charging time division of CDC1 (T1−DC1) and CDC2 (T1−DC2) is inversely proportional to the ratio of the
UDC1 and UDC2 voltages:

T1−DC1 =
UDC1

UDC2

T1, T1−DC2 =
UDC2

UDC1

T1 (23.11)

where T1 = T1−DC1 + T1−DC2. As a result, during the sampling period, both DC-link capacitors over the
calculated time T1 will be charged or discharged.
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Figure 23.6 Duty cycles for the H-DCC with 1D-N3V modulation generating uCONV output voltage level: (a) pos-
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It should be noted that the self-balancing of the DC-link capacitors with a symmetrical distribution of
T1, even for balanced UDC1 and UDC2 voltages, is not possible in practice because of:

• nonlinear IGBT gate signal propagation,
• different IGBT ON/OFF times,
• DC-link capacitor equivalent series and parallel resistances,
• differences in electrical parameters, such as each leg’s semiconductor devices and connection points.

Therefore, an additional controller (proportional or proportional-integral (PI)) should be used in order
to determine the distribution of T1, providing the equalization of the UDC1 and UDC2 voltages.

23.2.3 H-Flying Capacitor Converter (H-FCC)

Figure 23.7 presents the single-phase H-FCC [28–30], which has two legs, with IGBTs denoted Sx1,
Sx2, Sx1 and Sx2, where Sx1 and Sx2 are the negation of Sx1 and Sx2, respectively and x is the leg indi-
cation: a or b. The so-called FC CFCx are parallel connected to Sx2 and Sx2 for each leg. The FCs are
used to generate the intermediate H-FCC voltage levels, which can be obtained – in contrast to the
H-DCC – separately for each leg from the other leg-switching states. Balancing of the FC voltages uses
two redundant switching states for each H-FCC leg and is independent of the switching states in the
other leg.

Four different switching states (including two redundant states for FC voltage balancing), generating
three different output pole voltages can be distinguished for a single leg of the converter:

• 0, when Sx1 and Sx2 are turned OFF (output pole voltage equals 0),
• 1, when:

– Sx1 is tuned OFF and Sx2 is turned ON,
– Sx1 is tuned ON and Sx2 is turned OFF,

where both generate the same 1∕2UDC output pole voltage (depending on the selected state, uCONV =
UFCx or uCONV = UDC − UFCx),

• 2, when Sx1 and Sx1 are turned ON (output pole voltage equals UDC).
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Figure 23.7 Single-phase five-level H-flying capacitor converter

Table 23.4 Switching states for H-FCC

Switch number Levels of output voltage uCONV

−UDC −1∕2UDC 0 1∕2UDC UDC

Sa1 0 0 0 0 1 0 0 1 1 0 1 0 1 1 1 1

Sa2 0 0 0 1 0 0 1 0 0 1 1 1 0 1 1 1

Sb1 1 0 1 1 1 0 0 0 1 1 1 0 0 0 1 0

Sb2 1 1 0 1 1 0 1 1 0 0 1 0 0 1 0 0

In the case of the single-phase H-FCC, it gives 16 possible switching state combinations. Thus, the
H-FCC allows five levels of module uCONV output voltage to be obtained (Table 23.4): six redundant
for uCONV = 0, four redundant for whichever uCONV = ± 1∕2UDC, and one for whichever uCONV = ±UDC.
Which output voltage level is applied is dependent on M (Equations 23.1 and 23.6). For every uCONV

level, the switching state duration times are assigned as follows:

• T0 for uCONV = 0,
• T1 for uCONV = ± 1∕2UDC, which can be divided – with respect to the modulation technique used – into

two times: TA and TB (where T1 = TA + TB) assigned for leg a and b, respectively (in each sampling
period only one or two FC capacitors can be used in order to fulfill the modulation objectives),

• T2 for uCONV = ±UDC,

and are calculated in the same way as for the H-DCC (Equations 23.7–23.9, 23.10).
As mentioned earlier, in order to provide proper H-FCC operation, the voltage on each FC capacitor

should be stabilized on 1∕2UDC. The balancing of single FC voltage CFCa or CFCb is independent of the
switching state in the other leg. Therefore, switching states – depending on the output voltage level and
sign of the line current – used only for FC voltage balancing in leg a (leg b is similar) are shown in
Table 23.5.
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Table 23.5 H-FCC switching states used for CFCa capacitor voltage balancing

Output voltage
uCONV level

DC-link voltages Line current Switching state

Sa1 Sa2 Sb1 Sb2

1∕2UDC UFCa >
1∕2UDC iline > 0 1 0 0 0

iline < 0 0 1 0 0
UFCa <

1∕2UDC iline > 0 0 1 0 0
iline < 0 1 0 0 0

−1∕2UDC UFCa >
1∕2UDC iline > 0 0 1 1 1

iline < 0 1 0 1 1
UFCa <

1∕2UDC iline > 0 1 0 1 1
iline < 0 0 1 1 1

For each sampling period:

• one (over the entire calculated time T1, when only one FC is used),
• two (each at time TA and TB, when both FCs are used),
• all four (each at the appropriate part of the calculated times TA and TB)

redundant states affecting the FC capacitor voltages can be used. Switching state selection and dura-
tion time depend on the applied PWM technique: 1D-N2V, 1D-N3V, or 1D-N(3+ 2R)V modulations,
respectively.

1D-N2V modulation is based on the assumption that only two switching states are applied in each sam-
pling period, when only one leg is pulse-width modulated [20, 26]. Which leg is switched depends on the
sign of uCONV, similar to the parallel-connected H-BC (Equation 23.5). As a consequence, for a positive
sign of uCONV, only one of two, whichever uCONV = ± 1∕2UDC, redundant states for each lower or upper
voltage level is selected. The duration of redundant state TA in leg a is equal to T1 with proper uCONV = 0
and uCONV = ±UDC output voltage switching states. Leg b is permanently in the 0 state. The selection of
one of two possible redundant states for leg a depends on the conditions given in Table 23.5. If uCONV has
a negative sign, the opposite situation occurs – leg b is modulated and leg a is permanently in the 0 state.
To reduce the number of switching between uCONV = 0 and redundant uCONV = ± 1∕2UDC output voltage
state, the Sx1Sx2 (00) state is chosen from six redundant uCONV = 0 output voltage states (Tables 23.4 and
23.6). The reduced switching states of the 1D-N2V modulation are presented in Table 23.6. Figure 23.8
presents the positive output voltage-switching patterns for the H-FCC with the 1D-N2V modulation. It
allows symmetrical duty cycle placement to be obtained for the three forming states of the output voltage
uCONV for all levels, with two different switching states used in each sampling period.

The next type, the 1D-N3V modulation, is based on the assumption that both legs, a and b, are work-
ing in each sampling period to generate the output voltage level uCONV = 1∕2UDC [20, 26, 27]. However,

Table 23.6 Switching states for H-FCC with 1D-N2V modulation

Switch number Levels of output voltage uCONV

−UDC −1∕2UDC 0 1∕2UDC UDC

Sa1 0 0 0 0 1 0 1

Sa2 0 0 0 0 0 1 1

Sb1 1 1 0 0 0 0 0

Sb2 1 0 1 0 0 0 0
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Figure 23.8 Duty cycles for the H-FCC with 1D-N2V modulation generating uCONV output voltage level: (a) posi-
tive lower 0 ↔ 1∕2UDC ↔ 0 and (b) positive upper 1∕2UDC ↔ UDC ↔ 1∕2UDC

for each leg only one of two, whichever uCONV = ±1∕2UDC, redundant states for the lower or upper volt-
age level is selected over the calculated time TA = TB equal to 1∕2T1. Switching state selection for leg
b depends – similar to 1D-N2V modulation – on the conditions given in Table 23.5. Such a selection
results in four possible combinations of switching states generating output voltage uCONV = ± 1∕2UDC.
To reduce the number of switching between output voltage uCONV = 0 and uCONV = ±1∕2UDC, for each
aforementioned combination, only two (from six redundant uCONV = 0 output voltage states) are chosen:

• one permanently: Sx1Sx2 (00) or Sx1Sx2 (11) (for positive and negative voltage levels, respectively),
• one depending on the selected combination: (0101) for (0100) and (1101), (0110) for (0100) and
(1110), (1001) for (1000) and (1101) and finally (0110) for (1000) and (1110).

All lower 0 ↔ 1∕2UDC ↔ 0 and upper 1∕2UDC ↔ UDC ↔ 1∕2UDC positive output voltage level switching
state combinations are shown in Figures 23.9 and 23.10, respectively.
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Figure 23.10 Duty cycles for the H-FCC with 1D-N3V modulation generating uCONV positive upper output voltage
level 1∕2UDC ↔ UDC ↔ 1∕2UDC with different redundant switching states

The symmetrical duty cycle placement of the four different switching states used for the lower output
voltage level gives seven forming states of output voltage uCONV (Figure 23.9), but the upper positive
voltage level redundant states are placed nonsymmetrically with respect to the middle of the sampling
period; however, the output pulses of uCONV are generated symmetrically (Figure 23.10). Three different
switching states used for the generation of the upper uCONV levels (combination of redundant intermediate
with the proper Sx1Sx2 (20) or Sx1Sx2(02) state) gives five forming states of the uCONV voltage.

It is possible to increase the H-FCC output pulse frequency over the frequency generated by the
1D-N3V modulation, which is not possible for the H-DCC. This can be achieved by the method pro-
posed in Ref. [31] the 1D-N(3+ 2R)V modulation. The 1D-N(3+ 2R)V modulation is based on the
assumption that in every sampling period all four redundant uCONV = ± 1∕2UDC output voltage switching
states are used (Figure 23.11). As a result, both FCs are charged and discharged in each period, where
the redundant switching state charging and discharging of the FCs are applied for the appropriate part of
the calculated time TA = TB (for FCa and FCb, respectively) equal to 1∕2T1. It means, for example, that if
UFCa is bigger than 1∕2UDC, CFCa will be more charged than discharged. The ratio of TA and TB between
charging (TA+, TB+) and discharging (TA−, TB−) state time division is a proportional function of UDC
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. (23.12)

where 1∕2T1 = TA+ + TA− = TB+ + TB−. Such an approach to the nonsymmetrical switching of each
IGBTs allows the same output voltage waveform to be obtained as for the parallel-connected H-BC
with UPWM – nine forming states of output voltage uCONV for all output voltage levels with:

• eight different switching states used per period for the lower uCONV output voltage,
• five different switching states used per period for the upper uCONV output voltage.

The self-balancing of the FC voltages (assuming TA+ = TA− and TB+ = TB−) is not possible in practice,
for reasons similar to the 1D-N3V modulation for H-DCC (in addition to the FC’s equivalent series and
parallel resistances).
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Table 23.7 Number of output voltage uCONV forming states/switching per period

PC-H-BC H-DCC H-FCC

HPWM UPWM 1D-N2V 1D-N3V 1D-N2V 1D-N3V 1D-N(3+ 2R)V

Lower levels of output voltage uCONV: 0 ↔ ±1∕2UDC ↔ 0

5/4 9/8 3/2 7/6 3/2 7/6 9/8

Upper levels of output voltage uCONV∶ ±1∕2UDC ↔ ±UDC ↔ ±1∕2UDC

5/4 9/8 3/2 5/4 3/2 5/4 9/8

23.2.4 Comparison

The reference for the comparison study of the single-phase VSC topologies and PWM techniques pre-
sented is the single-phase parallel-connected H-BC with unipolar modulation used in RTPSs. Such a
converter, owing to interleaved modulation, provides an increased number of output voltage uCONV form-
ing states and very low current harmonics distortion on the transformer high-voltage side.

Table 23.7 presents the number of output voltage uCONV forming states visible from the transformer
high-voltage side and the number of total switching states used in the sampling period to generate
the uCONV voltage waveform. The comparison of PWM techniques shows the clear advantage of the
parallel-connected H-BC with the UPWM and the H-FCC with the 1D-N(3+ 2R)V modulation with
respect to the highest number of forming states.

Figures 23.13–23.15 present the steady-state operation of the 1 MW parallel-connected H-BC, H-DCC
and H-FCC with the UPWM, 1D-N3V and the 1D-N(3+ 2R)V modulations, respectively. The simpli-
fied simulation model for the aforementioned cases is shown in Figure 23.12, with the main electrical
parameters of the power circuits and control data given in Table 23.8. For all cases, the converter voltage
harmonics distortion THD(uCONV) factor is similar. However, with respect to 1 kHz sampling frequency
bands related to the output pulse’s frequency:

• quadrupled for the parallel-connected H-BC (Figure 23.13(e-f)),
• doubled for the lower (Figure 23.14(e)) and tripled for the upper (Figure 23.14(f)) output voltage levels

for the H-DCC,
• quadrupled for the H-FCC (Figure 23.15(e-f)),

shifting in the direction of higher harmonics can be observed:

• 4 kHz for the parallel-connected H-BC (Figure 23.13(g)),
• 2 kHz and 3 kHz for the H-DCC (Figure 23.14(g)),
• 4 kHz for the H-FCC (Figure 23.15(g)).

Thus, a similar voltage distortion THD(uCONV) factor for higher frequencies provides a lower harmonics
distortion of the grid current.

Table 23.9 presents a comparison of the grid current distortion THD(igrid) for all topologies and mod-
ulation techniques presented, with different load values. It can be observed that the parallel-connected
H-BC with the UPWM, as well as the H-FCC with 1D-N(3+ 2R)V PWM modulation – thanks to the
increased number of output voltage uCONV forming states – provides the lowest grid current distortion
THD(igrid). However, if the H-FCC with 1D-N(3+ 2R)V modulation and parallel-connected H-BC with
UPWM:

• provide similar harmonics injection into the power system,
• uses all switches in the sampling period to generate output voltage,
• uses the same voltage and current class semiconductors (which guarantees similar switching losses),
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Figure 23.12 Simplified model of 1 MW single-phase converters: (a) parallel-connected H-BC, (b) H-DCC and
(c) H-FCC

the advantages of the H-FCC solution are:

• a reduced number of transformer low-voltage side windings,
• a reduced transformer volume, size and weight,
• component price reductions due to the decreased voltage class semiconductors.

On the other hand, the parallel-connected H-BC has a high reliability in the case of one module
failure – the VSC works with the same amplitude of UDC but with twice reduced power and with an
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Figure 23.14 Operation of H-DCC with 1D-N3V: (a) grid voltage ugrid and current igrid, (b) converter voltage uCONV
and DC-link voltage UDC, (c) line voltage uline and current iline, (d) upper and lower DC-link capacitor voltage UDC1
and UDC2, (e) and (f) two periods zoom for lower and upper uCONV converter voltage level and grid current igrid
(g) grid current and converter voltage harmonics spectrum THD(uCONV) and THD(igrid).
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Figure 23.15 Operation of H-FCC with 1D-N(3+ 2R)V: (a) grid voltage ugrid and current igrid, (b) converter voltage
uCONV and DC-link voltage UDC, (c) line voltage uline and current iline, (d) flying capacitor voltages UFCa and UFCb,
(e) and (f) two periods zoom for lower and upper uCONV converter voltage level and grid current igrid and (g) grid
current and converter voltage harmonics spectrum THD(uCONV) and THD(igrid).
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Table 23.8 Parameters of 1 MW single-phase converters: PC-H-BC, H-DCC and H-FCC

Simulation parameter Symbol Value

Topology PC-H-BC H-DCC H-FCC
Transformer power/primary side Sn1 1 MVA
Grid voltage/primary side ugrid,RMS 25 kV/50 Hz
Grid current/primary side igrid,RMS 40 A
Transformer power/secondary sides Sn2−1 = Sn2−2, Sn2 500 kVA 1 MVA
Line voltage/secondary sides uline1,RMS = uline2,RMS, uline,RMS 950 V/50 Hz 1900 V/50 Hz
Line current/secondary sides iline1,RMS = iline2,RMS, iline,RMS 526 A 1052 A
Primary leakage inductance L1 24 mH
Primary winding resistance R1 3Ω
Magnetizing inductance Lm 24 H
Core loss resistance Rfe 60 kΩ
Secondary leakage inductance L2−1 = L2−2, L2 1.44 mH 0.72 mH
Secondary winding resistance R2−1 = R2−2, R2 15 mΩ
Sampling frequency fs 1 kHz
Capacitance of DC-link capacitors CDC1 = CDC2, CDC 23.4 mF 46.8 mF 23.4mF
DC-link voltage UDC 1800 V
Capacitance of flying capacitors CFCa = CFCb 11.7 mF

Table 23.9 Comparison of grid current distortion THD(igrid)

PC-H-BC H-DCC H-FCC

HPWM UPWM 1D-N2V 1D-N3V 1D-N2V 1D-N3V 1D-N(3+ 2R)V

1 MW output power, 100% load, RLoad = 3.25 Ω
3.11% 2.03% 6.93% 3.61% 6.47% 3.46% 2.11%

0.33 MW output power, 33% load, RLoad = 9.75 Ω
8.39% 5.30% 21.13% 9.78% 17.66% 9.56% 6.46%

increased THD factor of igrid. For the H-FCC in the case of one leg failure (as well as for the H-DCC),
there is the possibility of switching off the broken leg and connecting the phase from the broken leg to
the midpoint of the connection of the DC-link capacitors. The advantage of such a solution is that full
power is delivered to the load, but of course at the cost of an increased THD factor of the igrid However,
it is necessary to modify the PWM strategy, which is not required with the parallel-connected H-BC.

23.3 Control of AC–DC Single-Phase Voltage Source Converters
Figure 23.16 presents the single-phase equivalent circuit of the VSC. According to Figure 23.16, the
VSC can be described as:

uline = uCONV + ui (23.13)

where the voltage drop in inductor ui is defined as:

ui = L
diline

dt
+ Riline (23.14)
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Figure 23.17 Simplified current control structure of single-phase VSC

and L and R denote, respectively, the inductance and resistance of the inductor. The converter output
voltage uCONV is controllable and depends on the applied switching states’ S table (e.g., Tables 23.1, 23.2
and 23.4), constructed by the individual switching states and DC-link voltage level (Figure 23.17):

uCONV = UDCS (23.15)

Owing to changes in the uCONV magnitude and phase, the voltage drop on the inductor ui can be controlled
directly and thus the line current iline can be controlled indirectly. Figure 23.17 presents a simplified
current control structure for the single-phase VSC, which consists of inner current control loop and the
outer voltage control loop. Synchronization with grid voltage for high (including unity) input power
factor operation is provided by a phase-locked loop (PLL) algorithm.

Figure 23.18 presents the general phasor diagrams of the VSC for the rectifier and inverter modes of
operation, with and without unity power factor conditions, according to Equation (23.13). The goal of
the outer voltage control loop is to regulate the DC-link voltage UDC to follow reference value UDC,ref ,
while the inner current control loop is designed to keep line current iline sinusoidal and in phase with line
voltage uline. This means that the current control should provide VSC unity power factor for rectification
and inverting modes of operation.

23.3.1 Single-Phase Control Algorithm Classification

The current control should ensure a constant switching frequency with a specified switching pattern
from a filter design point of view. This requirement can only be satisfied with PWM-based current con-
trol, allowing the implementation of modern PWM techniques [32]. Unless high dynamic requirements
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Figure 23.18 Phasor diagrams of the VSC for: (a), (c) rectification mode, (b), (d) invertering mode, (a), (b) nonunity
power factor, (c), (d) unity power factor

are given, a linear controller is the most suitable for PWM-based current control. Linear controllers are
designed on an average model of the converter based on PWM, which is responsible for the transforma-
tion of continuous switching functions into discrete switching pattern functions. Two such systems, PI-
and proportional-resonant (PR) based current control (PI-CC and PR-CC, respectively) schemes, have
gained superior position [33–36].

PI-based current control is mainly used in dq synchronous reference frame rotating with the grid volt-
age, in which control variables become DC values. The PI controller – composed of proportional gain
and an integrator – tracking DC reference is able to eliminate steady-state error. However, in abc natu-
ral reference frame, the PI controller exhibits two well-known drawbacks: the inability to track the AC
reference without steady-state error and poor disturbance rejection capability.

The tracking of periodical signals and rejection of periodical disturbances problem in the abc natu-
ral reference frame can be solved by using PR-based current control. A PR controller – composed of
proportional gain and a resonant integrator – achieves a very high gain around the resonance frequency
and almost no gain outside this frequency. Therefore, the PR controller is capable of not only eliminat-
ing steady-state amplitude but also phase error. The implementation of a PR controller in abc natural
reference frame is straightforward, and in comparison to PI-based control the complexity of the control
algorithm is considerably reduced.

As far as PR-CC can be used directly, for PI-CC a transformation from a natural to synchronous ref-
erence frame is needed. In three-phase systems, coordinate transformation is straightforward. However,
in single-phase, it is necessary to create a second quantity in-quadrature with the real one. There are
a few mathematical methods available to achieve a set of in-quadrature signals based on the measured
single-phase grid voltage [37, 38]:

• T∕4 transport delay technique, where T is the fundamental grid frequency period,
• Hilbert transform,
• inverse Park transform.

These methods, while allowing for correct quadrature signal generation (QSG), are complex, nonlinear
and significantly dependent on fundamental grid frequency changes. Algorithms that are able to eliminate
these drawbacks are based on adaptive filtering, allowing in-quadrature generation based both on the
phase and frequency synchronization: the second-order adaptive filter and the second-order generalized
integrator (SOGI), of which SOGI is most suitable [39].
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Synchronization with grid voltage for high (including unity) input power factor operation for both CC
methods is also needed. The typical hardware solution with grid voltage zero crossing detection (discon-
tinuous and dependent on the occurrence of the event) is based on line voltage measurement. Filtering of
the measured signal in order to determine the zero crossing generates errors, because of the low speed of
synchronization and possible distortions arising from the zero crossing detection under distorted voltage.
Solutions based on mathematical algorithms – PLLs – allow for fast and accurate synchronization while
eliminating the influence of interferences. PLL needs in-quadrature signals, which can be obtained for a
single-phase system with SOGI. The SOGI-PLL detects the input phase-angle faster than conventional
PLL without steady-state oscillations [39].

As mentioned, unlike PR-CC, a PI-CC transformation from natural to synchronous reference frame
is needed. As for both solutions PLL is necessary, the SOGI does not increase the complexity of the
control algorithm. However, coordinate transformation from abc to dq and then inverse transformation
is necessary for PI-CC, which makes it more complicated.

Another important issue for current control is the ability to compensate grid harmonics in order to
improve power quality. Power quality – beyond the control of amplitude and phase – is one of the respon-
sibilities of current controllers. In dq, synchronous coordinates harmonics compensation is based on
low-pass and high-pass filtering with PI regulators. For specific harmonic coordinates, frame rotating
with harmonic frequency should be implemented. Filtered signals are controlled by two PI regulators in
dq coordinates and again transformed to rotating coordinates with fundamental frequency. The obtained
signals are added to signals referenced for the PWM modulator. In abc natural reference frame harmon-
ics, compensation is based on a resonant controller. For specific harmonics, there is no need for additional
coordinate transformation and filtering. For single harmonics, an additional resonant controller is paral-
lel connected to a fundamental frequency PR controller. Thus, in dq coordinates, two PI controllers are
needed, whereas in abc only one resonant part is used.

In this section, the basic structures of the dq synchronous reference frame current control, PI-CC, and
the abc natural reference frame current control, PR-CC, are presented. Moreover, the development of cur-
rent and DC-link voltage controllers with tuning methods for PI, PR, and PMR is discussed. Ultimately,
the APFF algorithm used to improve the dynamics of the DC-link stabilization is presented.

23.3.2 DQ Synchronous Reference Frame Current Control – PI-CC

A characteristic feature for dq synchronous reference frame current control is coordinate transformation
from stationary to synchronous rotating 𝛼𝛽∕dq and opposite from dq∕𝛼𝛽, which is very natural for a
three-phase system:

[
kd

kq

]
=
[

cos(𝛾uline
) sin(𝛾uline

)
− sin(𝛾uline

) cos(𝛾uline
)

] [
k
𝛼

k
𝛽

]
(23.16)

[
k
𝛼

k
𝛽

]
=
[

cos(𝛾uline
) − sin(𝛾uline

)
sin(𝛾uline

) cos(𝛾uline
)

] [
kd

kq

]
(23.17)

where an angle of the voltage vector 𝛾uline
is defined as

sin(𝛾uline
) =

u
𝛽,line√

u2
𝛼,line + u2

𝛽,line

cos(𝛾uline
) =

u
𝛼,line√

u2
𝛼,line + u2

𝛽,line

(23.18)
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The line current vector iline is split into two rectangular components iline = [id,line, iq,line] in
voltage-oriented dq coordinates (Figure 23.19). The component iq,line determinates the reactive
power, whereas id,line determines the active power flow. Thus, the reactive and the active power can be
controlled independently. Unity power factor operation can be achieved when the line current vector iline

is aligned with the line voltage vector uline.
The situation is slightly more complicated in the case of a single-phase system, because the coordi-

nates are virtual and need special algorithms to obtain the 𝛼𝛽 or dq system. Among the most attractive
solutions is a method based on delaying the 𝛼-axis by 1∕4 of a line voltage period to obtain the 𝛽-axis
(Figure 23.20(a)) or the use of notch filters with a narrow stop-band (e.g., second-order Butterworth)
tuned at twice the line frequency [40, 41] (Figure 23.20(b)).

The voltage equations (Equation 23.13) in the dq synchronous reference frame in accordance with the
presented transformation (Equations 23.16 and 23.17) are as follows:

ud,line = Rid,line + L
did,line

dt
+ ud,CONV − 𝜔Liq,line

uq,line = Riq,line + L
diq,line

dt
+ uq,CONV + 𝜔Lid,line (23.19)

The block diagram of the control for the single-phase converter in the dq synchronous reference frame
is shown in Figure 23.21. Measured id,line and iq,line currents are compared with reference values id,line,ref
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and iq,line,ref and the error is delivered to the PI controllers. Then, the decoupling terms𝜔Liq,line and𝜔Lid,line

are applied according to Equation (23.19). Finally, based on Equation (23.17), converter reference volt-
ages in the stationary coordinate system are calculated, where u

𝛼,CONV,ref is used by the modulator and
u
𝛽,CONV,ref is discarded:

uCONV,ref = u
𝛼,CONV,ref = ud,CONV,ref cos(𝜔t) − uq,CONV,ref sin(𝜔t) (23.20)

The control presented in Figure 23.21 can be significantly simplified, as shown in Figure 23.22 [42].
Thanks to the simple assumption that for a virtual 𝛽-axis error of current control Δid,line is equal to zero,
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the following equations:

Δid,line = id,line,ref − id,line =

[i
𝛼,line,ref cos(𝜔t) + i

𝛽,line,ref sin(𝜔t)] − [i
𝛼,line cos(𝜔t) + i

𝛽,line sin(𝜔t)] =

(i
𝛼,line,ref − i

𝛼,line) cos(𝜔t) + (i
𝛽,line,ref − i

𝛽,line) sin(𝜔t) (23.21)

Δiq,line = iq,line,ref − iq,line =

[−i
𝛼,line,ref sin(𝜔t) − i

𝛽,line,ref cos(𝜔t)] − [−i
𝛼,line sin(𝜔t) − i

𝛽,line cos(𝜔t)] =

−(i
𝛼,line,ref − i

𝛼,line) sin(𝜔t) + (i
𝛽,line,ref − i

𝛽,line) cos(𝜔t) (23.22)

can be simplified to form:

Δid,line = (i𝛼,line,ref − i
𝛼,line) cos(𝜔t) (23.23)

Δiq,line = −(i𝛼,line,ref − i
𝛼,line) sin(𝜔t) (23.24)

Thanks to this, only a simple PLL is needed to obtain the synchronous rotating coordinate system instead
of using coordinate transformations from stationary to synchronous rotating 𝛼𝛽∕dq (Equation 23.17),
notch filters or storing samples to get a quarter cycle delay.

23.3.3 ABC Natural Reference Frame Current Control – PR-CC

Figure 23.23 presents the block scheme of the PR controller-based current control algorithm, which con-
sists of two cascaded loops. The commanded DC-link voltage UDC,ref is compared with the measured
UDC value. The voltage UDC is distorted by 100 Hz AC oscillations derived from the single-phase cur-
rent iline with 50 Hz fundamental frequency. Because the UDC,ref has a constant DC value, the 100 Hz
distortion will be visible in the DC-link voltage error signal 𝜎UDC. The 𝜎UDC signal is delivered to
the PI controller, which generates the reference line current amplitude iline,m,ref . As the PI regulator is
not able to eliminate phase error, in order to prevent transmission of 100 Hz distortion on the current
iline,m,ref , a low-pass filter with 30 Hz cutoff frequency is applied on the measured UDC voltage. The
delay introduced by the filter causes a reduction in the voltage loop dynamics, and as a consequence
the DC-link voltage transient error should be higher. In fact, for a low switching frequency, the step
change response of the DC-link PI controller with and without a low-pass filter is similar. The reason
is the limited bandwidth of the voltage loop, which is more restrictive than the bandwidth reduction
introduced by the filter. However, for higher sampling frequencies, the dynamics of the voltage loop
will be reduced. It should also be noted that for a low sampling frequency the time of the step response
will be longer than in the case of a high sampling frequency. To improve the dynamics of the DC-link
stabilization, the power feed-forward signal (containing information about the load changes) should
be added to the output signal of the DC-link voltage controller (see Section 23.3.4). APFF provides
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Figure 23.23 Block scheme of PR controller-based current control algorithm
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very good stabilization of the DC-link voltage in transient states, and the DC-link voltage overshoot is
significantly reduced.

The internal current loop is responsible for system power quality by controlling the grid current. In
PR-CC, unity power factor operation can be achieved if the reference line current iline,ref is given as:

iline,ref = iline,m,ref cos(Θ′) (23.25)

The cosinus function is used because of the SOGI-PLL phase-angleΘ′ generation – Θ′ = 0 when the uline

amplitude has the maximum positive value. The reference value of iline,ref is compared with the measured
line current iline and the error is delivered to the PR controller. The PR structure shown in Figure 23.24(a)
is composed of proportional gain and a resonant integrator [33, 36].

The core of the resonant integrator is the generalized integrator, which achieves a very high gain around
the resonant frequency and almost no gain outside this frequency. The transfer function of an ideal PR
controller is given by:

GPR(s) = KPRp +
2KPRis

s2 + 𝜔2
(23.26)

where KPRp is the proportional gain and KPRi is the gain of the resonant integrator. The transfer function of
the PR controller contains a double imaginary pole adjusted to the fundamental uline frequency 𝜔. Thus,
the PR controller is able to track the input phase angle for 𝜔 without any steady-state error. Note that
the uline voltage feed-forward is not needed. To avoid stability problems with infinite gain, the following
transfer function can be used instead of Equation (23.26):

GPR(s) = KPRp +
2KPRi𝜔cs

s2 + 2𝜔c + 𝜔2
(23.27)

where cutoff frequency 𝜔c ≪ 𝜔. For Equation (23.27), the gain is finite (but still high enough to track
the input phase-angle Θ′ with small steady-state error) and bandwidth can be set by 𝜔c.
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controller



756 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

The current controller has to be immune for most prominent harmonics in the current spec-
trum – typically, the third, fifth, and seventh and sometimes the ninth harmonics. In a single-phase
system, it means that for each harmonic a separate compensator is needed. For the abc natural reference
frame, three compensation loops are also needed, where each resonant controller works with the gain of
the fundamental PR controller. Still, the individual design of compensator resonant parts should be con-
sidered; however, it is possible to use the resonant gain of the fundamental PR controller. As the propor-
tional controller only compensates frequencies very close to the selected harmonics frequencies, the reso-
nant compensator does not affect the dynamics of the fundamental PR controller. Such a structure is called
a proportional multiresonant (PMR) controller [43–45]. Figure 23.24(b) shows an example of a PMR
controller block diagram for the third, fifth, seventh and ninth harmonics compensation, where compen-
sators are parallel connected to the fundamental PR controller. The transfer function of PMR is given by:

GPR(s) = KPRp +
2KPRis

s2 + 𝜔2
+

∑
h=3,5,7,9

2KPRihs

s2 + (h𝜔)2
(23.28)

where h is the harmonic order. The harmonics compensator can use the same KPRi gain as the fundamental
PR controller for all loops.

The PR controller generates the amplitude of the converter output voltage uCONV,ref , which is delivered
to the pulse-width modulator.

23.3.4 Controller Design

23.3.4.1 Design of PI-Based Current Control Loop

Figure 23.25 presents a block diagram of a PI-CC loop. The one sampling TS delay introduced by the
control algorithm as well as the statistical TS∕2 delay of the PWM generation should also be taken into
account. Thus, the time delays in the S&H block of VSC are represented as 𝜏t – the sum of small time
constants:

𝜏t = TS + TPWM = 1.5TS (23.29)

Also, the VSC gain KVSC and dead timeDT should be included. In further considerations, the VSC will
be assumed as an ideal amplifier with KVSC = 1, with time constant 𝜏0 = 0.

With the assumption that disturbance uline = const the open-loop transfer function can be written as:

GiPIo =
KPIp(1 + sTPIi)KRL

sTPIi(1 + s𝜏t)(1 + sTRL)
(23.30)

where TRL = L∕R is the line choke time constant and KRL = 1∕R is the choke gain. With simplification
(1 + sTRL) ≅ sTRL the closed-loop transfer function can be written as [46]:

GiPIz =
KPIp(1 + sTPIi)KRL

KPIpKRL(1 + sTPIi) + s2TPIiTRL + s3TPIiTRL𝜏t

(23.31)

KPIp(sTPIi +1)

sTPIi

+
‒

iline,ref KVSCe‒sT0

1+sTt

uconv

uline

+
‒

Input chokeS&H, VSCPI

ilineuconv,ref KRL

1+sTRL

Figure 23.25 Block diagram of proportional integral current control loop
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The design procedures for the PI current controllers have been presented in Refs. [47, 48]. For good
disturbance rejection performance in transient states, both use the symmetry optimum (SO) [49] design
criterion. Therefore, for Equation (23.31), with the assumption that the disturbance uline = const, the PI
controller proportional gain KPIp and time constant TPIi can be calculated as:

KPIp =
TRL

2𝜏tKRL

(23.32)

TPIi = 4𝜏t (23.33)

23.3.4.2 Design of PR-Based Current Control Loop

Figure 23.26 presents a block diagram of a PR-CC loop. The one sampling TS delay introduced by the
control algorithm as well as the statistical TS∕2 delay of the PWM generation should also be taken into
account. Thus, the time delays in the S&H block of VSC are represented as 𝜏t – the sum of small time
constants:

𝜏t = TS + TPWM = 1.5TS (23.34)

Also, the VSC gain KVSC and dead timeDT should be included. In further considerations, the VSC will
be assumed as an ideal amplifier with KVSC = 1 with time constant 𝜏0 = 0.

With the assumption that disturbance uline = const the open-loop transfer function can be written as:

GiPRo =
KPRpKRL

(1 + s𝜏t)(1 + sTRL)
+

2KPRpKRL

(s2 + 𝜔2)(1 + s𝜏t)(1 + sTRL)
(23.35)

As shown in Ref. [39], the proportional gain of the PR controller KPRp – which determines the dynamics
of the system in terms of bandwidth, phase and gain margins – can be tuned in the same way as the
PI current controller [47, 48]. According to the SO [49] design criterion, with the assumption that the
disturbance uline = const, the PR controller proportional gain can be calculated as:

KPRp =
TRL

2𝜏tKRL

(23.36)

To tune the resonant gain of the PR controller KPRi, a graphical frequency response approach can be
used. The objective is to guarantee a sufficient phase margin for the system, and to avoid high resonances
in the closed loop [50–52]. Figure 23.27 presents an example of a closed-loop frequency response for
the designed PMR current control with 3rd, 5th, 7th and 9th harmonic compensation. For the PMR
controller, the same gain values can be used as for the PR-based current control with the gain of the
harmonics compensator KPRih = KPRi.

KPRp +
2KPRis

s2
+ω2

+
‒

iline,ref KVSCe‒sT0

1+sTt

uconv

uline

+
‒

Input chokeS&H, VSCPR

ilineuconv,ref KRL

1+sTRL

Figure 23.26 Block diagram of proportional resonant current control loop



758 Power Electronics for Renewable Energy Systems, Transportation and Industrial Applications

Current control closed-loop frequency response
20

10

‒10

‒20

102 103

Frequency (rad/s)
104

Ph
as

e 
(°

)
M

ag
ni

tu
de

 (
dB

)

‒90

‒180

‒270

‒360

0

0

Figure 23.27 Frequency response of current control loop with PMR-based current control and third, fifth, seventh
and ninth harmonic compensation

23.3.4.3 Design of DC-Link Voltage Control Loop

Figure 23.28 presents a block diagram of the DC-link voltage control loop with an internal current con-
troller. The inner current control loop with SO design criterion [49] is represented as a first-order transfer
function with an equivalent time constant:

TVSC = 4𝜏t (23.37)

KDCp 
1+sTDCi

sTDCi

1

sCDC

+
‒

UDC,ref

uline,rms

√2UDC

iline,m,ref 1

1+sTVSC

UDCf

iDC

iload

+
‒ ic

1

1+sTUDCf

UDC

UDC 100Hz filter

DC-link 
capacitorVSCPI

Figure 23.28 Block diagram of DC-link voltage control loop with internal current controller
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Figure 23.29 Simplified block diagram of DC-link voltage control loop with internal current controller

To prevent 100 Hz distortion transmission on the iline,m,ref reference current, a low-pass filter with a
cutoff frequency fUDC is required on the UDC voltage sensor. The time constant of the filter is expressed as:

TUDCf =
1

2𝜋fUDC

(23.38)

The relation between the amplitude of the referenced current iline,m,ref and DC-link current is described as
uline,RMS√

2UDC
. Taking this and the assumption that the current relation is included in the proportional gain KDCp,

Figure 23.29 shows the modified block diagram of the DC-link voltage control loop.
The open-loop voltage control loop transfer function can be written as:

Guo =
KDCp(1 + sTDCi)

sTDCi(1 + s(TVSC + TUDCf))sCDC

(23.39)

On the basis of the SO design criterion, the proportional gain KDCp and the integral time constant TDCi of
the DC-link voltage control loop can be calculated as follows:

KDCp =
CDC

2(TVSC + TUDCf)
uline,RMS√

2UDC

(23.40)

TDCi = 4(TVSC + TUDCf) (23.41)

As the DC-link referenced voltage UDC,ref is assumed to be constant, no additional pre-filter on UDC,ref is
needed.

23.3.5 Active Power Feed-Forward Algorithm

To prevent the transmission of 100 Hz distortion on the line current iline, a low-pass filter with a specified
(typically 30 Hz) cutoff frequency is applied on the measured UDC voltage. The delay introduced by the
filter causes a reduction in the DC-link voltage loop dynamics. As a consequence, the DC-link voltage
transient error is higher and the AC–DC–AC system’s dynamic behavior has to be reduced. There are
two methods to improve the dynamics of the DC-link stabilization:

• Adding a load feed-forward to the output signal of the DC-link voltage controller from the DC-link
load current – in such a case, an additional DC-link current sensor is needed, and the AC–DC converter
operates independently of the control of the drive.

• Adding a power feed-forward to the output signal of the DC-link voltage controller from the sup-
plied active load (the DC–AC converter fed motor) – in such a case, the AC–DC converter operates
depending on the control of the drive, but no additional sensor is needed.

Thus, for the control of the AC–DC–AC converter, the APFF (based on the control signals) seems to
be attractive.
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According to Refs. [31, 48], two variants of the APFF based on the power consumed/produced by the
DC–AC converter can be listed:

• Active power of the AC–DC converter is calculated from the mechanical speed, commanded torque,
and DC–AC converter losses, PFΩ.

• Active power of the AC–DC converter is calculated from the switching states reference converter
voltages and actual stator currents, PFUI.

Typically, in HSR, an induction motor (IM) is used. The electromagnetic power of the IM is defined by:

Pe = meΩm (23.42)

where Ωm is the mechanical speed of the drive. Taking into account the electromagnetic torque me

equation:

me = pb

ms

2
ΨSISy (23.43)

where pb is the number of IM pole pairs, ms is the number of IM phases, ΨS is the IM stator flux and ISy

is the y component of the IM stator current, the electromagnetic power of the IM can be expressed as:

Pe = pb

ms

2
ΨSISyΩm (23.44)

The power delivered to the IM also includes the power losses, and the PFΩ should be written as:

PFΩ = Pe + Plosses = pb

ms

2
ΨSIEyΩm + Plosses (23.45)

For nominal torque at mechanical speedΩm = 0, the electromagnetic power Pe = 0. However, Plosses will
have a significant value. Thus, Plosses cannot be neglected. The estimation of the Plosses is difficult, because
it requires an exact knowledge of the parameters of the IM. Hence, PFUI, calculated from the reference
converter voltages Ux,rec and Uy,rec (reconstructed from the switching states) and actual stator currents,
provides a simple estimation of the active power consumed/produced by the DC–AC converter:

PFUI =
3
2
(ISxUx,rec + ISyUy,rec) (23.46)

The Ux,rec and Uy,rec voltages, reconstructed from switching states, contain additional information about
the dead time and switching devices voltage drop compensation. Therefore, the PFUI includes the power
losses Plosses.

If we assume that the losses of the AC–DC converter are neglected, the energy storage variation of
the DC-link capacitor will be the integral of the difference between the average AC–DC input power Pin

and the power delivered to the IM PFUI [31, 48]. Therefore, it can be written as:

Pin = Pc + PFUI (23.47)

where Pc denotes the power of the DC-link voltage feedback control loop:

Pc = iDCUDC (23.48)

According to the block diagram of the DC-link control loop (Figure 23.29), Pc can be written as:

Pc =
KDCp(1 + sTDCi)

sTDCi

(UDC,ref − UDCf)UDC (23.49)
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The DC-link voltage controller generates the reference line current amplitude iline,m,ref . If we assume that
the AC–DC converter works with the unity power factor (phase shift 𝜑 between line current iline and line
voltage uline is equal to 0) the instantaneous AC–DC input power can be calculated as:

pin(t) = iline,muline,msin2(𝜔t) (23.50)

According to Equation (23.50), the average AC–DC input power can be calculated as:

Pin =
iline,muline,m

2
(23.51)

Therefore, the reference line current amplitude iline,m,ref should be:

iline,m,ref =
2Pin

uline,m

(23.52)

If we assume that the power PFUI is delivered to the IM without any DC-link variation (which is
the desired situation), then Pc can be assumed to equal 0. In such a situation, Equation (23.46) can be
written as:

Pin = PFUI (23.53)

Thus, combining Equation (23.52) with Equation (23.53), the reference line current amplitude from the
APFF iPF,line,m,ref is obtained:

iline,m,ref =
2Pin

uline,m

(23.54)

Figure 23.30 shows the block diagram of the AC–DC–AC converter feeding IM, where Pload,ref and
Pload are the reference and output powers of the DC–AC converter, respectively. Figure 23.31 presents
the transient operation of the low-voltage AC–DC–AC converter: AC–DC five-level single-phase FCC
and DC–AC three-level three-phase FCC without and with APFF in closed speed control mode under

1

1 1

2

Ωm
Pload,ref Pload

uline,m
uline,m

iPF,line,m,ref

iline,m,refUDC,ref

UDC 100 Hz Filter
UDCf

1
1+sTVSC

1+sTDCi

1+sTUDCf

UDC

1+sTVSC SCDC

iDC iC
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sTDCi

KDCp

PI

PFUI

2UDC

DC–AC VSC

AC–DC VSC

DC-Link
capacitor

0

me,ref

++
+

+
_

_

Figure 23.30 Block diagram of the AC–DC–AC converter feeding IM with active power feed-forward – dotted
line denotes the influence of the APFF
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Without APFF With APFF
(a)

(b) (b)

(a)

Without APFF With APFF

Figure 23.31 Transient operation of the AC–DC–AC FCC without and with APFF: step change in mechanical speed
Ωm. From the top: (a) DC-link voltage UDC (Ch1), rectifier leg a flying capacitor voltage UFCa (Ch4), line voltage
uline (Ch2) and line current iline (Ch3), (b) IM phase a stator current iSa (Ch1), inverter phase a flying capacitor voltage
UFCa (Ch4) mechanical speed of IM Ωm (Ch3) and IM electromagnetic torque me (Ch4)

a step change of mechanical speed Ωm from −85% to 85% of the nominal speed. The AC–DC–AC
converter control with the active APFF provides:

• very good stabilization to the DC-link voltage in transient states – the DC-link voltage overshoot is
significantly reduced,

• no negative impact on the system’s performance in steady states.

Thus, the APFF, by a reduction in the DC-link overvoltage in transients, can efficiently extend the lifetime
of the DC-link capacitors.
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23.4 Summary
This chapter has reviewed the modulation and control of single-phase grid-side VSD.

The following PWM techniques for single-phase VSC have been presented:

• hybrid (HPWM) and unipolar (UPWM) modulations for parallel-connected H-BCs,
• 1D-N2V and 1D-N3V modulations for H-DCCs,
• 1D-N2V, 1D-N3V and 1D-N(3+ 2R)V modulations for H-FCCs.

Particular emphasis was placed on the impact of the individual modulation techniques and topologies
on the quality of the grid current and the harmonic content generated by the converter. The comparison
of PWM techniques has shown a clear advantage of parallel-connected H-BC with UPWM and H-FCC
with 1D-N(3+ 2R)V modulation for the sake of the highest number of forming states.

Various control techniques for PWM DC/AC converters have been discussed. Among the methods
presented, the control of the stationary coordinate system and RC controllers seem to be superior, and is
therefore implemented by the industry. Other control methods have high algorithm complexity.

It is believed that thanks to continuing developments in power semiconductor components and digital
signal processing, voltage source PWM DC/AC converters will have a strong impact on power conver-
sion, particularly in traction as well as renewable and distributed energy systems.
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24.1 Multilevel Inverters
One of the most suitable power architectures for a photovoltaic (PV) system is the multilevel inverter.
Although there are many conventional two-level inverters available in this area, the multilevel inverter
provides the following advantages: (1) reduced device voltage stress; (2) negligible total harmonics in
the voltage waveforms; (3) smaller output filter size; (4) greater efficiency [1–4]; and (5) an implemen-
tation of the so-called distributed maximum power point tracking (DMPPT) [5–7]. The fifth advantage
extends the MPPT to each panel of a PV system by avoiding series-connected PV arrays, which are
often used with the conventional two-level inverter. This minimizes power loss even when mismatching
conditions occur. Among the following three main families of multilevel converter: diode-clamped,
capacitor-clamped, and cascaded H-bridge, the latter is usually considered in the literature for PV
applications [8, 9].

24.1.1 Transformer-Less Technology

To interface the low-voltage (LV) output of an inverter to the grid, a bulky low-frequency transformer
is necessary, which involves large size, less efficiency, loud acoustic noise, and high cost [10]. Another
choice, instead of a transformer, is to use many PV panels in a string to generate a voltage higher than
that of the grid, which will cause power loss of the PV panels in case of mismatching.

Transformer-less topologies are especially deserving of attention because of their higher efficiency,
smaller size and weight, and lower price for the PV system [10].

Transformer-less technology is preferable [10] for attaining utility-scale power ratings and medium
voltage levels. The cascaded multilevel inverter (CMI) structure is qualified for this purpose and, fur-
thermore, its distributed modules enhance system reliability. At present, three CMI structures for PV
power systems have been published [11–15].

The so-called power electronic transformer (PET) configurations [11] use a cascaded H-bridge mul-
tilevel DC/AC converter on the LV side with a separate DC-link for each section of the PV plant. The
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configurations allow different voltages on the DC-links; thus, implementation of separate MPPT control
algorithms can be carried out for the different PV sections. The high-voltage windings of the employed
medium-frequency transformer are interfaced to the medium-voltage grid by means of a multilevel con-
verter comprising a three-phase inverter. The number of voltage levels is selected according to the rated
grid voltage and to the characteristics of the switching devices used. However, there are disadvantages:
(a) one or three medium frequency transformers cause cost–volume issues, even though isolated from
the grid; (b) too many switches cause high cost and loss, are too complex and have low reliability, even
though the filter will be small owing to the multilevel voltage, which limits its practical applications to
high-power PV systems.

24.1.2 Traditional CMI or Hybrid CMI

Traditional CMI or hybrid CMI (Figure 24.1) can connect directly to the grid without a transformer and
achieve high efficiency [12–14]. It is an attractive topology because of its modularity, simple layout,
fewer components and higher reliability, compared with other multilevel inverters, such as the neutral
point clamp inverter and the flying capacitor multilevel inverter. The necessity for isolated DC sources
makes this topology an ideal inverter choice for use in PV applications. A 240-kW traditional CMI-based
PV inverter is reported in Ref. [12] with efficiency of 98.6% without a transformer. The voltages of hybrid
CMI’s DC buses are in a geometric sequence, which present several advantages: (a) different kinds of
power switches can be used in the H-bridges with different DC bus voltages, switches with small capacity
can be used in the H-bridge with lower DC bus voltage, and the on-state loss can be lowered; (b) the
cost and complexity of the system is reduced because fewer switches and DC buses are required in the
topology; (c) the switching frequency can be reduced significantly. However, this kind of CMI does not
have the boost function, which will lead to overrating of the inverter by a factor of two in order to cope
with wide (1 : 2) PV voltage changes. For example, a 2 MW inverter is needed for a 1 MW PV power
system, which makes the inverter larger, more costly and more difficult for utility-scale applications.

24.1.3 Single-Stage Inverter Topology

There are several power converter topologies employed in PV systems, characterized as two-stage or
single-stage, transformer or transformer-less and with a two-level or multilevel inverter [1, 11–14].
Single-stage inverters are becoming more attractive compared with two-stage models owing to their
compactness, low cost and their reliability [15]. However, the conventional inverter has to be oversized
to cope with the wide PV array voltage changes, because a PV panel presents low output voltage with a
wide range of variation based on irradiation and temperature, usually with a ratio of 1 : 2.

The two-stage inverter applies a boost DC–DC converter, instead of a transformer, to minimize the
required KVA rating of the inverter and to boost the wide range of voltage to a constant desired value.
Unfortunately, the switch in the DC–DC converter becomes the killer of the cost and efficiency of the
system. For safety reasons, some PV systems have a galvanic isolation, either in the DC–DC boost
converter using a high-frequency transformer, or in the AC output side of a line frequency transformer.
Both of these added galvanic isolations increase the cost and size of the entire system and decrease the
overall efficiency.

24.2 Quasi-Z-Source Inverter

24.2.1 Principle of the qZSI

The Z-source inverter (ZSI), as a single-stage power converter with step-up/down function, allows a
wide range of PV voltages, and has been reported in applications of PV systems [16]. It can handle the
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Figure 24.1 (a) Traditional CMI and (b) hybrid CMI

PV DC voltage variation in a wide range without overrating the inverter and implement voltage boost
and inversion simultaneously in a single power conversion stage, thus minimizing system cost, reducing
component count and cost and improving reliability. Recently proposed quasi-Z-source inverters (qZSI)
have some new attractive advantages more suitable for application in PV systems. This will make the
PV system much simpler and cheaper because the qZSI draws a constant current from the PV panel,
which means that there is no need for extra filtering capacitors. In addition, it features lower component
(capacitor) rating and reduces switching ripples to the PV panels [16–23].

The output voltage of the PV panel has a wide variation related to changes of temperature and solar
irradiation, which usually presents in a ratio of 1 : 2. It is impossible for the traditional voltage source
inverter (VSI) to deal with this wide variation if there is neither overrating of the inverter nor the use
of a DC–DC boost converter. For a common single-stage inverter, as shown in Figure 24.2(a) [24, 25],
which is used in conventional PV systems to interface the PV array with the utility and/or load, the

Utility3-Phase inverter

vln

Utility3-Phase inverter

DC–DC
Converter

VDCVDC

vln

(a) (b)

Figure 24.2 Traditional typical configuration of PV system: (a) single-stage VSI and (b) two-stage VSI
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Figure 24.3 Topology of the voltage-fed ZSI and qZSI: (a) voltage-fed ZSI and (b) voltage-fed qZSI

minimum PV DC voltage should be two times the peak value of the AC phase voltage, or 2vln. Therefore,
considering a PV voltage change range of 1 : 2, the PV array has to produce 2vln to 4vln to feed the inverter.
Consequently, the inverter should be designed to block four times the peak value of the AC phase voltage,
or 4vln. For example, the VSI needs a minimum 340 V DC to produce 208 V AC phase-to-phase voltage
for a three-phase system, and the PV voltage has to be 340–680 V considering it changes in a 1 : 2 range.
Consequently, 1200 V insulated gate bipolar transistors (IGBTs) are required and the inverter is thereby
two times overrated. To overcome this problem, the DC–DC boost circuit is employed, as shown in
Figure 1.2(b) [26–31] and 600 V IGBTs can be used for the system. However, the cost will increase and
the efficiency will be reduced.

Compared with the configuration of the VSI plus DC–DC boost, the ZSI-based PV system minimizes
switching devices, has lower cost and higher reliability [19, 32]. Recently, our group published a class
of qZSIs with some new advantages [16, 33], which was from the original ZSI [19]. By using this new
quasi-Z source topology, the inverter of a PV system becomes much simpler and its cost can be reduced.
This is because the proposed qZSI draws a constant current from the PV panel; thus, there is no need
for extra filtering capacitors, and it features lower component (capacitor) rating and reduces switching
ripples to the PV panel [17].

Figure 24.3(a and b) shows the traditional voltage-fed ZSI and the recently proposed voltage-fed qZSI,
respectively. In the same manner as the conventional ZSI, the qZSI has two general types of operational
states at the DC side: the non-shoot-through state (i.e., the six active states and two conventional zero
states), and the shoot-through state (i.e., both switches in at least one phase conduct simultaneously).
In the non-shoot-through state, the inverter bridge, viewed from the DC side, is equivalent to a current
source, whereas in the shoot-through state, the inverter bridge is a short circuit. The equivalent circuits of
the two states are shown in Figure 24.4(a and b), respectively. It is well known that the shoot-through state
is strictly forbidden in the traditional VSI, because it will cause a short circuit of the voltage source and
damage the devices. In the qZSI and ZSI, however, the unique LC and diode network, connected to the
inverter bridge, modify the operation of the circuit, allowing the shoot-through states. Furthermore, by
using the shoot-through state, the (quasi-) Z-source network boosts the DC-link voltage. This feature will
effectively protect the circuit from damage; thus, it improves system reliability significantly. Because of
the input inductor L1, the qZSI draws a continuous constant DC current from the DC source. Compared
with the ZSI that draws a discontinuous current, the constant current will reduce significantly the input
stress; thus, the qZSI is especially well suited for PV system applications [17].

Assuming that during one switching cycle T, the interval of the shoot-through state is T0, then the
interval of non-shoot-through state is T1; thus, T=T0 +T1 and the shoot-through duty ratio D= T0/T.
From Figure 24.4(a), during the interval of the non-shoot-through state T1, there are

vL1
= Vin − VC1

, vL2
= −VC2

, vPN = VC1
− vL2

= VC1
+ VC2

, vdiode = 0 (24.1)

From Figure 24.4(b), during the interval of the shoot-through state T0, one can get

vL1
= VC2

+ Vin, vL2
= VC1

and vPN = 0, vdiode = −(VC1
+ VC2

) (24.2)
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Figure 24.4 Equivalent circuit of the qZSI: (a) non-shoot-through state and (b) shoot-through state

At steady state, the average voltage of the inductors over one switching cycle is zero. From Equations
(24.1), (24.2), we have

⎧⎪⎪⎨⎪⎪⎩
VL1

= vL1
=

T0

(
VC2

+ Vin

)
+ T1(Vin − VC1

)

T
= 0

VL2
= vL2

=
T0(VC1

) + T1(−VC2
)

T
= 0

(24.3)

Thus,

VC1
= 1 − D

1 − 2D
Vin, VC2

= D
1 − 2D

Vin (24.4)

From Equations (24.2) and (24.4), the peak DC-link voltage across the inverter bridge is

vPN = VC1
+ VC2

= T
T1 − T0

Vin =
1

1 − 2D
Vin = BVin (24.5)

where B is the boost factor of the qZSI.
The average currents of the inductors L1 and L2 can be calculated by the system power rating P

IL1
= IL2

= Iin =
P
Vin

(24.6)

According to Kirchhoff’s current law and 24.6, we also can get that

IC1
= IC2

= IPN − IL1
; ID = 2IL1

− IPN (24.7)

In summary, the voltage and current stress of the qZSI are shown in Table 24.1, where

• M is the modulation index; vln is the AC peak phase voltage;
• (2) m = (1 − D)∕(1 − 2D); n = D∕(1 − 2D); B = 1∕(1 − 2D)

The stress on the ZSI is shown as well for comparison.
From Table 24.1 we can establish that the qZSI inherits all the advantages of the ZSI. It can buck or

boost a voltage, cope with a wide range of input voltages and produce a desired voltage for the load or
connection to the grid in a single stage. This feature results in the reduced number of switches involved
in the PV system and, therefore, the reduced cost and the improved system efficiency. When the voltage
of the PV panel is low, it boosts the DC-link voltage, which helps avoid redundant PV panels for higher
DC voltage or unessential inverter overrating. As mentioned, it is able to handle the shoot-through state;
therefore, it is more reliable than conventional VSI. For the same reason, there is no need to add any dead
time into the control schemes, which reduces the output distortion.

In addition, there are some unique merits of the qZSI when compared with conventional ZSI [16, 17].
The ZSI has a discontinuous input current in the boost mode, whereas the input current of the qZSI is
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Table 24.1 Voltage and average current of the qZSI and ZSI network

vL1
= vL2

vPN vdiode VC1
VC2

vln Iin = IL1
= IL2

IC1
= IC2

ID

T0 T1 T0 T1 T0 T1

ZSI mVin −nVin 0 BVin BVin 0 mVin mVin MBVin∕2 P∕Vin IPN − IL1
2IL1

− IPN

qZSI mVin −nVin 0 BVin BVin 0 mVin nVin MBVin∕2 P∕Vin IPN − IL1
2IL1

− IPN

continuous owing to the input inductor L1 and this reduces the input stress significantly; thus, it can
reduce the capacitance for the output of the PV panels. The two capacitors in the ZSI sustain the same
high voltage, whereas the voltage on capacitor C2 in the qZSI is lower, which allows a lower capacitor
voltage rating. For the qZSI, there is a common DC rail between the source and inverter, which is easier
to assemble and causes less EMI problems.

24.2.2 Control Methods of the qZSI

24.2.2.1 Buck/Boost Conversion Mode

If the inverter operates entirely in the non-shoot-through state, as shown in Figure 24.4(a), the diode
will conduct and the voltage on capacitor C1 will be equal to the input voltage, whereas the voltage on
capacitor C2 will be zero. Therefore, vPN =Vin and the qZSI acts as a conventional VSI:

vln =
vPN

2
M =

Vin

2
M (24.8)

For sinewave pulse width modulation (SPWM), 0 ≤ M ≤ 1 and for space vector modulation (SVM),
0 ≤ M ≤ (2∕√3). Thus, when D= 0, vln is always less than Vin∕

√
3 and this is called the buck conversion

mode of the qZSI.
When the qZSI operates in boost conversion mode, there are two more modulation references: V∗P and

V∗N, in addition to the conventional three-phase references: v∗a , v∗b and v∗c . As shown in Figure 24.5, by
replacing parts or all of the two conventional zero states with shoot-through states, the non-shoot-through
states and shoot-through states will alternate in one switching cycle. Then, the peak DC-link voltage vPN

can be boosted by a factor of B; its value is dependent on the shoot-through duty ratio, as defined in
Equation (24.5). Notice that the six active states are unchanged and the peak AC voltage becomes

vln =
vPN

2
M =

Vin

2
BM (24.9)

24.2.2.2 Boost Control Methods

All the boost control methods that have been explored for the traditional ZSI, such as simple boost,
maximum boost, maximum constant boost, as shown in Figure 24.6 [19, 20, 34], can be applied to
the qZSI. It is noticeable that the voltage gain of the qZSI is G=MB, whereas the voltage stress across
the inverter bridge is BVin. In order to maximize the voltage gain and to minimize the voltage stress on the
inverter bridge, one needs to decrease the boost factor B and increase the modulation index M as much
as possible.

Figure 24.7 shows the voltage gain versus the modulation index of three boost control methods. All
present significantly higher gain than traditional VSI. Among the three boost control methods, the max-
imum boost control best exploits the conventional zero states; therefore, it has the maximum M and
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the minimum voltage stress across the inverter bridge with the same voltage gain. However, it has the
drawback of low-frequency ripples on the passive components of the qZSI, which requires a larger vol-
ume and weight and greater cost of the inductor and capacitor in the qZSI network. The simple boost
control has shoot-through states that are spread evenly; thus, it does not involve low-frequency ripples
associated with output frequency, but its voltage stress is the largest for a given voltage gain. The maxi-
mum constant boost control is a compromise between the other two.

When the third-harmonic injection is combined into the maximum constant boost control, the maxi-
mum modulation index can be M = 2∕

√
3, and there is lower voltage stress on the inverter bridge. With

this method, the shoot-through states are introduced into the switching cycle when the carrier is either
greater than V∗P or less than V∗N, which is spread evenly in each switching cycle. Thus, the qZSI network
does not involve low-frequency ripples and the shoot-through duty ratio is

D =
T0

T
= 1 −

√
3M

2
(24.10)

the boost factor is
B = 1

1 − 2D
= 1√

3M − 1
(24.11)

and the voltage gain is equal to

G = MB = M√
3M − 1

(24.12)

The peak AC phase voltage can be calculated by

vln =
Vin

2
G =

MVin

2
√

3M − 2
(24.13)

24.2.3 qZSI with Battery for PV Systems

Power generated by the solar panel depends on the solar power incident on the panel, the panel tem-
perature and the operating panel voltage. The first two factors are unpredictable because of the weather
and seasons. The resultant power of stochastic fluctuations will have a negative effect on the grid. To
date, there have been no significant net failures driven by these stochastic fluctuations. Nevertheless,
the growing number of solar power plants is forcing us to invent and implement new solutions for this
problem. Apart from investments in the extension of the grid and power capacity, as well as selective
shutdown of PV systems, the integration of electricity storage systems is a more innovative idea, because
the balancing difference between the forecast and real values could minimize this negative effect [35].

In addition, power consumption also presents some characteristics of season and human living habits.
In spring and autumn, there are relatively more fine days with a lot of solar irradiation compared with the
other seasons. These seasons also have good weather; thus, electric loads such as air conditioners may be
used less often. Consequently, increased generation from PV systems and reduced loads cause a voltage
rise on a power distribution line. Over weekends, during which the PV systems continue to produce the
same amount of power and industrial loads are light, the grid voltage and frequency could easily become
high [36]. Overvoltage may exceed the upper tolerance limit at the point of common coupling; usually,
a grid overvoltage protection will regulate the output power of the PV system if the AC voltage exceeds
the control range. As a result, a significant amount of possible energy will be lost in a clear day. An
energy storage unit installed in each PV system can be used for voltage rise avoidance, through charging
the excess electric power to the energy storage unit instead of feeding it to the grid. The energy storage
unit is similar to an energy buffer, which could be charged using the differential power between the
PV power and the output power to the grid, and could maximize the level of power transfer from the
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PV array through the MPPT, resulting in very high efficiency [4]. In addition, PV-grid-connected plants
could become more reliable by acquiring the possibility to cope with some important auxiliary services
[35]. There is typically a configuration available for this application, shown in Figure 24.8, when the
conventional VSI is connected to the grid and/or load, and where a bidirectional DC–DC converter is
used to control the battery state of charge (SOC). It is obvious that the DC–DC converter increases both
the cost and the system complexity, and reduces reliability and efficiency.

The qZSI has two independent control freedoms: shoot-through duty ratio and modulation index, pro-
viding the ability to produce any desired output AC voltage to the grid. It can regulate the battery SOC
and control the PV panel output power (or voltage) simultaneously. Second, the qZSI provides the same
features of a DC–DC boosted inverter (i.e., buck/boost), yet its single stage is less complex and more
cost effective. Third, the qZSI has the benefit of enhanced reliability because momentary shoot-through
can no longer destroy the inverter (i.e., both devices of a phase leg can be on for a significant period of
time). Furthermore, our proposal includes energy storage (battery) in the qZSI for PV systems without
the additional DC–DC converter, as shown in Figure 24.9. This innovative feature can reduce cost and
system complexity further and is explained in detail in the next section.

In the system of Figure 24.9, there are three power sources/consumers: the PV panels, battery and the
grid/load. As long as we can control the power flow of two of them, the third element automatically
matches the power difference. From Equation (24.4) of qZSI, the relationship between the capacitor-C2

voltage and the voltage of the PV panel is

VC2
= D

1 − 2D
VPV (24.14)

where D is the shoot-through duty ratio.
In Figure 24.9, the battery voltage Vb, equals voltage VC2

of capacitor C2. The output voltage of a
battery is relatively less current dependent because of the much smaller internal resistance. The voltage
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Figure 24.9 Configuration of the qZSI with battery pack for PV system
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of a battery changes with the SOC of the battery and will be relatively constant at a certain SOC, and the
voltage of the PV panel is highly current dependent; therefore, for a given battery voltage Vb, the voltage
of the PV panel is controlled to be

VPV =
1 − 2D

D
Vb (24.15)

At the same time, the output power of qZSI can be controlled by manipulating the modulation index to
produce the desired output voltage. The output peak phase voltage of the inverter is

vln = (VC1
+ Vb)

(M
2

)
(24.16)

where M is the modulation index based on the reference waveform and the triangular waveform.
The output power to the grid can be expressed as

Pout =
3pf√

2
vlnI (24.17)

where I is the rms current to the grid and pf is the power factor.
Therefore, the system is able to control the output power of the PV panels and the power injected to

the grid at the same time; thus, their difference is the power charging the battery.
In summary, the power of the PV panels is controlled by the shoot-through duty ratio of the qZSI; the

output power to the grid is controlled by the output voltage and the current related to the modulation
signal. If output power to the grid is higher than the power of the PV panels, the battery is discharged. If
the output power to the grid is lower than the power of the PV panels, the battery is charged. If the SOC
of the battery becomes too low, the PV panels will provide power to recharge the battery. However, the
battery can only be charged when it is not fully charged already.

Let us explain this principle using examples. Case 1: for a fixed level of solar irradiance and for a
fixed temperature, if the PV panel maintains a maximum output power, the power and voltage of the
PV panels will be constant. When power to the grid equals the power of the PV panels, as one would
expect, the battery SOC should remain constant with zero average power to the battery. When power to
the grid increases to be greater than the power of the PV panels, the battery should supply the additional
power requested by the grid; thus, the battery SOC will decrease. When injected grid power falls below
the power of the PV panels, the additional power of the PV panel will charge the battery, increasing the
SOC. (2) Case 2: Power to the grid is kept constant and the power of the PV panels changes because of
the variation in solar irradiance. Again, the battery SOC should remain constant while power to the grid
matches that of the PV panels. The battery will be charged when the power of the PV panels increases
to be greater than the power supplied to the grid, increasing the battery SOC. When the power of the PV
panels falls below the power to the grid, the battery will supply the additional power requested by the
grid, decreasing the battery SOC.

24.3 qZSI-Based Cascade Multilevel PV System

24.3.1 Working Principle

In grid-connected systems, the panels are usually arranged in strings (series connection) for the required
power and voltage levels, where all panels of the string drive the same current. Generally, it is preferable
to use the same panels and to keep them away from any shading. However, in residential installa-
tions, it is not easy to avoid shading because of the change in sunlight direction throughout the day.
Furthermore, obstacles, such as trees, birds and other constructions, can cause partial shading. Some
studies have revealed that minor shading can cause a major reduction in solar power output of a PV
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Figure 24.10 Characteristics of a small string consisting of two panels under different solar irradiance levels with
the same temperature [5]: (a) current versus voltage of each panel and (b) effects of different solar irradiance levels
on a string of PV arrays

array [37]. When a panel is shaded, it generates less optical current, and when connected in series with
other panels there is a downgrading of system energy yield, because the low level of current also flows
through the non-shaded panels instead of the intrinsic high current [38]. This requires the use of bypass
diodes to preserve the PV array voltage and to minimize hot-spot heating and the potential for panel
failures when shaded [5, 8, 37]. Figure 24.10(a) shows the I–V characteristics of two panels under dif-
ferent irradiance levels, and Figure 24.10(b) shows the P–V and I–V characteristics of a PV string
consisting of two panels with a bypass diode incorporated. The shaded panel becomes short-circuited
and the current in the string is that of the non-shaded module, because the bypass diode in parallel
with the shaded panel goes into the on state. In this way, the string-generated power and voltage are
greater than that in the case of an array with no bypass diodes. Nevertheless, the string power ver-
sus voltage becomes a multimodal curve, as indicated in Figure 24.10(b). Its detail is explained in the
following [5].

When operating at point A of Figure 24.10(b), both PV panels generate power, but neither one gener-
ates maximum power. When operating at point B, the shaded module PV2 generates maximum power, but
the non-shaded module does not generate maximum power. When operating at point C, the non-shaded
module generates power, but the shaded module does not generate any power, because the string cur-
rent flows through its bypass diode. When operating at point D, the non-shaded module generates its
maximum power, but the shaded module does not generate any power because the string current flows
through its bypass diode. Finally, in the case of both mismatching conditions and the presence of the
module bypass diodes, the P–V characteristic curve is a multimodal curve with a number of peaks. The
presence of more than one peak in the P–V characteristic of a PV string makes it difficult to imple-
ment the absolute maximum power of the PV string. Furthermore, for this case, the maximum output
power of the PV string is less than the sum of the maximum generation power of all PV panels. In
addition, the reduction of the string voltage at the MPP may not be acceptable according to the system
specifications [8].

Reference [37] reported that the shaded panel contributes a 14.06% power loss, and an additional
11.57% loss results from the reduced MPP when the two panels are connected in series. When three
or more panels are series-connected, the situation is even worse. The shading condition could be more
complicated in practical PV applications, such as more than one shaded panel, making it more difficult
to perform MPPT. It is of practical relevance to investigate the possibility of finding a technical and
cost-effective solution to such a problem.
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If independent control of each panel is possible, to allow different currents and voltages for all panels,
the total generated power and voltage will be improved significantly. DMPPT is the best method for
this purpose, and it comprises two major schemes. One is to use PV AC-module inverters avoiding
the series-connection of panels. When a panel gets shaded, only that inverter will yield lower power,
whereas the others continue to perform at their optimum level with their own inverters [38]. However,
the conventional two-level inverter outputs LV because of its step-down-only operation and the low
input voltage of each panel. It is necessary to step up the voltage suitably for grid connection, by
using a low-frequency transformer between the inverter output and the grid, or by a DC–DC boost
converter between the PV panel and the inverter input. Both of these configurations will be more costly
because of the increased number of devices, and because power losses increase because of adding
the DC–DC converter or transformer. Another scheme employs a multilevel inverter to replace its
two-level counterpart. In this case, each PV panel is used as a separate power supply for each module
of the multilevel inverter [2–4, 8, 39], and the generation point of each PV module can be controlled
independently and maximized, that is, the so-called DMPPT, particularly with partial shade covering
the PV facility or in the case of the mismatched PV panels. In addition to being able to maximize the
power obtained from the PV panels, the multilevel inverter usually presents the advantages of reducing
the device voltage stress, being more efficient, generating output AC-voltage with negligible total
harmonics and allowing one to operate without transformers to step up the voltage. Among multilevel
inverters, the cascade H-bridge inverter is most popular. It uses relatively few power devices and
each H-bridge works at very low switching frequency. This offers the possibility of working in high
power with low-speed switches and generating low-switching frequency losses, which allows working
with a power range similar to the common central inverter topology, but extracting energy in a more
efficient way [4].

In our proposal, the qZSI module, shown in Figure 24.9, is used to build the cascade H-bridge inverter as
a practical implementation of the aforementioned DMPPT technique. Figure 24.11 presents the proposed
three-phase inverter connected directly to the grid. Each phase consists of n qZSI modules, and phases B
and C have the same structure as phase A. Normally, this architecture makes each module deliver the same
power; however, sometimes this is not so when the output voltages of the qZSI modules are different, even
though they have the same rms value of current, which depends on the modulation techniques. However,
to extract the instantaneous maximum power from each panel, regardless of the solar irradiance and
temperature levels, is the most important goal. The power generated by the PV panel may change owing
to variations of solar irradiance and temperature levels, for instance, between summer and winter, a clear
day and cloudy day, partial shading and so on. For each module, the stochastic fluctuation of solar power
is inconsistent with the desired stable power injected to the grid when using MPPT. The gap between
them can be compensated for by inclusion of a battery pack in each qZSI module. This topology allows
independent control of the power delivered by each module. The battery pack can charge and discharge
to balance the power to the grid. With the DMPPT, power generation of each PV panel is maximized even
in the presence of PV panel mismatching conditions, such as supposing the non-shaded, mid-shaded and
high-shaded panels of respective modules A1, A2 and An, as shown in Figure 24.11. Each qZSI module
contributes to low cost, high efficiency, and reliability and is adaptive to the wide voltage variation range
of the PV panel with its special voltage step-up/step-down function in a single-stage power conversion.

Control of the proposed PV system in Figure 24.11 will take into account the multilevel modulation,
independent MPPT of each qZSI module, SOC of the battery pack and the power demand of the grid.
There are 3n independent shoot-through duty ratios to control 3n qZSI modules operating at their own
MPPs. The multilevel synthesis is achieved by means of a phase-shift displacement of the carrier waves
of the different modules [40], and the shoot-through duty ratio should be combined into the multilevel
PWM to form the final driving pulses for all switches. The power demand of the grid is achieved by
multilevel modulation. The differential power between the generated maximum power of the PV panels
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Figure 24.11 qZSI-based cascade multilevel PV power generation system

and the power injected to the grid will charge or discharge the battery pack. The battery SOC of each
qZSI module should be monitored during operation and controlled by adjusting the injected power of the
grid to maintain the battery SOC within the designed range.

Parameter design of the inductors, capacitors, battery pack and operating voltage of the inverter and
modules is a critical step. The optimization of these parameters will be the object of our investigation.
The control of each module is elaborated, not only for its own goal but also for the entire PV system.
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For the qZS H-bridge legs, the shoot-through zero state does not affect the output voltage, which will
not cause harmonic content in the load current. However, the 2𝜔 (𝜔 is fundamental frequency of the grid)
voltage ripples are a problem common in the DC-link bus of both traditional H-bridge CMIs and ZS/qZS
H-bridge CMIs because the 2𝜔 reactive power flows through each module. For the qZS H-bridge CMI,
a small LC filter is sufficient when connected to the grid because the multilevel output voltage is highly
sinusoidal. If using the traditional boost converter+H-bridge in the CMI, then the 2𝜔 voltage ripples are
still in the DC-link bus. Furthermore, additional switches are needed. The energy storage will require
extra circuits for the traditional boost converter VFI system.

24.3.2 Control Strategies and Grid Synchronization

An electrical grid system is complex and dynamic, and is affected by many factors and disturbances.
Higher penetration of renewable energy sources is leading to requirements, imposed on power con-
verters that feed the electrical grid system, which are more stringent. Several control strategies are
applied to power converters connected to the electrical grid system: voltage-oriented control (VOC),
model-predictive control (MPC), direct-power control (DPC), model-predictive direct-power control
(MPDPC), direct-power control with space-vector modulation (DPC-SVM) and a control method based
on virtual flux (VF) [41–56]. For the VOC and DPC-SVM methods, several modifications have been
developed and are reported to involve a change in the voltage modulator to allow the use of multilevel
converters. Virtual flux-oriented control (VFOC) for a grid-side PWM rectifier is based on coordinate
transformations between stationary 𝛼–𝛽 and synchronous rotating d–q reference systems [41, 42]. This
strategy offers fast dynamic responses and a precise, steady-state performance through internal current
control loops. Consequently, the final configuration and performance of the system depends largely on the
quality of the applied current-control strategy. The simplest technique is hysteresis current control, which
provides a fast dynamic response, good accuracy, no DC offset and high robustness. However, the major
problem of hysteresis control is the variable switching frequency of the power converter. This makes
the switching pattern uneven and random, which results in additional stress on the switching devices
and difficulties for the filter design. Therefore, in the literature, several strategies have been reported
for improving the performance of current control [41, 43]. Among the several current regulators with
constant switching frequency, the most widely used scheme for high-performance current control is the
d–q synchronous controller, where the currents being regulated are DC quantities and where it is easy
to eliminate steady-state error and offset. DPC is a popular technique employed in grid-connected con-
verters. By selecting appropriate switching states of the power converter, it is possible to control directly
the active and reactive powers [44–49]. The technique is similar to the direct torque control, where the
optimal switching state is selected by using lookup tables and hysteresis bounds. DPC using the pre-
dictive approach is also applied to the active rectifier [54, 55]. MPDPC is an extension of DPC, where
the switching lookup table is replaced by an online optimization stage [56]. MPDPC achieves optimal
performance by minimizing the switching losses of the converter, while controlling the output of the real
and reactive powers.

Hence, the basic and advanced control features should be incorporated for any proper solution. The
control technique employed should ensure stability in case of a large grid-impedance change, and be
able to ride through during disturbance of the grid voltage. DC-link voltage control, adaptation to the
grid voltage variation and grid synchronization, preferably with unity power factor operation, should
also be incorporated. The MPPT strategy, and anti-islanding (as required by IEEE 1574), should be
analyzed, although the monitoring and protection features need to be developed. Other control features
are active and reactive power control, harmonic compensation, local voltage control and fault-tolerant
operation during converter and grid faults. In addition, a battery energy management system is supposed
to be developed and is taken into account in the control system.
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24.4 Hardware Implementation

24.4.1 Impedance Parameters

The parameters of the impedance network are one of the important issues for the proper operation of the
system. Several works have contributed to pursuing suitable Z-source parameters [17, 57–59]. A design
process of a grid-tie PV system isillustrated in the following, according to the grid standard of Qatar.

The desired operating parameters of the converter are presented in Table 24.2. The qZS-CMI system
is an 18 kW/7-level cascaded inverter, that is, threecascaded layers with 2 kW for each cell. The input
DC voltage ranges from 60 to 120 V (the maximum variation of 1 : 2 is chosen because of the voltage
variations of the PV panels).

Each of the quasi-Z-source networks is a combination of two inductors: L1 and L2 and two capacitors:
C1 and C2. As the equivalent circuit shown in Figure 24.4, in shoot-through states, the PV panel and
qZS capacitors charge the inductors; in non-shoot-through states, the PV panel and inductors charge the
loads and capacitors. Figure 24.12 shows the corresponding charge and discharge waveforms of inductor
L1, L2 current and capacitor C1 voltage as an example. The voltage of capacitor C2 is the same; only the
steady-state values are different from capacitor C1. In the figure, t1 is the time interval of active states and
tsh is the shoot-through time interval, which is equal to (DTs/nsh). Note that nsh is the section of divided
shoot-through duty ratio in each control period. It is four for the designed space-vector modulation and
two for the PSSPWM. It can be seen that the purpose of the inductors is to limit the high-frequency
current ripple to ri% of the maximum inductor current during shoot-through states.

The selection of devices is performed for the worst case, operating with rated power when the PV
array voltage is a minimum and all the cascaded qZS-HBI cells have the same working condition. In this
scenario, the shoot-through duty cycle reaches its maximum, and the boost ratio of the PV panel voltage
is also maximal. With the maximum modulation index Mmax, the required minimum DC-link voltage vDC

Table 24.2 Desired operating parameters

Parameters Value

Maximum PV array voltage, vPV,max 120 V
Minimum PV array voltage, vPV,min 60 V
Rated power of each qZS-HBI, Pmax 2 kW
Grid voltage 230 V
Grid frequency 50 Hz
Carrier frequency, fc 2 kHz
Desired peak-to-peak current ripple through the qZS inductors, ri% 20%
Desired voltage ripple of the qZS capacitors, rv% 1%

(a) (b)

tsh t1 tsh t1

tt

vcmin1

vcmax1

vc1

𝛥Vc1

iLmin1,2

iLmax1,2

iL1,2

𝛥IL1,2

Figure 24.12 Waveforms of (a) inductor current and (b) capacitor voltage
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for each cell is
v̂DC min = v̂g∕Mmax∕n (24.18)

where vg with “∧” is the amplitude of the grid voltage and n is the number of cascaded cells. The maximum
required voltage gain G of the qZSI can be determined by

Gmax =
(2v̂g∕n)
vPV,min

(24.19)

Then, the minimum modulation index Mmin, maximum shoot-through duty ratio D and boost factor B
can be determined by

Mmin =
𝜋Gmax

3
√

3Gmax − 𝜋
, Dmax = 1 −

3
√

3
2𝜋

Mmin, Bmax =
1

1 − 2Dmax

, (24.20)

To avoid the discontinuous conduction mode of the inductor, even at the worst operation point, the induc-
tance can be calculated by

L1 = L2 =
vLΔT

ΔIL

=
VC1

(TsDmax∕nsh)
(Pmax∕vPV,min)ri%

=
Dmax(1 − Dmax)v2

PV,min

nshfcPmax(1 − 2Dmax)ri%
(24.21)

In the meantime, in non-shoot-through states, two capacitors are in series in the qZSI network. They
absorb the current ripple and limit the high-frequency voltage ripple on the inverter bridge to rv% of the
maximum DC-link voltage, in order to keep the output voltage sinusoidal. Therefore, the capacitance
can be obtained as

C1 = C2 =
2iCΔT

ΔvDC

=
2IL,max(TsDmax∕nsh)

vDC,minrv%
=

2Dmax(1 − 2Dmax)Pmax

nshfcv
2
PV,minrv%

(24.22)

According to the desired operating parameters listed in Table 24.2 and the commercialized components
in the market, the qZS inductance and capacitance can be selected.

24.4.2 Control System

The proposed qZS-CMI topology with battery for PV power conversion, which is connected directly
to the grid without transformers, has very limited output LC filters. Each phase consists of a series of
cascaded qZSI PV modules to reach the grid levels. The qZSI PV modules comprise a group of PV
panels and a qZSI with distributed MPPT for maximum energy production, boost, DC–AC inversion,
and energy storage, all existing in this one single-stage power conversion unit. The gate drivers, sensors,
protection and control platform based on a field programmable gate array (FPGA) or a DSP, and instru-
mentation circuits, will need to be designed and tested. Then, the entire power converter and PV system
can be fabricated and implemented. Sensors will be calibrated and the control algorithms programmed
and implemented.

The generic control structure of the proposed overall system is presented in Figure 24.13. The basic
functionalities of the PV power system control are illustrated with a block diagram. The basic and
advanced control features will be incorporated in the proposed solution. A number of features are required
of the control technique employed: (1) ensure stability in case of a large grid-impedance change, (2) be
able to ride through during disturbance of the grid voltage, (3) DC-link voltage control, (4) adapta-
tion to grid voltage variation and grid synchronization with unity power factor operation, (5) the MPPT
strategy, (6) anti-islanding, as required by IEEE 1574 the monitoring and (7) protection features. Other
control features are active and reactive power control, harmonic compensation, local voltage control and
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Figure 24.13 Control function diagram of the PV system

fault-tolerant operation during converter and grid faults. In addition, a battery energy management system
is required.

With the batteries, each module in the system can output any assigned power no matter what the PV
string’s MPP, because the power difference can be balanced by the connected battery through charging
and discharging. As a result, all modules output balanced power and all three phases feed the balanced
power to the grid.
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