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Preface

 

Introduction

 

The purpose of 

 

Electrical Measurement, Signal Processing, and Displays

 

 is to provide a reference that is
both concise and useful for engineers in industry, scientists, designers, managers, research personnel and
students, as well as many others who have measurement problems. The book covers an extensive range
of topics that comprise the subject of measurement, instrumentation, and sensors.

The book describes the use of instruments and techniques for practical measurements required in
electrical measurements. It includes sensors, techniques, hardware, and software. It also includes infor-
mation processing systems, automatic data acquisition, reduction and analysis and their incorporation
for control purposes.

Chapters include descriptive information for professionals, students, and workers interested in mea-
surement. Chapters include equations to assist engineers and scientists who seek to discover applications
and solve problems that arise in fields not in their specialty. They include specialized information needed
by informed specialists who seek to learn advanced applications of the subject, evaluative opinions, and
possible areas for future study. Thus, 

 

Electrical Measurement, Signal Processing, and Displays

 

 serves the
reference needs of the broadest group of users — from the advanced high school science student to
industrial and university professionals.

 

Organization

 

displays.

 

John G. Webster

 

Editor-in-Chief
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The book is organized according to the measurement problem. Section I covers electromagnetic variables
measurement such as voltage, current, and power. Section II covers signal processing such as amplifiers,
filters, and compatibility. Section III covers displays such as cathode ray tubes, liquid crystals, and plasma



 

Editor-in-Chief

 

John G. Webster

 

 received the B.E.E. degree from Cornell University, Ithaca, NY, in 1953, and the M.S.E.E.
and Ph.D. degrees from the University of Rochester, Rochester, NY, in 1965 and 1967, respectively.

He is Professor of Electrical and Computer Engineering at the University Wisconsin-Madison. In the
field of medical instrumentation he teaches undergraduate and graduate courses, and does research on
RF cardiac ablation and measurement of vigilance.

He is author of 

 

Transducers and Sensors

 

, an IEEE/EAB Individual Learning Program (Piscataway, NJ:
IEEE, 1989). He is co-author, with B. Jacobson, of 

 

Medicine and Clinical Engineering

 

 (Englewood Cliffs,
NJ: Prentice-Hall, 1977), with R. Pallás-Areny, of 

 

Sensors and Signal Conditioning

 

 (New York: Wiley,
1991), and with R. Pallás-Areny, of 

 

Analog Signal Conditioning

 

 (New York: Wiley, 1999). He is editor of

 

Encyclopedia of Medical Devices and Instrumentation

 

 (New York: Wiley, 1988), 

 

Tactile Sensors for Robotics
and Medicine

 

 (New York: Wiley, 1988), 

 

Electrical Impedance Tomography 

 

(Bristol, UK: Adam Hilger, 1990),

 

Teaching Design in Electrical Engineering

 

 (Piscataway, NJ: Educational Activities Board, IEEE, 1990),

 

Prevention of Pressure Sores: Engineering and Clinical Aspects

 

 (Bristol, UK: Adam Hilger, 1991), 

 

Design of
Cardiac Pacemakers
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Design of Pulse Oximeters
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Medical Instrumentation: Application and Design, Third Edition
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Clinical Engineering: Principles and Practices 
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Therapeutic Medical Devices: Applications and Design
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Design of Microcomputer-Based Medical Instrumentation
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Interfacing Sensors to the IBM PC
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Electronic Devices for Rehabilitation
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1.1 Meter Voltage Measurement

 

Alessandro Ferrero

 

Instruments for the measurement of electric voltage are called 

 

voltmeters

 

. Correct insertion of a voltmeter
requires the connection of its terminals to the points of an electric circuit across which the voltage has

voltmeter can be represented by a resistive impedance 

 

Z

 

v

 

 (or a pure resistance 

 

R

 

v

 

 for dc voltmeters). This
means that any voltmeter, once connected to an electric circuit, draws a current 

 

I

 

v

 

 given by:

(1.1)

where 

 

U 

 

is the measured voltage. The higher the value of the internal impedance, the higher the quality
of the voltmeter, since it does not significantly modify the status of the electric circuit under test.

Different operating principles are used to measure an electric voltage. The mechanical interaction
between currents, between a current and a magnetic field, or between electrified conductors was widely
adopted in the past to generate a mechanical torque proportional to the voltage or the squared voltage
to be measured. This torque, balanced by a restraining torque, usually generated by a spring, causes the
instrument pointer, which can be a mechanical or a virtual optical pointer, to be displaced by an angle
proportional to the driving torque, and hence to the voltage or the squared voltage to be measured. The
value of the input voltage is therefore given by the reading of the pointer displacement on a graduated
scale. The thermal effects of a current flowing in a conductor are also used for measuring electric voltages,
although they have not been adopted as widely as the previous ones. More recently, the widespread
diffusion of semiconductor devices led to the development of a completely different class of voltmeters:

 

electronic 

 

voltmeters. They basically attain the required measurement by processing the input signal by
means of electronic semiconductor devices. According to the method, analog or digital, the input signal
is processed, the electronic voltmeters can be divided into 

 

analog 

 

electronic voltmeters and 

 

digital

I
U

Zv
v

=
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to be measured, as shown in Figure 1.1. To a first approximation, the electric equivalent circuit of a
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Electrical Measurement, Signal Processing, and Displays

 

electronic voltmeters. Table 1.1 shows a rough classification of the most commonly employed voltmeters,
according to their operating principle and their typical application field.

This chapter section briefly describes the most commonly employed voltmeters, both electromechan-
ical and electronic.

 

Electromechanical Voltmeters

 

Electromechanical voltmeters measure the applied voltage by transducing it into a mechanical torque.
This can be accomplished in different ways, basically because of the interactions between currents
(

 

electrodynamic voltmeters

 

), between a current and a magnetic field (

 

electromagnetic voltmeters

 

), between
electrified conductors (

 

electrostatic voltmeters

 

, or 

 

electrometers

 

), and between currents induced in a
conducting vane (

 

induction voltmeters

 

). According to the different kinds of interactions, different families
of instruments can be described, with different application fields. Moving-coil electromagnetic voltmeters
are restricted to the measurement of dc voltages; moving-iron electromagnetic, electrodynamic, and
electrostatic voltmeters can be used to measure both dc and ac voltages; while induction voltmeters are
restricted to ac voltages.

The most commonly employed electromechanical voltmeters are the electromagnetic and electrody-
namic ones. Electrostatic voltmeters have been widely employed in the past (and are still employed) for
the measurement of high voltages, both dc and ac, up to a frequency on the order of several megahertz.
Induction voltmeters have never been widely employed, and their present use is restricted to ac voltages.

Therefore, only the electromagnetic, electrodynamic, and electrostatic voltmeters will be described in
the following.

 

FIGURE 1.1  

 

Voltmeter insertion.

 

TABLE 1.1

 

Classification of Voltage Meters

 

Class Operating principle Subclass Application field

 

Electromagnetic Interaction between currents and magnetic fields Moving magnet Dc voltage
Moving coil Dc voltage
Moving iron Dc and ac voltage

Electrodynamic Interactions between currents — Dc and ac voltage
Electrostatic Electrostatic interactions — Dc and ac voltage
Thermal Current’s thermal effects Direct action Dc and ac voltage

Indirect action Dc and ac voltage
Induction Magnetic induction — Ac voltage
Electronic Signal processing Analog Dc and ac voltage

Digital Dc and ac voltage

 

1733 FrameBook  Page 2  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC
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-3

 

Electromagnetic Voltmeters

 

Dc Moving-Coil Voltmeters.

 

The structure of a dc moving-coil meter is shown in Figure 1.2. A small rectangular pivoted coil is
wrapped around an iron cylinder and placed between the poles of a permanent magnet. Because of the
shape of the poles of the permanent magnet, the induction magnetic field 

 

B 

 

in the air gap is radial and
constant.

Suppose that a dc current 

 

I 

 

is flowing in the coil, the coil has 

 

N 

 

turns, and that the length of the sides
that cut the magnetic flux (active sides) is 

 

l 

 

; the current interacts with the magnetic field 

 

B 

 

and a force 

 

F

 

is exerted on the conductors of the active sides. The value of this force is given by:

(1.2)

Its direction is given by the right-hand rule. Since the two forces applied to the two active sides of the
coil are directed in opposite directions, a torque arises in the coil, given by:

(1.3)

where 

 

d 

 

is the coil width. Since 

 

N

 

, 

 

B

 

, 

 

l

 

, 

 

d 

 

are constant, Equation 1.3 leads to:

(1.4)

showing that the mechanical torque exerted on the coil is directly proportional to the current flowing in
the coil itself.

Because of 

 

T

 

i

 

, the coil rotates around its axis. Two little control springs, with 

 

k

 

r 

 

constant, provide a
restraining torque 

 

T

 

r

 

. The two torques balance when the coil is rotated by an angle 

 

d

 

 so that:

 

FIGURE 1.2  

 

Dc moving-coil meter.
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(1.5)

which leads to:

(1.6)

Equation 1.6 shows that the rotation angle of the coil is directly proportional to the dc current flowing
in the coil. If a pointer with length 

 

h 

 

is keyed on the coil axes, a displacement l = 

 

h

 

d

 

 can be read on the
instrument scale. Therefore, the pointer displacement is proportional to the current flowing in the coil,
according to the following relationship:

(1.7)

This instrument is hence intrinsically a current meter. A voltmeter can be obtained by connecting an
additional resistor in series with the coil. If the coil resistance is 

 

R

 

c

 

, and the resistance of the additional
resistor is 

 

R

 

a

 

, the current flowing in the coil when the voltage 

 

U 

 

is applied is given by:

(1.8)

and therefore the pointer displacement is given by:

(1.9)

and is proportional to the applied voltage. Because of this proportionality, moving-coil dc meters show
a proportional-law scale, where the applied voltage causes a proportional angular deflection of the pointer.

Because of the operating principle expressed by Equation 1.3, these voltmeters can measure only dc
voltages. Due to the inertia of the mechanical part, ac components typically do not cause any coil rotation,
and hence these meters can be also employed to measure the dc component of a variable voltage. They
have been widely employed in the past for the measurement of dc voltages up to some thousands volts
with a relative measurement uncertainty as low as 0.1% of the full-scale value. At present, they are being
replaced by electronic voltmeters that feature the same or better accuracy at a lower cost.

 

Dc Galvanometer.

 

General characteristics. 

 

A galvanometer is used to measure low currents and low voltages. Because of the
high sensitivity that this kind of measurement requires, galvanometers are widely employed as null
indicators in all dc balance measurement methods (like the bridge and potentiometer methods) [1, 2].

A dc galvanometer is, basically, a dc moving-coil meter, and the relationship between the index
displacement and the current flowing in the moving coil is given by Equation 1.7. The instrument
constant:

(1.10)

is usually called the galvanometer 

 

current constant 

 

and is expressed in mm 

 

m

 

A

 

–1

 

. The galvanometer 

 

current
sensitivity 

 

is defined as 1/

 

k

 

a

 

 and is expressed in 

 

m

 

A mm

 

–1

 

.
According to their particular application field, galvanometers must be chosen with particular care. If

 

k

 

a

 

 is taken into account, note that once the full-scale current and the corresponding maximum pointer
displacement are given, the value of the ratio 

 

hk

 

i

 

/

 

k

 

r

 

 is also known. However, the single values of 

 

h

 

, 

 

k

 

i

 

,

k I ki r= d

d = k

k
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and 

 

k

 

r

 

 can assume any value and are usually set in order to reduce the friction effects. In fact, if the
restraining friction torque 

 

T

 

f

 

 is taken into account in the balance equation, Equation 1.5 becomes:

(1.11)

where the ± sign shows that the friction torque does not have its own sign, but always opposes the rotation.
The effects of 

 

T

 

f

 

 can be neglected if the driving torque 

 

hk

 

i

 

I 

 

and the restraining torque 

 

k

 

r

 

l

 

 are sufficiently
greater than 

 

T

 

f

 

. Moreover, since the galvanometer is employed as a null indicator, a high sensitivity is
needed; hence, 

 

k

 

a

 

 must be as high as possible. According to Equations 1.10 and 1.11, this requires high
values of 

 

hk

 

i

 

 and low values of 

 

k

 

r

 

. A high value of 

 

h 

 

means a long pointer; a high value of 

 

k

 

i

 

 means a
high driving torque, while a low value of 

 

k

 

r

 

 means that the inertia of the whole moving system must be low.
The pointer length can be increased without increasing the moving system inertia by employing virtual

optical pointers: a little, light concave mirror is fixed on the moving-coil axis and is lit by an external
lamp. The reflected light hits a translucid, graduated ruler, so that the mirror rotation can be observed
(Figure 1.3). In this way, a virtual pointer is obtained, whose length equals the distance between the
mirror and the graduated ruler.

The reduction of the moving system inertia is obtained by reducing the weight and dimension of the
moving coil, and reducing the spring constant. This is usually done by suspending the moving coil with
a thin fiber of conducting material (usually bronze). Thus, the friction torque is practically removed, and
the restraining spring action is given by the fiber torsion.

According to Equations 1.3 and 1.4, the driving torque can be increased by increasing the coil flux
linkage. Three parameters can be modified to attain this increase: the induction field 

 

B

 

, the coil section 

 

ld

 

,
and the number of turns 

 

N 

 

of the coil winding.
The induction field 

 

B 

 

can be increased by employing high-quality permanent magnets, with high
coercive force, and minimizing the air gap between the magnet’s poles. This minimization prevents the
use of moving coils with a large section. Moreover, large coil sections lead to heavier coils with greater
inertia, which opposes the previous requirement of reduced inertia. For this reason, the coil section is
usually rectangular (although a square section maximizes the flux linkage) and with 

 

l 

 

> 

 

d

 

.

 

FIGURE 1.3  

 

Virtual optical pointer structure in a dc galvanometer.
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If the galvanometer is used to measure a low voltage 

 

U

 

, the 

 

voltage sensitivity

 

, expressed in 

 

m

 

V mm

 

–1

 

is the inverse of:

(1.12)

where 

 

k

 

v 

 

is called the galvanometer’s 

 

voltage constant and is expressed in mm mV–1.
Mechanical characteristics. Due to the low inertia and low friction, the galvanometer moving system

behaves as an oscillating mechanical system. The oscillations around the balance position are damped
by the electromagnetic forces that the oscillations of the coil in the magnetic field exert on the coil active
sides. It can be proved [1] that the oscillation damping is a function of the coil circuit resistance: that is,
the coil resistance r plus the equivalent resistance of the external circuit connected to the galvanometer.

In particular, the damping effect is nil if the coil circuit is open, and maximum if the coil is short-
circuited. In practical situations, a resistor is connected in series with the moving coil, whose resistance
is selected in such a way to realize a critical damping of the coil movement. When this situation is
obtained, the galvanometer is said to be critically damped and reaches its balance position in the shortest
time, without oscillations around this position.

Actual trends. Moving-coil dc galvanometers have been widely employed in the past when they rep-
resented the most important instrument for high-sensitivity measurements. In more recent years, due
to the development of the electronic devices, and particularly high-gain, low-noise amplifiers, the moving-
coil galvanometers are being replaced by electronic galvanometers, which feature the same, or even better,
performance than the electromagnetic ones.

Electrodynamic Voltmeters

Ac Moving-Coil Voltmeters.

coil, two stationary field coils, control springs, a pointer, and a calibrated scale. The stationary coils are
series connected and, when a current if is applied, a magnetic field Bf is generated along the axis of the

values are given by:

(1.13)

where mf is the number of turns of the stationary coil and k¢ is a proportionality factor. When a current
im is applied to the moving coil, a torque arises, whose instantaneous values are proportional to the
product of jf and im instantaneous values:

(1.14)

The driving torque is therefore proportional to the instantaneous product of the currents flowing in
the two coils. Due to this driving torque, the moving element is displaced by an angle (dt), until the
spring restraining torque Ts(t) = ks d(t) balances the driving torque. The moving element rotation is thus
given by:

(1.15)

and, if the pointer length is h, the following pointer displacement can be read on the scale:

(1.16)

k
Uv = l

j f f ft k m i t( ) = ¢ ( )

T t k t i t ki t i ti f m f m( ) = ¢¢ ( ) ( ) = ( ) ( )j

d t
k

k
i t i t( ) = ( ) ( )

s
f m

l t h
k

k
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The structure of an ac moving-coil meter is shown in Figure 1.4. It basically consists of a pivoted moving

stationary coils, as shown in Figure 1.5. A magnetic flux is therefore generated, whose instantaneous
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The proportionality factor k is generally not constant, since it depends on the mutual inductance
between the two coils, and thus on their number of turns, shape, and relative position. However, if the
two coils are carefully designed and placed, the magnetic field can be assumed to be constant and radial
in the rotation area of the moving coil. Under this condition, k is virtually constant.

Because the bandwidth of the moving element is limited to a few hertz, due to its inertia, the balance
position is proportional to the average value of the driving torque when the signal bandwidth exceeds
this limit. If if and im currents are sinusoidal, with If and Im rms values, respectively, and with a relative
phase displacement b, the driving torque average value is given by:

(1.17)

and thus, the pointer displacement in Equation 1.16 becomes:

(1.18)

In order to realize a voltmeter, the stationary and moving coils are series connected, and a resistor,
with resistance R, is also connected in series to the coils. If R is far greater than the resistance of the two
coils, and if it is also far greater than the coil inductance, in the frequency operating range of the voltmeter,
the rms value of the coils’ currents is given by:

FIGURE 1.4  Ac moving-coil meter.
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(1.19)

U being the applied voltage rms value. From Equation 1.18, the pointer displacement is therefore given
by:

(1.20)

Because of Equation 1.20, the voltmeter features a square-law scale, with kv constant, provided that the

of the coils themselves and the series resistor. This last condition determines the upper limit of the input
voltage frequency.

These voltmeters feature good accuracy (their uncertainty can be as low as 0.2% of the full-scale value),
with full-scale values up to a few hundred volts, in a frequency range up to 2 kHz.

Electrostatic Voltmeters

(1.21)

This relationship is valid both under dc and ac conditions, provided that the voltage rms value U is
considered for ac voltage.

FIGURE 1.5  Magnetic field generated by the field coils in an ac moving-coil meter.
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The action of electrostatic instruments is based on the force exerted between two charged conductors.

charged, tends to move so as to increase the capacitance between the plates. The energy stored in the
capacitor, when the applied voltage is U and the capacitance is C, is given by:

The conductors behave as a variable plate air capacitor, as shown in Figure 1.6. The moving plate, when

coils are carefully designed, and that the coils’ inductance can be neglected with respect to the resistance
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When the moving plate is displaced horizontally by ds, while the voltage is held constant, the capacitor
energy changes in order to equal the work done in moving the plate. The resulting force is:

(1.22)

For a rotable system, Equation 1.21 leads similarly to a resulting torque:

(1.23)

If the action of a control spring is also considered, both Equations 1.22 and 1.23 show that the balance
position of the moving plate is proportional to the square of the applied voltage, and hence electrostatic
voltmeters have a square-law scale. These equations, along with Equation 1.21, show that these instru-
ments can be used for the measurement of both dc and ac rms voltages. However, the force (or torque)
supplied by the instrument schematically represented in Figure 1.6 is generally very weak [2], so that its
use is very impractical.

The Electrometer.

four quadrants and surround a movable vane suspended by a torsion fiber at the center of the system.
The opposite quadrants are electrically connected together, and the potential difference (U1 – U2) is

1 2

potential U3.
Let the zero torque position of the suspension coincide with the symmetrical X-X position of the vane.

If U1 = U2, the vane does not leave this position; otherwise, the vane will rotate.
Let C1 and C2 be the capacitances of quadrants 1 and 2, respectively, relative to the vane. They both

are functions of J and, according to Equation 1.23, the torque applied to the vane is given by:

FIGURE 1.6  Basic structure of an electrostatic voltmeter.
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applied. The moving vane can be either connected to potential U or U , or energized by an independent

A more useful configuration is the quadrant electrometer, shown in Figure 1.7. Four fixed plates realize
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(1.24)

Since the vane turns out of one pair of quadrants as much as it turns into the other, the variations of C1

and C2 can be related by:

(1.25)

Taking into account the suspension restraining torque Tr = k2J, the balance position can be obtained by
Equations 1.24 and 1.25 as:

(1.26)

If the vane potential U3 is held constant, and is large compared to the quadrant potentials U1 and U2,
Equation 1.26 can be simplified as follows:

(1.27)

FIGURE 1.7  Quadrant electrometer structure.
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Equation 1.27 shows that the deflection of the vane is directly proportional to the voltage difference
applied to the quadrants. This method of use is called the heterostatic method.

If the vane is connected to quadrant 1, U3 = U1 follows, and Equation 1.26 becomes

(1.28)

Equation 1.28 shows that the deflection of the vane is proportional to the square of the voltage difference
applied to the quadrants, and hence this voltmeter has a square-law scale. This method of use is called
the idiostatic method, and is suitable for the direct measurement of dc and ac voltages without an auxiliary
power source.

The driving torque of the electrometer is extremely weak, as in all electrostatic instruments. The major
advantage of using this kind of meter is that it allows for the measurement of dc voltages without drawing
current by the voltage source under test. Now, due to the availability of operational amplifiers with
extremely high input impedance, they have been almost completely replaced by electronic meters with
high input impedance.

Electronic Voltmeters

Electronic meters process the input signal by means of semiconductor devices in order to extract the
information related to the required measurement [3, 4]. An electronic meter can be basically represented
as a three-port element, as shown in Figure 1.8.

The input signal port is an input port characterized by high impedance, so that the signal source has
very little load. The measurement result port is an output port that provides the measurement result (in
either an analog or digital form, depending on the way the input signal is processed) along with the
power needed to energize the device used to display the measurement result. The power supply port is
an input port which the electric power required to energize the meter internal devices and the display
device flows through.

One of the main characteristics of an electronic meter is that it requires an external power supply.
Although this may appear as a drawback of electronic meters, especially where portable meters are
concerned, note that, this way, the energy required for the measurement is no longer drawn from the
signal source.

The high-level performance of modern electronic devices yields meters that are as accurate (and
sometimes even more accurate) as the most accurate electromechanical meters. Because they do not
require the extensive use of precision mechanics, they are presently less expensive than electromechanical
meters, and are slowly, but constantly, replacing them in almost all applications.

Depending on the way the input signal is processed, electronic meters are divided into analog and
digital meters. Analog meters attain the required measurement by analog, continuous-time processing
of the input signal. The measurement result can be displayed both in analog form using, for example,
an electromechanical meter; or in digital form by converting the analog output signal into digital form.

FIGURE 1.8  Electronic meter.
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Digital meters attain the required measurement by digital processing of the input signal. The measurement
result is usually displayed in digital form. Note that the distinction between analog and digital meters is
not due to the way the measurement result is displayed, but to the way the input signal is processed.

Analog Voltmeters

An electronic analog voltmeter is based on an electronic amplifier and an electromechanical meter to
measure the amplifier output signal. The amplifier operates to make a dc current, proportional to the
input quantity to be measured, flow into the meter. This meter is hence a dc moving-coil milliammeter.

Different full-scale values can be obtained using a selectable-ratio voltage divider if the input voltage
is higher than the amplifier dynamic range, or by selecting the proper amplifier gain if the input voltage
stays within the amplifier dynamic range.

The main features of analog voltmeters are high input impedance, high possible gain, and wide possible
bandwidth for ac measurements. The relative measurement uncertainty can be lower than 1% of full-
scale value. Because of these features, electronic analog voltmeters can have better performance than the
electromechanical ones.

Dc Analog Voltmeters

Figure 1.9 shows the circuit for an electronic dc analog voltmeter. Assuming that the operational amplifier
exhibits ideal behavior, current Im flowing in the milliammeter A is given by:

(1.29)

If R1 = R2, and the same resistances are far greater than Ro, Equation 1.29 can be simplified to:

(1.30)

Equation 1.30 shows that the milliammeter reading is directly proportional to the input voltage through
resistance Ro only. This means that, once the milliammeter full-scale value is set, the voltmeter full-scale
value can be changed, within the dynamic range of the amplifier, by changing the Ro value. This way, the
meter full-scale value can be changed without changing its input impedance.

FIGURE 1.9  Electronic dc analog voltmeter schematics.
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Rectifier-Based Ac Analog Voltmeters.

Analog meters for ac voltages can be obtained starting from the dc analog voltmeters, with a rectifying

voltmeter.
Because of the high input impedance of the electronic amplifier, i2(t) = 0, and the current im(t) flowing

in the milliammeter A is the same as current io(t) flowing in the load resistance. Since the amplifier is

(1.31)

Due to the presence of the input diode, current im(t) is given by:

(1.32)

when ui(t) > 0, and

(1.33)

when ui(t) £ 0. If ui(t) is supposed to be a sine wave, the waveform of im(t) is shown in Figure 1.11.
The dc moving-coil milliammeter measures the average value

–
Im of im(t), which, under the assumption

of sinusoidal signals, is related to the rms value Ui of ui(t) by:

FIGURE 1.10  Electronic, rectifier-based ac analog voltmeter schematics.

FIGURE 1.11  Signal waveforms in a rectifier-based ac analog voltmeter when the input voltage is sinusoidal.
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connected in a voltage-follower configuration, the output voltage is given by:

input stage. Figure 1.10 shows how the structure in Figure 1.9 can be modified in order to realize an ac
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(1.34)

structure in Figure 1.12 which realizes a full-wave rectifier. Because of the presence of diodes D1 and D2,
the output of amplifier A1 is given by:

(1.35)

where ui(t) is the circuit input voltage.

2 

(1.36)

which gives:

(1.37)

thus proving that the circuit in Figure 1.12 realizes a full-wave rectifier.

i i 1 o

Connecting capacitor C in the feedback loop of amplifier A2 turns it into a first-order low-pass filter,
so that the circuit output voltage equals the average value of uo (t):

(1.38)

In the case of sinusoidal input voltage with rms value Ui, the output voltage is related to this rms value
by:

(1.39)

Uo

—
can be measured by a dc voltmeter.

FIGURE 1.12  Electronic, full-wave rectifier-based ac analog voltmeter schematics. 
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If capacitor C is supposed to be not connected, amplifier A output voltage is:

The performance of the structure in Figure 1.10 can be substantially improved by considering the

If u (t) is a sine wave, the waveforms of u (t), u (t), and u (t) are shown in Figure 1.13.
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and 1.39, their scale can be labeled in such a way that the instrument reading gives the rms value of the

that depends on the signal form factor.

True rms Analog Voltmeters.

The rms value Ui of a periodic input voltage signal ui(t), with period T, is given by:

(1.40)

The electronic circuit shown in Figure 1.14 provides an output signal Uo proportional to the squared
rms value of the input signal ui(t). The circuit section between nodes 1 and 2 is a full-wave rectifier.
Hence, node 2 potential is given by:

(1.41)

The circuit section between nodes 2 and 4 is a log multiplier. Because of the logarithmic characteristic
of the feedback path due to the presence of T1 and T2, node 3 potential is given by:

FIGURE 1.13  Signal waveforms in a fullwave rectifier-based ac analog voltmeter when the input voltage is sinusoidal.

FIGURE 1.14  True rms electronic ac voltmeter schematics.
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input voltage, provided it is sinusoidal. When the input voltage is no longer sinusoidal, an error arises

Both meters in Figures 1.10 and 1.12 are actually average detectors. However, due to Equations 1.34
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(1.42)

and, due to the presence of T3, the current flowing in node 4 is given by:

(1.43)

The circuit section after node 4 is a low-pass filter that extracts the dc component of the input signal.
Therefore, the circuit output voltage is given by:

(1.44)

thus providing an output signal proportional to the squared rms value of the input signal ui(t) in
accordance with Equation 1.40. Quantities k1, k2, and k depend on the values of the elements in the

that k1, k2, and k can be considered constant also.
If carefully designed, this circuit can feature an uncertainty in the range of ±1% of full scale, for signal

frequencies up to 100 kHz.

Digital Voltmeters

A digital voltmeter (DVM) attains the required measurement by converting the analog input signal into
digital, and, when necessary, by discrete-time processing of the converted values. The measurement result
is presented in a digital form that can take the form of a digital front-panel display, or a digital output
signal. The digital output signal can be coded as a decimal BCD code, or a binary code.

The main factors that characterize DVMs are speed, automatic operation, and programmability. In
particular, they presently offer the best combination of speed and accuracy if compared with other
available voltage-measuring instruments. Moreover, the capability of automatic operations and program-
mability make DVMs very useful in applications where flexibility, high speed, and computer controllability
are required. A typical application field is therefore that of automatically operated systems.

When a DVM is directly interfaced to a digital signal processing (DSP) system and used to convert
the analog input voltage into a sequence of sampled values, it is usually called an analog-to-digital
converter (ADC).

DVMs basically differ in the following ways: (1) number of measurement ranges, (2) number of digits,
(3) accuracy, (4) speed of reading, and (5) operating principle.

The basic measurement ranges of most DVMs are either 1 V or 10 V. It is however possible, with an
appropriate preamplifier stage, to obtain full-scale values as low as 0.1 V. If an appropriate voltage divider
is used, it is also possible to obtain full-scale values as high as 1000 V.

If the digital presentation takes the form of a digital front-panel display, the measurement result is
presented as a decimal number, with a number of digits that typically ranges from 3 to 6. If the digital
representation takes the form of a binary-coded output signal, the number of bits of this representation
typically ranges from 8 to 16, though 18-bit ADCs are available.

The accuracy of a DVM is usually correlated to its resolution. Indeed, assigning an uncertainty lower
than the 0.1% of the range to a three-digit DVM makes no sense, since this is the displayed resolution
of the instrument. Similarly, a poorer accuracy makes the three-digit resolution quite useless. Presently,
a six-digit DVM can feature an uncertainty range, for short periods of time in controlled environments,
as low as the 0.0015% of reading or 0.0002% of full range.

The speed of a DVM can be as high as 1000 readings per second. When the ADC is considered, the
conversion rate is taken into account instead of the speed of reading. Presently, the conversion rate for
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circuit in Figure 1.14. Under circuit operating conditions, their values can be considered constant, so
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12-bit, successive approximation ADCs can be on the order of 10 MHz. It can be on the order of 100 MHz
for lower resolution, flash ADCs [5].

DVMs can be divided into two main operating principle classes: the integrating types and the non-
integrating types [3]. The following sections give an example for both types.

Dual Slope DVM.

Dual slope DVMs use a counter and an integrator to convert an unknown analog input voltage into a
ratio of time periods multiplied by a reference voltage. The block diagram in Figure 1.15 shows this
operating principle. The switch S1 connects the input signal to the integrator for a fixed period of time
tf . If the input voltage is positive and constant, ui(t) = Ui > 0, the integrator output represents a negative-

f

reference UR to the integrator input. The voltage reference output is negative for a positive input voltage.
The integrator output starts to increase, following a positive-slope ramp (Figure 1.16). The process stops

period of time tv the ramp takes to increase to 0 V is variable and depends on the ramp peak value attained
during period tf .

The relationship between the input voltage Ui and the time periods tv and tf is given by:

(1.45)

that, for a constant input voltage Ui, leads to:

(1.46)

Since the same integrating circuit is used, errors due to comparator offset, capacitor tolerances, long-
term counter clock drifts, and integrator nonlinearities are eliminated. High resolutions are therefore
possible, although the speed of reading is low (in the order of milliseconds).

FIGURE 1.15  Dual slope DVM schematics.
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when the ramp attains the 0 V level, and the comparator allows the control logic to switch S1 again. The

slope ramp signal (Figure 1.16). At the end of t , S1 switches and connects the output of the voltage
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Slowly varying voltages can be also measured by dual slope DVMs. However, this requires that the
input signal does not vary for a quantity greater than the DVM resolution during the reading time. For
high-resolution DVMs, this limits the DVM bandwidth to a few hertz.

Successive Approximation ADC.

The successive approximation technique represents the most popular technique for the realization of
ADCs. Figure 1.17 shows the block diagram of this type of converter. The input voltage is assumed to
have a constant value Ui and drives one input of the comparator. The other comparator’s input is driven
by the output of the digital-to-analog converter (DAC), which converts the binary code provided by the
successive approximation register (SAR) into an analog voltage. Let n be the number of bits of the
converter, UR the voltage reference output, and C the code provided by the SAR. The DAC output voltage
is then given by:

(1.47)

When the conversion process starts, the SAR most significant bit (MSB) is set to logic 1. The DAC
output, according to Equation 1.47, is set to half the reference value, and hence half the analog input

FIGURE 1.16  Integrator output signal in a dual slope DVM.

FIGURE 1.17  Successive approximation ADC schematics.

U
C

Uc n R=
2

1733 FrameBook  Page 18  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Voltage Measurement 1-19

full-scale range. The comparator determines whether the DAC output is above or below the input signal.
The comparator output controls the SAR in such a way that, if the input signal is above the DAC output,
as shown in Figure 1.18, the SAR MSB is retained and the next bit is set to logic 1.

If now the input signal is below the DAC output (Figure 1.18), the last SAR bit set to logic 1 is reset
to logic 0, and the next one is set to logic 1. The process goes on until the SAR least significant bit (LSB)
has been set. The entire conversion process takes time tc = nTc, where Tc is the clock period. At the end
of conversion, the SAR output code represents the digitally converted value of the input analog voltage Ui.

According to Equation 1.47, the ADC resolution is UR /2n , which corresponds to 1 LSB. The conversion
error can be kept in the range ±1/2 LSB. Presently, a wide range of devices is available, with resolution
from 8 to 16 bits, and conversion rates from 100 ms to below 1 ms.

Varying voltages can be sampled and converted into digital by the ADC, provided the input signal
does not vary by a quantity greater than UR /2n during the conversion period tc. The maximum frequency
of an input sine wave that satisfies this condition can be readily determined starting from given values
of n and tc.

Let the input voltage of the ADC be an input sine wave with peak-to-peak voltage Upp = UR and
frequency f. Its maximum variation occurs at the zero-crossing time and, due to the short conversion
period tc, is given by 2pftcUpp. To avoid conversion errors, it must be:

(1.48)

Since Upp = UR is assumed, this leads to:

(1.49)

FIGURE 1.18  DAC output signal in a successive approximation ADC.
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If tc = 1 ms and n = 12, Equation 1.49 leads to f £ 38.86 Hz. However, ADCs can still be employed with
input signals whose frequency exceeds the value given by Equation 1.49, provided that a Sample and
Hold circuit is used to keep the input voltage constant during the conversion period.

The Sample and Hold circuit is shown in Figure 1.19. When the electronic switch S is closed, the output
voltage uo(t) follows the input voltage ui(t). When switch S is open, the output voltage is the same as the
voltage across capacitor C, which is charged at the value assumed by the input voltage at the time the
switch was opened. Due to the high input impedance of the operational amplifier A2, if a suitable value
is chosen for capacitor C, its discharge transient is slow enough to keep the variation of the output voltage
below the ADC resolution.

Ac Digital Voltmeters.

True rms ac voltmeters with digital reading can be obtained using an electronic circuit like the one in

However, this structure cannot actually be called a digital structure, because the measurement is attained

A more modern approach, totally digital, is shown in Figure 1.20. The input signal ui(t) is sampled at
constant sampling rate fs, and converted into digital by the ADC. The digital samples are stored in the
memory of the digital signal processor (DSP) and then processed in order to evaluate Equation 1.40 in
a numerical way. Assuming that the input signal is periodic, with period T, and its frequency spectrum
is upper limited by harmonic component of order N, the sampling theorem is satisfied if at least (2N + 1)

s s s

[6, 7]. If ui (kTs) is the kth sample, the rms value of the input signal is given by, according to Equation 1.40:

(1.50)

This approach can feature a relative uncertainty as low as ±0.1% of full scale, with an ADC resolution
of 12 bits. The instrument bandwidth is limited to half the sampling frequency, according to the sampling
theorem. When modern ADCs and DSPs are employed, a 500 kHz bandwidth can be obtained. Wider
bandwidths can be obtained, but with a lower ADC resolution, and hence with a lower accuracy.

FIGURE 1.19  Sample and Hold schematics.

FIGURE 1.20  Block diagram of a modern digital meter.
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by means of analog processing of the input signal.

Figure 1.14 to convert the rms value into a dc voltage signal, and measuring it by means of a DVM.

samples are taken over period T in such a way that (2N + 1)T = T, T = 1/f  being the sampling period
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Frequency Response of Ac Voltmeters.

When the frequency response of ac voltmeters is taken into account, a distinction must be made between
the analog voltmeters (both electromechanical and electronic) and digital voltmeters, based on DSP
techniques.

The frequency response of the analog meters is basically a low-pass response, well below 1 kHz for
most electromechanical instruments, and up to hundreds of kilohertz for electronic instruments.

When digital, DSP-based meters are concerned, the sampling theorem and aliasing effects must be
considered. To a first approximation, the frequency response of a digital meter can be considered flat as
long as the frequency-domain components of the input signal are limited to a frequency band narrower
than half the sampling rate. If the signal components exceed this limit (the so-called Nyquist frequency),
the aliasing phenomenon occurs [6]. Because of this phenomenon, the signal components at frequencies
higher than half the sampling rate are folded over the lower frequency components, changing them.
Large measurement errors occur under this situation.

To prevent the aliasing, a low-pass filter must be placed at the input stage of any digital meter. The
filter cut-off frequency must ensure that all frequency components above half the sampling rate are
negligible. If the low-pass, anti-aliasing filter is used, the digital DSP-based meters feature a low-pass
frequency response also.
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1.2 Oscilloscope Voltage Measurement

Jerry Murphy

Engineers, scientists, and other technical professionals around the world depend on oscilloscopes as one
of the primary voltage measuring instruments. This is an unusual situation because the oscilloscope is
not the most accurate voltage measuring instrument usually available in the lab. It is the graphical nature
of the oscilloscope that makes it so valued as a measurement instrument — not its measurement accuracy.

The oscilloscope is an instrument that presents a graphical display of its input voltage as a function
of time. It displays voltage waveforms that cannot easily be described by numerical methods. For example,
the output of a battery can be completely described by its output voltage and current. However, the
output of a more complex signal source needs additional information such as frequency, duty cycle, peak-
to-peak amplitude, overshoot, preshoot, rise time, fall time, and more to be completely described. The
oscilloscope, with its graphical presentation of complex waveforms, is ideally suited to this task. It is
often described as the “screwdriver of the electronic engineer” because the oscilloscope is the most
fundamental tool that technical professionals apply to the problem of trying to understand the details
of the operation of their electronic circuit or device. So, what is an oscilloscope?
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The oscilloscope is an electronic instrument that presents a high-fidelity graphical display of the rapidly
changing voltage at its input terminals.

The most frequently used display mode is voltage vs. time. This is not the only display that could be
used, nor is it the display that is best suited for all situations. For example, the oscilloscope could be
called on to produce a display of two changing voltages plotted one against the other, such as a Lissajous
display. To accurately display rapidly changing signals, the oscilloscope is a high bandwidth device. This
means that it must be capable of displaying the high-order harmonics of the signal being applied to its
input terminals in order to correctly display that signal.

The Oscilloscope Block Diagram

The oscilloscope contains four basic circuit blocks: the vertical amplifier, the time base, the trigger, and
the display. This section treats each of these in a high-level overview. Many textbooks exist that cover
the details of the design and construction of each of these blocks in detail [1]. This discussion will cover
these blocks in enough detail so that readers can construct their own mental model of how their operation
affects the application of the oscilloscope for their voltage measurement application. Most readers of this
book have a mental model of the operation of the automatic transmission of an automobile that is
sufficient for its successful operation but not sufficient for the overhaul or redesign of that component.
It is the goal of this section to instill that level of understanding in the operation of the oscilloscope.
Those readers who desire a deeper understanding will get their needs met in later sections.

Of the four basic blocks of the oscilloscope, the most visible of these blocks is the display with its
cathode-ray tube (CRT). This is the component in the oscilloscope that produces the graphical display
of the input voltage and it is the component with which the user has the most contact. Figure 1.21 shows
the input signal is applied to the vertical axis of a cathode ray tube. This is the correct model for an
analog oscilloscope but it is overly simplified in the case of the digital oscilloscope. The important thing
to learn from this diagram is that the input signal will be operated on by the oscilloscope’s vertical axis
circuits so that it can be displayed by the CRT. The differences between the analog and digital oscilloscope
are covered in later sections.

FIGURE 1.21  Simplified oscilloscope block diagram that applies to either analog or digital oscilloscopes. In the case
of the digital oscilloscope, the vertical amplifier block will include the ADC and high-speed waveform memory. For
the analog scope the vertical block will include delay lines with their associated drivers and a power amplifier to
drive the CRT plates.

1733 FrameBook  Page 22  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Voltage Measurement 1-23

The vertical amplifier conditions the input signal so that it can be displayed on the CRT. The vertical
amplifier provides controls of volts per division, position, and coupling, allowing the user to obtain the
desired display. This amplifier must have a high enough bandwidth to ensure that all of the significant
frequency components of the input signal reach the CRT.

The trigger is responsible for starting the display at the same point on the input signal every time the
display is refreshed. It is the stable display of a complex waveform that allows the user of an oscilloscope
to make judgments about that waveform and its implications as to the operation of the device under test.

The final piece of the simplified block diagram is the time base. This circuit block is also known as
the horizontal system in some literature. The time base is the part of the oscilloscope that causes the
input signal to be displayed as a function of time. The circuitry in this block causes the CRT beam to be
deflected from left to right as the input signal is being applied to the vertical deflection section of the
CRT. Controls for time-per-division and position (or delay) allow the user of the oscilloscope to adjust
the display for the most useful display of the input signal. The time-per-division controls of most
oscilloscopes provide a wide range of values, ranging from a few nanoseconds (10–9 s) to seconds per
division. To get a feeling for the magnitude of the dynamic range of the oscilloscope’s time base settings,
keep in mind that light travels about 1 m in 3 ns.

The Oscilloscope as a Voltage Measurement Instrument

That the oscilloscope’s vertical axis requires a wide bandwidth amplifier and its time base is capable of
displaying events that are as short as a few nanoseconds apart, indicates that the oscilloscope can display
rapidly changing voltages. Voltmeters, on the other hand, are designed to give their operator a numeric
readout of steady-state or slowly changing voltages. Voltmeters are not well suited for displaying voltages
that are changing levels very quickly. This can be better understood by examination of the operation of
a voltmeter as compared to that of an oscilloscope. The analog voltmeter uses the magnetic field produced
by current flowing through a coil to move the pointer against the force of a spring. This nearly linear
deflection of the voltmeter pointer is calibrated by applying known standard voltages to its input.
Therefore, if a constant voltage is applied to the coil, the pointer will move to a point where the magnetic
force being produced by the current flowing in its coil is balanced by the force of the spring. If the input
voltage is slowly changing, the pointer will follow the changing voltage. This mechanical deflection system
limits the ability of this measurement device to the measurement of steady-state or very low-frequency
changes in the voltage at its input terminals. Higher-frequency voltmeters depend on some type of
conversion technique to change higher frequencies to a dc signal that can be applied to the meter’s
deflection coil. For example, a diode is used to rectify ac voltages to produce a dc voltage that corresponds
to the average value of the ac voltage at the input terminals in average responding ac voltmeters.

The digital voltmeter is very much like the analog meter except that the mechanical displacement of
the pointer is replaced with a digital readout of the input signal. In the case of the digital voltmeter, the
input signal is applied to an analog-to-digital converter (ADC) where it is compared to a reference voltage
and digitized. This digital value of the input signal is then displayed in a numerical display. The ADC
techniques applied to voltmeters are designed to produce very accurate displays of the same signals that
were previously measured with analog meters. The value of a digital voltmeter is its improved measure-
ment accuracy as compared to that of its analog predecessors.

The oscilloscope will display a horizontal line displaced vertically from its zero-voltage level when a
constant, or dc voltage is applied to its input terminals. The magnitude of this deflection of the oscillo-
scope’s beam vertically from the point where it was operating with no input being applied is how the
oscilloscope indicates the magnitude of the dc level at its input terminals. Most oscilloscopes have a
graticule as a part of their display and the scope’s vertical axis is calibrated in volts per division of the
graticule. As one can imagine, this is not a very informative display of a dc level and perhaps a voltmeter
with its numeric readout is better suited for such applications.

There is more to the scope–voltmeter comparison than is obvious from the previous discussion. That
the oscilloscope is based on a wide-bandwidth data-acquisition system is the major difference between
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these two measurement instruments. The oscilloscope is designed to produce a high fidelity display of
rapidly changing signals. This puts additional constraints on the design of the oscilloscope’s vertical
system that are not required in the voltmeter. The most significant of these constraints is that of a constant
group delay. This is a rather complex topic that is usually covered in network analysis texts. It can be
easily understood if one realizes the effect of group delay on a complex input signal.

Figure 1.22 shows such a signal. The amplitude of this signal is a dc level and the rising edge is made
up of a series of high-frequency components. Each of these high-frequency components is a sine wave

frequency of 10 MHz. This signal is made up of a series of odd harmonics of that fundamental frequency.
These harmonics are sine waves of frequencies of 10 MHz, 30 MHz, 50 MHz, 70 MHz, etc. So, the
oscilloscope must pass all of these high-frequency components to the display with little or no distortion.
Group delay is the measure of the propagation time of each component through the vertical system. A
constant group delay means that each of these components will take the same amount of time to propagate
through the vertical system to the CRT, independent of their frequencies. If the higher-order harmonics
take more or less time to reach the scope’s deflection system than the lower harmonics, the resulting
display will be a distorted representation of the input signal. Group delay (in seconds) is calculated by

has a linearly increasing phase shift with frequency, the first derivative of its phase response will be a
horizontal line corresponding to the slope of the phase plot (in seconds). Amplifier systems that have a
constant group delay are known as Gaussian amplifiers. They have this name because their pass band

that the oscilloscope’s vertical amplifier should have a flat frequency response, but this is not the case
because such amplifiers have nonconstant group delay [1].

The oscilloscope’s bandwidth specification is based on the frequency where the vertical deflection will
be –3 dB (0.707) of the input signal. This means that if a constant 1 V sine wave is applied to the
oscilloscope’s input, and the signal’s frequency is adjusted to higher and higher frequencies, the oscillo-
scope’s bandwidth will be that frequency where its display of the input signal has been reduced to be
0.707 V. Noticable errors in ampitude measurements will start at 20% of the scope’s bandwidth. The
oscilloscope’s error-free display of complex waveforms gives it poor voltage accuracy. For the measure-
ment of dc and single frequency signals such as sine waves, other instruments can produce more accurate
measurements.

FIGURE 1.22  A typical complex waveform. This waveform is described by measurements of its amplitude, offset,
risetime, falltime, overshoot, preshoot, and droop.
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taking the first derivative of an amplifier’s phase-vs.-frequency response (in radians/(l/s)). If the amplifier

shape resembles that of the bell curve of a Gaussian distribution function (Figure 1.23). One would think

of specific amplitude and frequency. Another example of a complex signal is a square wave with a
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Conclusion: The voltmeter makes the most accurate measurements of voltages that are dc, slowly
changing, or can be converted to a dc analog of their ac content. The oscilloscope is not the most accurate
voltage measurement instrument, but it is well suited to measurements of voltages that are changing very
rapidly as a function of time. Oscilloscopes are the instrument of choice for observing and characterizing
these complex voltages.

Analog or Digital

The world of oscilloscopes is divided into two general categories: analog and digital. The first oscilloscopes
were analog. These products are based on the direct-view vector cathode-ray tube (DVVCRT or CRT for
short). The analog oscilloscope applies the input signal to the vertical deflection plates of the CRT where
it causes the deflection of a beam of high-energy electrons moving toward the phosphor-coated faceplate.
The electron beam generates a lighted spot where it strikes the phosphor. The intensity of the light is
directly related to the density of the electrons hitting a given area of the phosphor. Because this analog
operation is not based on any digitizing techniques, most people have little trouble creating a very accurate
and simple mental model in their minds of its operation.

The analog oscilloscope produces a display of the input signal that is bright and easy to see under
most conditions. It can also contain as many as 16 shades of gray-scale information. This means that an
event that occurs less frequently will appear at a lower intensity in the display than another event that
occurs more frequently. This oscilloscope does not produce a continous display of the input signal. It is
blind during retrace and trigger hold-off times. Because the display depends on the production of visible
light from the phosphor being excited by an electron beam, the display must be refreshed frequently.
This makes the analog oscilloscope a low-dead-time display system that can follow rapidly changing
signals. Also, there is little lag time in front panel control settings.

The analog oscilloscope is not without its shortcomings. The strength of the analog oscilloscope is its
CRT, but this is also the source of its weaknesses. The biggest problem with analog scopes is their
dependence on a display that is constantly being refreshed. This means that these scopes do not have any
waveform storage. If the input signal fails to repeat frequently, the display will simply be a flash of light

FIGURE 1.23  The Gaussian frequency response of the oscilloscope’s vertical system which is not flat in its pass
band. Amplitude measurements made at frequencies greater than 20% of the scope’s bandwidth will be in error.
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when the beam sweeps by the phosphor. If the signal’s repetition rate falls below 100 Hz, the display will
flicker annoyingly. Figure 1.24 shows a plot of the range of an input signal’s repetition frequency range
from a single-shot event to the full bandwidth of a scope vs. the scope’s sweep speeds. The result is a
map of the scope’s operational area. Figure 1.24 shows that the analog oscilloscope fails to map onto the
full range of possible input signals and sweep speeds.

Another problem of the analog oscilloscope is its inability to display information ahead of its trigger.
This is a problem in applications where the only suitable trigger is at the end of the event of interest.
Another limitation of analog scopes is their timing accuracy. The time base of the analog scope is based
on the linearity of a voltage ramp. There are other sources of errors in the analog oscilloscope’s horizontal
axis, but the sweep nonlinearity is the major contributor. This results in these scopes having a timing
accuracy of typically ±3% of their full-scale setting. Therefore, if the time base is set to 100 ns/div, in
order to view a 100 ns wide pulse, the full scale will be 1000 ns or 1 ms. The accuracy of this pulse width
measurement will be ±30 ns or ±30% of the pulse width!

The digital oscilloscope or digital storage oscilloscope (DSO) differs from its analog counterpart in
that the input signal is converted to digital data and therefore it can be managed by an embedded
microprocessor. The waveform data can have correction factors applied to remove errors in the scope’s
acquisition system and can then be stored, measured, and/or displayed. That the input signal is converted
from analog to digital and manipulations are performed on it by a microprocessor results in people not
having a good mental model of the digital oscilloscope’s operation. This would not be a problem except
for the fact that the waveform digitizing process is not totally free from errors, and a lack of a correct
mental model of the scope’s operation on the part of its user can increase the odds of a measurement
error. To make matters worse, various manufacturers of these products make conflicting claims, making
it easy to propagate incorrect mental models of the digital scope’s operation. It is the intention of this
presentation to give the information needed to create a mental model of the operation of these devices
that will enable the user to perform error-free measurements with ease.

The digital storage oscilloscope offers many advantages over its analog counterpart. The first is accu-
racy. The voltage measurement accuracy of the digital oscilloscope is better than that of an analog scope

FIGURE 1.24  The operating range of the analog oscilloscope. This is a plot of input signal repetition rate from the
lower limit of single shot to the full bandwidth of the scope plotted against sweep speed. The shaded area is the area
where the analog oscilloscope will produce a usable display.
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because the microprocessor can apply correction factors to the data to correct for errors in the calibration
of the scope’s vertical system. The timing accuracy of a digital oscilloscope is an order of magnitude
better than that of an analog scope. The digital scope can store the waveform data for comparison to
other test results or uploading to a computer for analysis or project documentation. The digital oscillo-
scope does not depend on the input signal being continuously updated to produce an easily viewable
display. A single-shot event is displayed at the same brightness level as a signal that repeats in time periods
corresponding to the full bandwidth of the scope.

The disadvantages of the digital oscilloscope are its more complex operation, aliasing, and display
performance. The analog-to-digital conversion process [1] is used to convert the input signal into a series
of discrete values, or samples, uniformly spaced in time, which can be stored in memory. Voltage
resolution is determined by the total number of codes that can be produced. A larger number permits a
smoother and more accurate reproduction of the input waveform but increases both the cost and difficulty
in achieving a high sample frequency. Most digital oscilloscopes provide 8-bit resolution in their ADC.
As the ADC’s sampling speed is increased, the samples will be closer together, resulting in smaller gaps
in the waveform record.

All digital scopes are capable of producing an aliased display. Some models are more prone to this
problem than others, but even the best will alias under the right conditions. An alias is a lower frequency
false reproduction of the input signal resulting from under-sampling, i.e., sampling less than the Nyquist
frequency. The display of the digital scope is based on computer display technology. This results in a
display that is very bright and easy to see, even under conditions where an analog scope would have
difficulty in producing a viewable display. The disadvantage of the digital scope’s display is its lower
horizontal resolution. Most of the scopes on the market have a raster scan display with a resolution of
500 lines, less than half the resolution of an analog scope’s display. This is not a problem in most
applications. It could become a factor where very complex waveforms, such as those found in TV systems,
are being analyzed. Many digital scopes have display systems that exhibit large dead- or blind-times.
Scopes based on a single CPU will be able to display their waveform data only after the CPU has finished
all of its operations. This can result in a display that is unresponsive to front panel control inputs as well
as not being able to follow changes in the input signal.

Table 1.2 shows that both analog and digital oscilloscopes have relative advantages and disadvantages.
All the major producers of oscilloscopes are pushing the development of digital scopes in an attempt to
overcome their disadvantages. All the major producers of these products believe that the future is digital.
However, a few manufacturers produce scopes that are both analog and digital. These products appear
to have the best of both worlds; however, they have penalties with respect to both cost and complexity
of operation.

TABLE 1.2 A Comparison of Analog and Digital Oscilloscopes

Analog Oscilloscope Digital Oscilloscope

Operation Simple Complex
Front panel controls Direct access knobs Knobs and menus

Display Real-time vector Digital raster scan
Gray scales >16 >4
Horizontal resolution >1000 lines 500 lines
Dead-time Short Can be long
Aliasing No Yes

Voltage accuracy ±3% of full scale ±3% of full scale
Timing accuracy ±3% of full scale ±0.01% of full scale
Single shot capture None Yes
Glitch capture Limited Yes
Waveform storage None Yes
Pretrigger viewing None Yes
Data out to a computer No Yes
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One of the driving forces making scope manufacturers believe that the future of the digital oscilloscope
is bright is that modern electronic systems are becoming ever more digital in nature. Digital systems place
additional demands on the oscilloscope that exceed the capabilities of the analog scope. For example, often
in digital electronic systems, there is a need to view fast events that occur at very slow or infrequent rates.

digital systems is the location of trigger events. Often the only usable trigger is available at the end of the
event being viewed. Analog scopes can only display events that occur after a trigger event. The rapid growth
of digital electronics that occurred in the late 1990s is being attributed to the lowering of the cost of single-
chip microcontrollers. These devices, which contain a complete microprocessor on one integrated circuit,
are responsible for the “electronics everywhere” phenomenon, where mechanical devices are becoming
electronic as well as those devices that were previously electrical in nature. In 1996, Hewlett Packard
introduced a new class of oscilloscope designed to meet the unique needs of the microcontrollerbased
applications. This new class of oscilloscope is known as the mixed signal oscilloscope or MSO [2].

Voltage Measurements

Voltage measurements are usually based on comparisons of the waveform display to the oscilloscope’s
graticule. Measurements are made by counting the number of graticule lines between the end-points of
the desired measurement and then multiplying that number by the sensitivity setting. This was the only
measurement available to most analog scope users, and it is still used by those performing troubleshooting
with their digital scope as a time-saving step. (Some late-model analog oscilloscopes incorporate cursors
to enhance their measurement ability.) For example, a waveform that is 4.5 divisions high at a vertical
sensitivity of 100 mV/div would be 450 mV high.

Switching the scope’s coupling between ac and dc modes will produce a vertical shift in the waveform’s
position that is a measurement of its dc component. This technique can be applied to either analog or
digital scopes. Simply note the magnitude of the change in waveform position and multiply by the
channel’s sensitivity.

Additional measurements can be performed with an analog oscilloscope but they usually require more
skill on the part of the operator. For example, if the operator can determine the location of the top and
base of a complex waveform, its amplitude can be measured. Measurements based on percentages can
be made using the scope’s vernier to scale the waveform so that its top and bottom are 5 divisions apart.
Then, each division represents 20% of the amplitude of the waveform being studied. The use of the
vernier, which results in the channel being uncalibrated, prevents performance of voltage measurements.
Many analog scopes have a red light to warn the operator that the scope is uncalibrated when in vernier
mode.

The digital oscilloscope contains an embedded microprocessor that automates the measurement. This
measurement automation is based on a histogramming technique, where a histogram of all the voltages
levels in the waveform are taken from the oscilloscope’s waveform data. The histogram is a plot of the

shows the histogramming technique being applied to the voltage measurements of complex waveforms.

Understanding the Specifications

The oscilloscope’s vertical accuracy is one place that a person’s mental model of the scope’s operation
can lead to measurement trouble. For example, the oscilloscope’s vertical axis has a frequency response
that is not flat across its pass band. However, as noted above, the scope has a Gaussian frequency response
to produce the most accurate picture of complex signals. This means that the oscilloscope’s accuracy
specification of ±3% is a dc-only specification. If one were to attempt to measure the amplitude of a
signal whose frequency is equal to the bandwidth of the scope, one would have to add another 29.3% to
the error term, for a total error of ±32.3%. This is true for both analog and digital oscilloscopes. This
limitation can be overcome by carefully measuring the frequency response of the oscilloscope’s vertical

1733 FrameBook  Page 28  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

Figure 1.24 shows that these events fail to be viewable on analog scopes. Another common problem with

voltage levels in the waveform plotted against the number of samples found at each voltage level. Figure 1.25



Voltage Measurement 1-29

channels. One will need to repeat this process every time the scope is serviced or calibrated, because the
various high-frequency adjustments that may need to be made in the scope’s vertical axis will affect the
scope’s frequency response. One is probably asking, why don’t the manufacturers do this for me? The
answer is twofold. The first is cost, and the second is that this is not the primary application of an
oscilloscope. There are other instruments that are much better suited to the measurement of high-
frequency signals. The spectrum analyzer would be this author’s first choice.

Additionally, the vertical accuracy is a full-scale specification. This means that at 1 V/div, the full-scale
value is typically 8 V. The measurement error for a scope with a ±3% specification under these conditions
will be ±0.24 V. If the signal being measured is only 1 V high, the resulting measurement will be ±24%
of reading. Check the manual for the scope being used, as some manufacturers will specify full-scale as
being 10 or even 10.2 divisions. This will increase the error term because the full-scale term is larger.

In digital oscilloscopes, the vertical accuracy is often expressed as a series of terms. These attempt to
describe the analog and digital operations the scope performs on the input signal. Terms might include
digitizing resolution, gain, and offset (sometimes called as position). They also might be called out as
single and dual cursor accuracies. The single cursor accuracy is a sum of all three terms. In the dual
cursor case, where the voltage measurement is made between two voltage cursors, the offset term will
cancel out, leaving only the digitizing resolution and gain errors. For example, the Hewlett Packard model
54603B has a single cursor accuracy specification of ±1.2% of full scale, ±0.5% of position value, and a
dual cursor specification of ±0.4% of full scale.

HINT: Always try to make the voltage measurements on the largest possible vertical and widest possible
display of the signal.

The horizontal accuracy specifications of analog and digital scopes are very different; however, both
are based on a full-scale value. In the analog scope, many manufacturers limit accuracy specifications to
only the center eight divisions of their display. This means that a measurement of a signal that starts or
ends in either the first or ninth graticule, will be even more error prone than stated in the scope’s
specifications. To the best of this author’s knowledge, this limitation does not apply to digital scopes.
The horizontal specifications of digital scopes are expressed as a series of terms. These might include the

FIGURE 1.25  Voltage histograms as applied by a digital oscilloscope. The complex waveform is measured by use
of the voltage histogram. This histogram is a plot of each voltage level in the display and the number of data points
at that level.
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crystal accuracy, horizontal display resolution, and trigger placement resolution. These can be listed as
cursor accuracy. For example, the Hewlett Packard model 54603B has a horizontal cursor accuracy
specification of ±0.01% ±0.2% full-scale ±200 ps. In this example, the first term is the crystal accuracy,
the second is the display resolution (500 lines), and the final term is twice the trigger placement error.
By comparing the analog and digital scopes’ horizontal specifications, it can be seen that in either case,
the measurement is more accurate if it can be made at full screen. The digital scope is more accurate
than its analog counterpart.

Digital scopes also have acquisition system specifications. Here is another place where the operator’s
mental model of the operation of a digital scope can produce measurement errors. All manufacturers of
digital scopes specify the maximum sampling speed of their scope’s acquisition system as well as its
memory depth and number of bits. The scope’s maximum sampling speed does not apply to all sweep
speeds, only memory depth and number of bits applies to all sweep speeds. The scope’s maximum
sampling speed applies only to its fastest sweep speeds.

The complexity of the digital scope results from the problem of having to sample the input. There is
more to be considered than Nyquist’s Sampling Theorem in the operation of a digital scope. For example,
how does the scope’s maximum sampling rate relate to the smallest time interval that the scope can
capture and display? A scope that samples at 100 MSa s–1 takes a sample every 10 ns; therefore, in principle,
it cannot display any event that is less than 10 ns wide because that event will fall between the samples.
In practice, however, this limit can — under certain circumstances — be extended. If the scope is operating
in an “equivalent time” or “random repetitive” mode and if the signal is repetitive, even if very infre-

shows an infrequently occurring pulse that is 25 ns wide embedded into a data stream being captured
and displayed on an oscilloscope with a maximum sampling speed of 20 MSa s–1 (sampling interval of
50 ns). Figure 1.26(b) shows this pulse at a faster sweep speed. An analog scope would produce a similar
display of this event, with the infrequent event being displayed at a lower intensity than the rest of the
trace. Notice that the infrequent event does not break the baseline of the trace.

The correct mental model of the digital scope’s ability to capture signals needs to be based on the
scope’s bandwidth, operating modes, and timing resolution. It is the timing resolution that tells the
operator how closely spaced the samples can be in the scope’s data record.

The most common flaw in many mental models of the operation of a digital scope is related to its
maximum sampling speed specification. As noted, the maximum sampling speed specification applies
only to the scope’s fastest sweep speeds. Some scope manufacturers will use a multiplex A/D system that
operates at its maximum sampling speed only in single-channel mode. The scope’s memory depth
determines its sampling speed at the sweep speed being used for any specific measurement. The scope’s
memory depth is always equal to the scope’s horizontal full-scale setting. For scopes with no off-screen
memory, this is 10¢ the time base setting. If the scope has off-screen memory, this must be taken into
account. For example, assume that one has two scopes with a maximum sampling speed of 100 MSa s–1.
One scope has a memory depth of 5 K points and the other only 1 K. At a sweep speed of 1 ms per
division, both scopes will be able to store data into their memory at their full sampling speed, and each
will be storing 100 data points per division, for a total of 1000 data points being stored. The scope with
the 5 K memory will have a data point in one of every 5 memory locations, and the scope with the 1 K
memory will have a data point in every memory location. If one reduces the sweep speed to 5 ms/div,
the deeper memory scope will now fill every one of its memory locations with data points separated by
10 ns. The scope with only 1 K of memory would produce a display only 2 divisions wide if its sampling
speed is not reduced. Scope designers believe that scope users expect to see a full-length sweep at every
sweep speed. Therefore, the 1 K scope must reduce its sampling speed to one sample every 50 ns, or
20 MSa s–1, to be able to fill its memory with a full sweep width of data. This 5:1 ratio of sampling speeds
between these two scopes will be maintained as their time bases are set to longer and longer sweeps. For
example, at 1 s/div, the 5 K scope will be sampling at 500 samples per second, while the 1 K scope will
be sampling at only 100 samples per second. One can determine a scope’s sampling speed for any specific
time base setting from Equation 1.51.
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quently, the scope will be able to capture any event that is within its vertical system bandwidth. Figure 1.26
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(1.51)

One must look closely at the application to determine if a specific scope is best suited to that application.
As a rule, the deeper the memory, the faster the scope will be able to sample the signal at any given time
base setting. Memory depth is not free. High-speed memory required to be able to store the data out of
the scope’s A/D is costly, and deeper memory takes longer to fill, thus reducing the scope’s display update
rate. Most scopes that provide memory depths of 20 K or more will also give the user a memory depth
selection control so that the user can select between fast and deep. (In 1996, Hewlett Packard Co.

FIGURE 1.26  An infrequently occurring event as displayed on a digital oscilloscope with random repetitive sam-
pling. (a) The event embedded in a pulse train. (b) Shows the same event at a faster sweep speed. The fact that the
waveform baseline is unbroken under the narrow pulse indicates that it does not occur in every sweep. The width
of this pulse is less than half the scope’s sampling period in (b). Both traces are from a Hewlett Packard model 54603B
dual channel 60 MHz scope.

S samples second
memory depth samples

full-scale time base seconds

or the scope's maximum sampling speed, whichever is less

( ) = ( )
( ) ,
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introduced two scopes based on an acquisition technology known as MegaZoom (TM) [10] that removes
the need for a memory depth control.) A correct mental model for the sampling speed of a digital scope
is based on Equation 1.51 and not just on the scope’s maximum performance specifications.

Some digital oscilloscopes offer a special sampling mode known as peak detection. Peak detection is a
special mode that has the effect of extending the scope’s sampling speed to longer time records. This
special mode can reduce the possibility of an aliased display. The performance of this special mode is
specified as the minimum pulse width that the peak detection system can capture. There are several peak
detection systems being used by the various manufacturers. Tektronix has an analog-based peak detection
system in some of its models, while Hewlett Packard has a digital system in all of its models. Both systems
perform as advertised, and they should be evaluated in the lab to see which system best meets one’s
needs. There is a downside to peak detection systems and that is that they display high-frequency noise

captured by peak detection and being missed when the peak detection is off.
What effect does display dead-time have on the oscilloscope’s voltage measurement capabilities? Dis-

play dead-time applies to both analog and digital oscilloscopes, and it is that time when the oscilloscope
is not capturing the input signal. This is also a very important consideration in the operation of a digital
scope because it determines the scope’s ability to respond to front-panel control commands and to follow
changing waveforms. A digital scope that produces an incorrect display of an amplitude-modulated signal
is not following this rapidly changing signal because its display update rate is too low. Sampling speed
is not related to display update rate or dead-time. Display dead-time is a function of the scope’s ability
to process the waveform data from its A/D and plot it on the display. Every major oscilloscope manu-
facturer has been working on this problem. Tektronix offers a special mode on some of its products
known as InstaVu (TM) [4]. This special mode allows these scopes to process up to 400,000 waveforms
per second to their display. Hewlett Packard has developed a multiple parallel processor technology [5]
in the HP 54600 series of benchtop scopes that provides a high-speed, low dead-time display in a lowcost
instrument. These instruments can plot 1,500,000 points per second to their display and they have no
dead-time at their slower sweep speeds. LeCroy has been applying the Power PC as an embedded processor
for its scopes to increase display throughput. There are other special modes being produced by other

the effect of display update rate on a rapidly changing waveform. An amplitude-modulated signal is
displayed with a high-speed display and with the display speed reduced by the use of hold-off.

Triggering

The trigger of the oscilloscope has no direct effect on the scope’s ability to measure a voltage except that
the trigger does enable the oscilloscope to produce a stable display of the voltage of interest. Ref. [6]
presents a thorough discussion of this subject.

Conclusion

The mental model that oscilloscope users have created in their minds of the oscilloscope’s operation can
be helpful in reducing measurement errors. If the operator’s mental model is based on the following
facts, measurement errors can be minimized:

• Oscilloscopes have a frequency response that affects measurement accuracy.

• Digital scopes are more accurate than analog scopes.

• Analog scopes do not have continuous displays.

• Oscilloscope accuracy specifications always contain a percent of full-scale term.

• Measurements should be made at the largest possible deflection in order to minimize errors.

• Maximum sampling speed is available only at the scope’s fastest sweep speeds.

• Deeper memory depth allows faster sampling at more sweep speeds.
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that might not be within the bandwidth of the system under test. Figure 1.27 shows a narrow pulse being

vendors, so be sure to understand what these can do before selecting an oscilloscope. Figure 1.28 shows
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• All digital scopes can produce aliases, some more than others.

• Display dead-time is an important characteristic of digital scopes that is often not specified.

• Display dead-time affects measurement accuracy because it can cause a distorted display.

• The scope with the highest maximum sampling speed specification might not be the most accurate
or have the lowest display dead-time.

• The operator must have some knowledge of the signals being measured to be able to make the
best possible measurements.

The person who has the mental model of the oscilloscope that takes these factors into account will be
able to purchase the scope that is best suited to his/her application and not spend too much money on
unnecessary performance. In addition, that person will be able to make measurements that are up to the
full accuracy capabilities of the scope.

FIGURE 1.27  Peak detection. This special mode has the effect of increasing the scope’s sampling speed at time base
settings where it would be decimated. In operation, each memory location contains either the maximum or minimum
value of the waveform at that location in time. (a) A series of 300 ns wide pulses being captured at a slow sweep
speed; (b) the same setup with peak detection disabled. These narrow pulses would appear as intermittent pulses if
the scope could be seen in operation with peak detection disabled.
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Selecting the Oscilloscope

There are ten points to consider when selecting an oscilloscope. This author has published a thorough
discussion of these points [7] and they are summarized as follows:

1. Analog or Digital? There are a few places where the analog scope might be the best choice, and
the reader can make an informed selection based on the information presented here.

2. How much bandwidth? This is a place where the person selecting an oscilloscope can save money
by not purchasing more bandwidth than is needed. When analog oscilloscopes were the only
choice, many people were forced to purchase more bandwidth than they needed because they
needed to view infrequent or low repetition signals. High-bandwidth analog scopes had brighter
CRTs so that they were able to display high-frequency signals at very fast time base settings. At a
sweep speed of 5 ns/div, the phosphor is being energized by the electron beam for 50 ns, so the

FIGURE 1.28  Display dead-time. The time that an oscilloscope is blind to the input signal has an effect on the
scope’s ability to correctly display rapidly changing signals. (a) An amplitude-modulated signal with a high-speed
display; (b) the same signal with the dead-time increased by use of hold-off.

1733 FrameBook  Page 34  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Voltage Measurement 1-35

electron beam had to be very high energy to produce a visible trace. This situation does not apply
to digital scopes. Now, one needs to be concerned only with the bandwidth required to make the
measurement. Figure 1.29 shows the effect of oscilloscope bandwidth on the display of a 50 MHz
square wave.

The oscilloscope’s bandwidth should be >2¥ the fundamental highest frequency signal to be measured.

The bandwidth of the scope’s vertical system can affect the scope’s ability to correctly display
narrow pulses and to make time interval measurements. Because of the scope’s Gaussian frequency
response, one can determine its ability to correctly display a transient event in terms of risetime
with Equation 1.52.

(1.52)

FIGURE 1.29  The effect of the scope’s bandwidth is shown in this set of waveforms. The same 50 MHz square wave

Notice that the 100 MHz scope produced a usable display although it was missing the high-frequency details of the
500 MHz display. The reason that the 100 MHz scope looks so good is the fact that its bandwidth is slightly greater

tr BW= 0 35.
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than 100 MHz. This performance, which is not specified on any data sheet, is something to look for in any evaluation.

is shown as it was displayed on scopes of 500 MHz in Figure 1.28(a) all the way down to 20 MHz in Figure 1.29(e).
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Therefore, a 100 MHz scope will have a risetime of 3.5 ns. This means that if the scope were to
have a signal at its input with zero risetime edges, it would be displayed with 3.5 ns edges. This

same 5 ns wide pulse being displayed on oscilloscopes of 500 MHz and 60 MHz bandwidths, and
the effect of the lower bandwidth on this event that is closest to the risetime of the slower scope
is apparent.

The second is fast time interval measurements. A measurement of signal risetime is an example.
The observed risetime on the scope’s display is according to Equation 1.53.

(1.53)

If a 10 ns risetime were to be measured with a 100 MHz scope, one would obtain a measurement
of 10.6 ns based on Equation 1.53. The scope would have made this measurement with a 6%
reading error before any other factors, such as time base accuracy, are considered.

FIGURE 1.29 (continued)

t t tobserved signal scope= +( )2 2
1 2
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will affect the scope’s measurements in two ways. First is narrow pulses. Figure 1.30 shows the
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The scope’s risetime should be at least no more than 1/5 of the shortest time interval to be measured.
For time interval measurements, this should be >1/10.

3. How many channels? Most oscilloscopes in use today are dual-channel models. In addition, there
are models described as being 2+2 and four channels. This is one time where 2+2 is not equal to 4.
The 2+2 models have limited features on two of their channels and cost less than 4-channel models.
Most oscilloscope suppliers will hold the 4-channel description only for models with four full-
featured channels, but the user should check the model under consideration so as to be sure if it
is a 4- or 2+2 model. Either of the four channel classes is useful for applications involving the
testing and development of digital-based systems where the relationship of several signals must
be observed.

Hewlett Packard introduced a new class of oscilloscopes that is tailored for the applications
involving both analog and digital technologies, or mixed-signal systems. The mixed signal oscil-
loscope (MSO) [4] provides 2 scope channels and 16 logic channels so that it can display both
the analog and digital operation of a mixed-signal system on its display.

4. What sampling speed? Do not simply pick the scope with the highest banner specification. One
needs to ask, what is the sampling speed at the sweep speeds that my application is most likely to
require? As observed in Equation 1.51 the scope’s sampling speed is a function of memory depth
and full-scale time base setting. If waveforms are mostly repetitive, one can save a lot of money
by selecting an oscilloscope that provides equivalent time or random repetitive sampling.

5. How much memory? As previously discussed, memory depth and sampling speed are related. The
memory depth required depends on the time span needed to measure and the time resolution
required. The longer the time span to be captured and the finer the resolution required, the more
memory one will need. High-speed waveform memory is expensive. It takes time to process a
longer memory, so the display will have more dead-time in a long memory scope than a shallow
memory model. All the suppliers of deep memory scopes provide a memory depth control. They
provide this control so that the user can choose between a high-speed display and deep memory
for the application at hand. Hewlett Packard introduced MegaZoom (TM) technology [3] in 1996;
it produces a high-speed low dead-time display with deep memory all the time.

6. Triggering? All scope manufacturers are adding new triggering features to their products. These
features are important because they allow for triggering on very specific events. This can be a
valuable troubleshooting tool because it will let the user prove whether a suspected condition

FIGURE 1.29 (continued)
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exists or not. Extra triggering features add complexity to the scope’s user interface; so be sure to
try them out to make sure that they can be applied.

7. Trustworthy display? Three factors critically affect a scope’s ability to display the unknown and
complex signals that are encountered in oscilloscope applications. If the user loses confidence in
the scope’s ability to correctly display what is going on at its probe tip, productivity will take a
real hit. These are display update rate, dead-time, and aliasing.

Because all digital scopes operate on sampled data, they are subject to aliasing. An alias is a false
reconstruction of the signal caused by under-sampling the original. An alias will always be displayed
as a lower frequency than the actual signal. Some vendors employ proprietary techniques to
minimize the likelihood of this problem occurring. Be sure to test any scope being considered for
purchase on your worse-case signal to see if it produces a correct or aliased display. Do not simply
test it with a single-shot signal that will be captured at the scope’s fastest sweep speed because this
will fail to test the scope’s ability to correctly display signals that require slower sweep speeds.

FIGURE 1.30  Bandwidth and narrow events. (a) A 5 ns wide pulse as displayed on a 500 MHz scope; (b) the same
pulse displayed on a 60 MHz scope. The 60 MHz scope has a risetime of 5.8 ns, which is longer than the pulse width.
This results in the pulse shape being incorrectly displayed and its amplitude being in error.
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8. Analysis functions? Digital oscilloscopes with their embedded microprocessors have the ability
to perform mathematical operations that can give additional insight into waveforms. These oper-
ations often include addition, subtraction, multiplication, integration, and differentiation. An FFT
can be a powerful tool, but do not be misled into thinking it is a replacement for a spectrum
analyzer. Be sure to check the implementation of these features in any scope being considered.
For example, does the FFT provide a selection of window functions? Are these analysis functions
implemented with a control system that only their designer could apply?

9. Computer I/O? Most of the digital scopes on the market today can be interfaced to a PC. Most
of the scope manufacturers also provide some software that simplifies the task of making the scope
and PC work together. Trace images can be incorporated into documents as either PCX or TIF
files. Waveform data can be transferred to spreadsheet applications for additional analysis. Some
scope models are supplied with a disk drive that can store either waveform data or trace images.

10. Try it out? Now one has the information to narrow oscilloscope selection to a few models based
on bandwidth, sampling speed, memory depth, and budget requirements. Contact the scope
vendors (Table 1.3) and ask for an evaluation unit. While the evaluation unit is in the lab, look
for the following characteristics:

TABLE 1.3 Major Suppliers of Oscilloscopes and their Web Addresses

Vendor Description Web address

B&K Precision
6460 W. Cortland St.
Chicago, IL 60635

Analog and digital scopes and Metrix scopes in 
France 

http://bkprecision.com

Boonton Electronics Corp.
25 Estmans Road
P.O. Box 465
Parsippany, NJ 07054-0465

U.S. importer for Metrix analog, mixed analog, 
and digital scopes from France 

http://www.boonton.com

Fluke
P.O. Box 9090
Everett, WA 98206-9090

Hand-held, battery-powered scopes 
(ScopeMeter), analog scopes, and 
CombiScopes(R) 

http://www.fluke.com

Gould
Roebuck Road, Hainault,
Ilford, Essex IG6 3UE, England

200 MHz DSO products http://www.gould.co.uk

Hewlett Packard Co.
Test & Measurement 
Mail Stop 51LSJ
P.O. Box 58199
Santa Clara, CA 95052-9952

A broad line of oscilloscopes and the Mixed 
Signal oscilloscope for technical professionals

http://www.tmo.hp.com/tmo/pia
search on “oscilloscopes”

LeCroy Corp.
700 Chestnut Ridge Road
Chestnut Ridge, NY 10977

Deep memory oscilloscopes for the lab http://www.lecroy.com

Tektronix Inc.
Corporate Offices 
26600 SW Parkway
P.O. Box 1000
Watsonville, OR 97070-1000

The broad line oscilloscope supplier with 
products ranging from hand-held to high-
performance lab scopes

http://www.tek.com/measurement
search on “oscilloscopes”

Yokogawa Corp. of America
Corporate offices
Newnan, GA
1-800-258-2552

Digital oscilloscopes for the lab http://www.yca.com

1733 FrameBook  Page 39  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



1-40 Electrical Measurement, Signal Processing, and Displays

• Control panel responsiveness: Does the scope respond quickly to inputs or does it have to think
about it for a while?

• Control panel layout: Are the various functions clearly labeled? Does the user have to refer to
the manual even for simple things?

• Display speed: Turn on a couple of automatic measurements and check that the display speed
remains fast enough to follow changing signals.

• Aliasing: Does the scope produce an alias when the time base is reduced from fast to slow
sweep speeds? How does the display look for the toughest signal?

The oscilloscope is undergoing a period of rapid change. The major manufacturers of oscilloscopes
are no longer producing analog models and the digital models are evolving rapidly. There is confusion
in the oscilloscope marketplace because of the rapid pace of this change. Hopefully, this discussion will
prove valuable to the user in selecting and applying oscilloscopes in the lab in the years to come.
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1.3 Inductive and Capacitive Voltage Measurement

Cipriano Bartoletti, Luca Podestà, and Giancarlo Sacerdoti

This chapter section addresses electrical measurements where the voltage range to be measured is very
large — from 10–10 V to 107 V. The waveform can be continuous, periodic, or impulsive. If it is periodic,
the spectrum components can vary for different situations, and within the same electric power network
there may be subharmonic components. In impulsive voltage measurement, it is often important to get
maximum value, pulse length, etc. Capacitive and inductive voltage sensors are mainly utilized in low-
frequency electric measurements.

Capacitive Sensors

dividers are affected by temperature and frequency and therefore are not important, at least in Europe.
Capacitive sensors detect voltage by different methods:

1. Electrostatic force (or torque)
2. Kerr or Pockels effect
3. Josephson effect
4. Transparency through a liquid crystal device
5. Change in refractive index of the optic fiber or in light pipe
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The voltage to be measured can be reduced by means of capacitive dividers (Figure 1.31). Capacitive
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1. The relations that rule the listed capacitive voltage sensors are reported below. The force between
two electrodes is (Figure 1.32):

(1.54)

where e0 = Dielectric constant
S = Area of the electrode
d = Distance

V1, V2 = Potentials of the electrodes

(1.55)

where C = Capacitance
q = Angle between electrodes

To get the torque from the rate of change (derivative) of electrostatic energy vs. the angle is easy. Obtaining

2. The rotation of the polarization plane of a light beam passing through a KDP crystal under the

(1.56)

where kp = Electro-optic constant
l = Length of crystal

FIGURE 1.31  Schematic arrangement of a capacitive divider.

FIGURE 1.32  Force between two electrodes with an applied voltage.
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the torque by mapping the electric field is difficult and requires long and complex field computing.

The torque between electrostatic voltmeter quadrants (Figure 1.33) is given by:

influence of an electric field (Pockels effect) is expressed by (Figure 1.34):
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One obtains a rotation of p/2 by applying a voltage of the order of 1 kV to a KDP crystal of a few
centimeters in length.

If a light beam passes through a light pipe that performs the Kerr effect, one observes a quadratic
dependence of the rotation vs. V.

(1.57)

3. The Josephson effect consists of translation of a voltage into a periodical signal of a certain frequency,
carried out by a special capacitive sensor. There is an array of N layers of Josephson superconducting
junctions; the frequency of emitted signal, when a voltage V is applied, is given by:

(1.58)

4. The transparency of a liquid crystal device depends on the difference of potential applied. There are
liquid crystal devices working in transmission or in reflection. A change in transparency is obtained when
a difference of potential of a few volts is applied.

FIGURE 1.33  Scheme of an electrostatic voltmeter. (a) Lateral view; (b) top view: (1), (2), (3), (4) are the static
electrodes; the moving vane is shown in transparency.

FIGURE 1.34  Scheme of an electrooptic KDP device. The parts are labeled as: (B) a light beam, (P) a polarizer,
(A) an analyzer, (K) a KDP crystal, with the voltage to be measured Vx applied to its (E) transparent electrodes.

q ∫ ∫ ¢kE k V2 2

v
eV

Nh
= 2
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5. The change in refractive index due to the presence of an electric field can be detected by:

• Interferometric methods (where the velocity of light is equal to c/n)

• Change in light intensity in a beam passing through an optical wave guide device like Li-Nb
(Figure 1.35).

By means of method 1, many kinds of instruments (voltmeters) can be realized. Methods 2 through 5
are used in research laboratories but are not yet used in industrial measurements.

Inductive Sensors

Voltage Transformers (VTs)

Voltage transformers have two different tasks:

• Reduction in voltage values for meeting the range of normal measuring instruments or protection
relays

• Insulation of the measuring circuit from power circuits (necessary when voltage values are over
600 V)

Voltage transformers are composed of two windings — one primary and one secondary winding. The
primary winding must be connected to power circuits; the secondary to measuring or protection circuits.
Electrically, these two windings are insulated but are connected magnetically by the core.

One can define:

(1.59)

as the ratio between the magnitude of primary and secondary rated voltages.

(1.60)

as the ratio between the magnitudes of primary and secondary actual voltages.
Burden is the value of the apparent power (normally at cosj = 0.8) that can be provided on the

secondary circuit (instruments plus connecting cables).
Burden limits the maximum value of secondary current and then the minimum value of impedance

of the secondary circuit is:

FIGURE 1.35  Li-Nb optical wave guide device.
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(1.61)

where An = VT burden

For example, if An = 25 VA and V2n = 100 V, one obtains:

(1.62)

There are two kinds of errors:

1. Ratio error = (1.63)

2. Angle error = the phase displacement between the primary voltage and the secondary voltage
(positive if the primary voltage lags the secondary one).

Voltage transformers are subdivided into accuracy classes related to the limits in ratio and angle error
(according to CEI and IEC normative classes 0.1, 0.2, 0.5, 1, 3; see Table 1.4). To choose the voltage
transformer needed, the following technical data must be followed:

• Primary and secondary voltage (rated transformation ratio). Normally, the secondary value is
100 V.

• Accuracy class and rated burden in VA: e.g., cl. 0.5 and An = 10 VA.

• Rated working voltage and frequency

• Insulation voltage

• Voltage factor: the ratio between maximum operating voltage permitted and the rated voltage.
The standard voltage factor is 1.2 Vn (i.e., the actual primary voltage) for an unlimited period of
time (with VT connected with phases), and is 1.9 Vn for a period of 8 h for VT connected between
phase and neutral.

• Thermal power is the maximum burden withstood by VT (errors excluded).

For extremely high voltage values, both capacitive dividers and voltage transformers are normally used,

internal inductive impedance at the working frequency.

Other Methods

The ac voltage inductive sensors act by interaction between a magnetic field (by an electromagnet excited
by voltage to be measured) and the eddy current induced in an electroconductive disk, producing a force

TABLE 1.4 Angle and Ratio Error Limit Table Accepted by CEI-IEC Standards

Percentage voltage (ratio) Phase displacement
Class error (±) Minutes (±) Centiradians (±)

0.1 0.1 5 0.15
0.2 0.2 10 0.3
0.5 0.5 20 0.6
1 1 40 1.2
3 3 — —
3P 3 120 3,5
6P 6 240 7

Z
V

Amin = 2
2
n

n

Zmin .
= =100

0 25
400 W

Ratio error = = -
h

K K

K%
n
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as shown in Figure 1.36. The capacitive impedance must compensate for the effect of the transformer’s

or a torque. This can be achieved by the scheme shown in Figure 1.37. The weight of many parts of the
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indicator can be some tens of grams. The power absorbed is on the order of a few watts. The precision
is not high, but it is possible to get these sensors or instruments as they are similar to the widely produced
induction energy meters. They are quite robust and are priced between $50 and $100, but they are not
widely used. The relation between torque and voltage is quadratic:

(1.64)

The proportionality factor ki depends on magnet characteristics and disk geometry.
G.E.C., Landys & Gyr, A.B.B., Schlumberger, etc. are the major companies that furnish components

and instruments measuring voltage by inductive and capacitive sensors.

Defining Terms

CEI: Comitato Elettrotecnico Italiano.
IEC: International Electric Committee.
KDP: Potassium dihydrogen phosphate.
Li-Nb: (LiNbO3) lithium niobate.

Further Information

J. Moeller and G. Rosenberger, Instrument Transformers for HV Systems, Siemens Power Engineering
III (1981) Special Issue, High-Voltage Technology.

G. Sacerdoti, O. Jappolo, and R. Paggi, Misure Elettriche, Vol. I Strumenti, Bologna, Zanichelli, 1994.
G. Zingales, Metodi e Strumenti per le Misure Elettriche, Bologna, UTET, 1976.

FIGURE 1.36  Capacitive divider and voltage transformer device for extremely high voltage.

FIGURE 1.37  Schematic inductive voltmeter. The parts are labeled as: (i) index, (d) metallic disk, (M1) and (M2)
electromagnets, (m) spring, (F1) and (F2) generated fluxes.

T k V= i
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Current measuring devices are selected for:

• Precision

• Stability

• Frequency response, including dc

• Galvanic isolation

• Presentation of the data

• Effect on measured circuit

A few of the most common sensors will be introduced in this chapter. Details and some less common
sensors will follow after definitions and a bit of magnetic theory, which can be skipped. Any magnetic
field sensor can be used as a current sensor and there are some exotic examples, such as quantum effects
in low-temperature superconductors used to measure currents in neurons within the brain. This discus-
sion is limited to measurement of currents in wires with commercially practical devices.

An isolated current sensor is free of any metallic connection to the circuit being measured. It is also
essentially free of capacitive coupling so that it is safe to use with grounded amplifiers and other
equipment. The quality of the isolation is measured in volts and is usually the breakdown potential of
an insulator. 5 kV is typical for personal safety around light industrial power.

 

Douglas P. McNutt

 

The MacNauchtan Laboratory
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By far, the simplest current-to-voltage converter is the resistor. In current measuring service, it is called
a shunt although it is typically placed in series with the load. That is because shunts are sometimes used
to increase the range of another current-measuring device using a connection that bypasses part of the
current around a meter. Frequency response of a shunt is good and includes dc. Shunts produce a voltage
output that can be presented by a variety of secondary meters, including analog meters, digital meters,
oscilloscopes, and 4 to 20 mA converters. Shunts provide no isolation and have a potentially unacceptable
effect on the circuit being measured. Shunts used for dc are as accurate as the resistance and the associated
voltmeter.

The common moving-coil meter, the D’Arsonval movement [1, 2], probably with an internal shunt
and/or rectifier, is an easily used device and still available. Its isolation is by means of the human eye
since that is the only way to read out the result. It is useful for power panels where an operator needs
quick data. Accuracy is no better than 2%.

For power frequency, 25 to 400 Hz service, the current transformer, called a “donut” transformer, or
CT in the trade, is commonly employed. The current-carrying conductor is passed through the hole in
a toroid of magnetic material. A shorted secondary winding of 

 

n 

 

turns carries current, which is 1/

 

n 

 

times
the measured current, and is typically passed to another ammeter or used as the current input to a power
measuring device. Isolation is as good as the insulation on the primary conductor; frequency response
is fair but does not include dc; there is minimal effect on the measured circuit, and the cost is low.
Operational safety is an issue; see the note below.

A variety of noncontact sensors is available for dc sensing. Most depend on the Hall effect and all
require a source of operating power. Frequency response from dc to 200 kHz is advertised. Because
operating power is available, output to later processing can be voltage, current, or digital. Accuracy is
whatever one wants to pay for. Long-term stability depends on dc-coupled operational amplifiers and
can exhibit zero drift. Externally, these look much like CTs.

CTs, Hall devices, and other similar noncontact schemes are available in wrap-around form so they
can be installed without disconnecting power. The wrapping process always involves breaking a magnetic
path, and consistency of reassembly becomes a limit on precision. Everything from current-sensing probes
for oscilloscopes to CTs for 10000 A

 

 

 

circuits can be found as wrap-arounds.

 

2.1 Definition of the Ampere

 

There is perpetual argument about the number of “fundamental” quantities required to describe our
environment. Is there a fundamental unit of electricity or are the electrical units derived from more basic
things such as mass, length, and time? Standards laboratories such as the U.S. National Institute of
Standards and Technology, NIST, measure the force between current-carrying wires to compare the
ampere to the meter, the kilogram, and the second, and provide a standard stated as “that constant
current which, if maintained in two straight parallel conductors of infinite length, of negligible circular
cross-section, and placed 1 m apart in vacuum, would produce between these conductors a force equal
to 2 

 

¥

 

 10

 

–7

 

 newton per meter of length” [3]. For the rest of this discussion, it is assumed that instrumen-
tation is “traceable to the NIST,” meaning that one way or another, an electrical unit as measured is
compared to a standard ampere maintained by NIST. Absolute calibrations using the quantum properties
of the Hall effect and the Josephson junction are not practical in the field.

For practical reasons, it is often easier to distribute a voltage standard than a current standard. Chemical
cells and, more recently, semiconductor voltage references are quite stable and do not depend on the
length of the wires used to connect them together during calibration and use. As a result, current
measuring is usually a matter of conversion of current to an equivalent voltage.

An exception is current measurement by comparison to magnetic forces provided by a permanent
magnet and that might be why the older unrationalized centimeter-gram-second, the cgs units, with no
separate electrical unit is still found in specifications of magnetic quantities. The gauss and the oersted
are particular examples of these now deprecated units. It is this confusion of units that frightens many
who would measure current away from even attempting calculations involving magnetic devices.
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2.2 Magnetics

 

Magnetic current sensors have advantages over shunts. To understand them, one should delve into the
interaction between currents and magnetic fields. Following Maxwell by way of Sommerfeld [4], it is
convenient to describe magnetic effects in terms of two vector fields, 

 

B 

 

and 

 

H

 

. 

 

H 

 

is the field created by
an electric current, and 

 

B 

 

is the field that acts on a moving charge or a current-carrying wire. 

 

B 

 

and 

 

H

 

are related by characteristics of the material in which they coexist. Strictly speaking, 

 

B 

 

is the flux density
and 

 

H 

 

is the field, but they are both called the field in less than precise usage.
The SI units of 

 

B 

 

and 

 

H 

 

are the tesla (T) and the ampere per meter (A m

 

–1

 

). They are called rationalized
because a ubiquitous 4

 

p

 

 has been suppressed in the underlying equations.
For practical engineering, it is still necessary to understand the unrationalized equivalents, the gauss

and the oersted, because they are universally used in specifications for magnetic materials. To convert
from gauss to tesla, divide by 10

 

4

 

. To convert from oersted to amperes per meter, multiply by 1000/(4

 

p

 

),
a number that is commonly approximated as simply 80; but strictly speaking, the units of 

 

H 

 

in the two
systems are dimensionally different and cannot be converted.

The relationship between 

 

B 

 

and 

 

H 

 

is most generally a tensor that reflects spatial anisotropy in the
material, but for common magnetic materials used in current sensing, a scalar value 

 

m

 

 applies. In SI
units, 

 

B 

 

and 

 

H 

 

have different physical dimensions and are not equal in vacuum. The “permeability of
free space” 

 

m

 

0

 

 is defined so that the 

 

m

 

 for a material is a dimensionless constant. Thus,

(2.1)

where 

 

m

 

0

 

 is exactly 4

 

p

 

  

 

¥

 

 10

 

–7

 

 H m

 

–1

 

. (H here is the henry, the SI unit of inductance, base units m

 

2

 

 kg
s

 

–2

 

 A

 

–2

 

) . For many problems, 

 

m

 

 will be a constant of the magnetic material, but when magnetic saturation
needs to be considered it will be a variable. For engineering calculations, 

 

m

 

 is often treated as though it
depends on frequency. Values of 

 

m

 

 range from less than 100 for high-frequency ferrite to 5000 for
transformer iron, to 10

 

5

 

 for carefully annealed magnetic alloys.
The field due to a long straight wire is shown in Figure 2.1 and Equation 2.2. The 

 

H 

 

vector obeys the
right-hand rule and is everywhere perpendicular to the wire. The amplitude of 

 

H 

 

is proportional to the
current and falls off linearly with the radial distance from the wire. This is the field that makes noncontact
sensing of current possible.

(2.2)

 

FIGURE 2.1  

 

The magnetic field associated with a current-carrying long wire. It is this field that makes contactless
sensing of current possible.

B H= mm0

H = I
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The field at the center of a circular loop of wire is shown in Figure 2.2 and Equation 2.3. It obeys the
right-hand rule, is proportional to the current, and inversely proportional to the radius of the loop.

(2.3)

A magnetic field can often be calculated by direct application of Maxwell’s relations in integral form
[4]. The line integral over any closed path of 

 

H•

 

d

 

l 

 

is equal to the current passing through a surface
delimited by the closed path.

Magnetic flux passing through a surface, usually denoted by 

 

f

 

, is the integral of 

 

B•n 

 

d

 

A 

 

over the surface
with normal vector 

 

n. 

 

The SI unit of 

 

f

 

 is the weber. The unrationalized unit, the line of force, is best
relegated to history except that the lines, which form continuous loops, dramatize the fact that it does
not matter how a surface is drawn to close a bounding line. The flux is the same. It is convenient to think
of magnetic lines, forming closed loops, that can be bent but not interrupted or removed.

A carrier of charge, an electron in a wire, a particle in vacuum, or a hole in a semiconductor, moving
in a magnetic field is acted on by a force that is perpendicular to the field and the velocity. For positive
charge, the force obeys the right-hand rule. The magnitude of the force is proportional to the magnitude
of 

 

B

 

, the velocity 

 

V

 

, and the sine of the angle between them.

(2.4)

A carrier, moving or not, is affected in a similar way by a changing magnetic field. The result is an
electromotive force, 

 

EMF

 

, in a loop of wire through which a changing magnetic flux passes. The 

 

EMF 

 

is
equal to the rate of change of the flux enclosed by the loop with a change of sign. That is Faraday’s law
of induction.

(2.5)

Most magnetic materials exhibit hysteresis. That is, the relationship between 

 

B 

 

and 

 

H 

 

depends on the

      

The area of the loop represents an energy. If a magnetic core is repeatedly driven around its hysteresis

A material with very large hysteresis is a permanent magnet.

 

FIGURE 2.2  

 

The magnetic field at the center of a loop of wire. This is the starting point for many calculations
involving inductors and transformers.

H
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loop, there is a power loss due to hysteresis that is proportional to the area of the loop and the frequency.

history of the applied H. A plot of B vs. H is called a hysteresis loop and a sample is shown as Figure 2.3.
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Magnetic materials which are also electric conductors have free carriers which are affected by alter-
nating magnetic fields. As they move back and forth they encounter electric resistance and dissipate
energy in the form of heat. These eddy currents can be minimized by use of high-resistance ferrites,
powdered iron, by laminating cores, or by keeping the flux small.

 

2.3 Shunts

 

Shunts were introduced above. They dissipate power as heat and the resistance changes in response to
the rising temperature. The dissipation is proportional to the voltage across the shunt and a design
compromise must be made because low voltage implies less accuracy in the voltmeter. A standard of
50 mV has evolved. Shunts do not provide galvanic isolation between the measured circuit and the
measurement device.

Measurement of alternating current using shunts is also affected by skin effect and the inductance of
the shunt. Skin effect can be minimized in the design of the shunt by the use of several parallel sheets

about inductance except to minimize size.

only at 50 mV, are near ground. However, that introduces a resistance in the ground path and can interfere

care must be taken to protect the wiring and the meter to which it is attached from accidental grounds.
Sometimes, sufficient accuracy can be obtained by measuring the voltage drop along a length of

conductor that is otherwise required in the installation. In vehicular service, it is common to sense the
voltage drop in a battery cable using a millivoltmeter. Such installations are always high side and should
be protected with fuses installed near the points of measurement. It is also wise to provide a connection
means that is independent of contact resistance where the current-carrying conductor is installed — a
Kelvin connection. Including one lead of an in-line fuse holder in the terminals before they are crimped
is one such technique.

 

2.4 The Moving Magnet Meter

 

The simplest current indicator balances the force on a permanent magnet created by current in a wire
against a spring. A magnetic material is usually placed around the conductor to concentrate the field and

 

FIGURE 2.3  

 

A hysteresis curve for some rather poor transformer iron. Unrationalized units are shown below and
left of the origin because that remains standard practice in the industry.
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with common mode requirements of interdevice signal connections. If the shunt is placed in the high side,

of thin metal, Figure 2.4, a feature that also improves heat dissipation. There is not much to be done

Safety is enhanced if shunts are placed in the ground leg of a circuit; that way, the output leads, usually
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reduce the effect of the magnetic field of the Earth. Use is limited to low-precision indicators such as a
battery charging meter for a vehicle. It is a dc device.

 

2.5 The D’Arsonval Meter

 

This indicator balances the force on a current-carrying wire due to a permanent magnet against a spring.
The measured current flows in a coil of wire supported in bearings. It is described in elementary texts
[1, 2]. It is generally a dc instrument, but chart recorders have been built with frequency response in the
kilohertz range using mirrors on the moving coil. They are then called galvanometers. For ac service,
these meters are often equipped with internal copper oxide rectifiers and a nonlinear scale to correct for
the diode drop. For current ranges above a few milliamperes, they will have an internal shunt.

The moving magnet meter and the D’Arsonval movement are the only current sensors that do not
convert current to voltage and then depend on other devices to read out the voltage.

 

2.6 The Electrodynamometer

 

A variation of the D’Arsonval meter for ac service can be built by replacing the permanent magnet with
an electromagnet. The force on the moving coil becomes proportional to both the current being measured
and the voltage applied to the coil of the electromagnet. It is sensitive to the relative phase of the voltage
and current in just the right way to be useful for measurement of power in a circuit with correction for
power factor. An electrodynamometer in a power panel is often the load for a current transformer.

 

2.7 The RF Ammeter and True rms

 

Current to a radio transmitting antenna is commonly passed through a small resistor, a shunt, that is
thermally connected to a thermocouple or other thermometer and mounted in a thermally insulating
blanket. The rise in temperature is a measure of the current and is often sensed with a thermocouple.

This is an example of true rms indication. Root mean square current is the square root of the integral
of the square of the instantaneous current over an unspecified time divided by that time. It is intended

 

FIGURE 2.4  

 

Multiple sheets of conductor are provided in this shunt to reduce skin effect and allow air cooling.
Kelvin connections are provided for the voltmeter so that the voltage drop in the high-current connectors is not
inadvertently included in the measurement.
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to represent a stationary ac waveform by a single value that is equal to the direct current which would
dissipate the same power in a resistive load. The RF ammeter does that precisely. The indication is not
particularly linear, but it can easily be calibrated by applying dc to the input.

Other schemes for measuring rms current depend on analog multipliers and subsequent integration.
They are limited by crest factor, the ratio of highest instantaneous peak to the rms over a measuring
period. Inexpensive meters simply measure the peak, assume a sinusoidal waveform, and scale to rms.

 

2.8 The Current Transformer

 

Consider the magnetics of a toroidal core of high-

 

m

 

 material through which a current-carrying conductor
passes. Include a secondary winding of 

 

n 

 

turns as shown in Figure 2.5. The secondary winding is
connected to a low-resistance load.

In this current transformer, universally referred to as a CT, alternating current in the single-turn
primary attempts to magnetize the core but in so doing, creates an emf and current in the secondary
that tend to cancel the field. If the secondary truly has zero resistance, the current in it exactly cancels
the field due to the primary. The result is a secondary current equal to the primary current divided by the
number of secondary turns. The secondary current is in phase with the primary current. Because of the
tightly closed magnetic loop, there is little effect from nearby conductors or position of the primary wire
in the hole.

The secondary circuit can now be connected to a low-resistance current- or power-sensing device with
assurance of calibration. But the secondary resistance is never really zero and the magnetic coupling is
never perfect, so there are other considerations.

First, the concept of 

 

secondary burden 

 

is introduced. It is called that to avoid calling it a “load” because
it behaves differently; the best burden is a short-circuit. Burden is sometimes expressed as a secondary
resistance in ohms, but more often as an equivalent power in kVA for a defined current without consid-
eration of phase. When the burden is not a perfect short-circuit, energy is dissipated and the magnetic
field present in the core is no longer zero. The secondary current leads the primary current with a phase
that depends on frequency.

Manufacturers of CTs have techniques to optimize accuracy of the CT when specified for a particular
burden. The finished units might not have the number of secondary turns one would expect, but will
nonetheless provide results accurate to a percent or so. They have laminations selected to minimize
heating of the core. One will see ratings like 100:5, meaning 100 A in the primary will produce 5 A in

 

FIGURE 2.5  

 

The ideal current transformer or CT is tightly coupled with no magnetic gap. Current in the secondary
exactly balances current in the single-turn primary so that the magnetic flux in the core is zero.
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the secondary rather than “20 turns.” They should be installed in a circuit that provides the burden for
which they were calibrated. The voltage across a burden resistor is commonly amplified and passed to a
data collection device. CTs for large currents need to be large to avoid magnetic saturation when burdened.
Cores are prepared with laminates of silicon iron in the form of disks, concentric rings, or tape that is
wound on a bobbin. Even with the best of materials, eddy current and hysteresis loss are present. When
power dissipation is unacceptable, another choice of sensor might be preferable.

Most CTs are used for measurement of low-frequency power and energy. They are found at the front
end of kilowatt-hour meters used by power providers. Radio frequency current in transmitting antennas
can be measured with suitable core material. Ferrite cores with appropriate compensation are used for
sensing pulse width modulated current in switching power supplies. Very large cores are used to sense
pulsing beams of high-energy particles. Some oscilloscope probes are highly compensated CTs with a
core that can be opened to allow a current-carrying wire to be introduced. With modern winding
equipment for toroids, it is possible to put 2000 or more turns on a secondary [Coilcraft]. The CT then
begins to look more like a current-to-voltage converter in its own right without need for very small values
of the burden resistor and subsequent voltage amplification.

 

Safety Note

 

The secondary of a CT should always remain shorted while there is any possibility of current flow in the
primary. With an open secondary, the core can be driven back and forth between saturation in opposite
directions, resulting in high-speed changes in the internal 

 

B 

 

field. The result is very high, dangerous to
life, voltages on the open secondary. Insulation in the secondary circuit can be damaged by arcing. Many
CTs are made with a provision for shorting the secondary if the circuit must be opened. Use it.

 

2.9 Gapped Inductive Sensors

 

It is common practice in the design of transformers to introduce a small gap in the magnetic path. For
even very small gaps, the magnetic properties of the magnetic loop become almost completely determined
by the length of the gap, the rest of the material serving only to contain the lines of flux. Analysis of such
a device begins with understanding that the 

 

B 

 

field is continuous in the core and through the gap. The

 

H 

 

field is not, but it still satisfies the relation that the line integral of 

 

H•

 

d

 

l 

 

around the core is equal to
the linked current. For a magnetic path of length 

 

s in material of permeability m with a gap g, the ratio
B/H, the effective permeability is given by:

(2.6)

which applies for g much smaller than s. Note that when m is sufficiently large, the effective permeability
becomes independent of m.

Introducing a gap into what would otherwise be a CT and drastically increasing the secondary turns
count to 10,000 or more results in a current sensor that is intrinsically safe because the core cannot

important than in the CT. When loaded with an appropriate resistor, the high inductance of the secondary
causes the sensor to act like a current source that generates a voltage across the load proportional to the
primary current with better than 1% linearity. Useful bandwidths of a sensor can be over 3 decades. The
output impedance is high and requires the use of electronic voltmeters. Power dissipation is low, even
for very high current models. Output voltage is high enough that simple diode rectifiers can be used to
provide for dc output to further processing. In many cases, such a sensor can be used without any special
electronics other than a voltmeter.

m

m

eff =
+

s

g
s
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saturate: Figure 2.6 [SRT]. Because the B field is always small, the heating effect of eddy currents is less
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2.10 Hall Effect Sensor

depends on a semiconductor crystal selected for its high carrier mobility and is placed in a magnetic
field. A current is passed through the crystal along an axis perpendicular to the field. The carriers assume
a mean velocity that causes them to be acted upon by the field and they move toward the other axis
perpendicular to the field. The result is an emf at the faces of the crystal that can be measured. The emf
is proportional to the field, the bias current, and the mobility.

In principle, such a field sensor could be placed near a current-carrying wire and oriented to sense

interfering fields from currents in other nearby wires. A flux concentrator that looks like a CT with a

FIGURE 2.6  Placing a gap in the core and dramatically increasing the secondary turns count results in a current-
to-voltage converter with high output voltage.

FIGURE 2.7  A semiconducting crystal is placed in the gap of a flux concentrating magnetic core. Bias current on
one axis of the crystal produces a Hall voltage on the other.
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large gap is always used. See Figure 2.7.

the field created by the current, Figure 2.1, but the sensitivity is insufficient and there would always be

The Hall effect as a sensor for magnetic fields is described in Chapter 12 of this volume and in [5]. It
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The device is sensitive to direct current and the polarity is preserved. The Hall voltage is a few millivolts
and amplification is always required. Zero drift in the amplifiers must be properly compensated although
this is not so important for ac service. The bias current must be carefully controlled and it can be used
to provide intrinsic analog multiplication and metering of power if it is made proportional to the circuit
voltage.

Sensitivity is best with the smallest gap but there must be room for the crystal so gaps are larger than
in the gapped inductive sensors. Fringing of the field in the larger gap reduces the natural shielding of
the toroid from unwanted magnetic fields.

The accuracy and linearity of the Hall effect sensor can be improved in closed-loop mode. A feedback
winding is added to the core and driven by a servo amplifier. The emf from the Hall device is used to
drive the servo amplifier until the field is zero. The output is then the feedback current which is less than
the sensed current by the number of turns in the feedback winding. The frequency response of the closed-
loop system is surprisingly good, hundreds of kilohertz [F. W. Bell].

2.11 Clamp-On Sensors

It is often desirable to measure current in an existing system without removing power in order to install
a device; thus, most of the magnetic devices are available in a clamp-on configuration. The variety ranges
from tiny oscilloscope probes to clamps for 3000 A power buses.

Accuracy is always reduced in clamp-on mode because the clamp itself constitutes a gap that is
uncontrollable and subject to wear. Some manufacturers provide highly polished surfaces that slide
together. Others have iron fingers that interlace as the clamp is closed. Still others do not worry about
it because the instrument is intended for field use where accuracy is not so critical.

Some units have handles for one-hand operation; others require a wrench or other tool. An interesting
variation is the flexible core by [Flexcorp]. Installation is by bending the core and allowing it to spring
back to shape.

2.12 Magnetoresistive Sensors

Most of the features of a Hall effect sensor are available if the Hall crystal is replaced by a device whose
resistance changes with magnetic field. The discovery of giant magnetoresistive devices has recently made
this idea attractive. [NVE]

Such devices still exhibit rather small resistance change and are sensitive to other effects such as
temperature, so it is imperative that they be used in self-compensating bridge circuits in the manner of
a strain gage. They are also insensitive to the polarity of the field.

Zetex has delivered magnetoresistive current sensors using thin-film permalloy in a variety of printed
circuit packages. They are constructed in the form of a bridge and require bias and a differential amplifier.
Measured current up to 20 A passes through the chip via its solder pins.

2.13 The Magnetic Amplifier

The efficiency of a transformer can be adjusted by a dc or low-frequency current that moves the operating
point on a hysteresis curve. Excitation, a pump, is required at a higher frequency; it is passed through
the transformer and then synchronously rectified and filtered into a higher power representation of the
low-frequency signal. The magnetic configuration must be designed so that the pump does not put power

that the associated flux cancels in the center leg of the E-E transformer core. The output coils are also
in series and phased to add. When dc is applied to the center winding, it saturates both sides and reduces
the signal on the output coils. More complicated arrangements can preserve polarity in the phase of the
output.
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into the signal circuit. Figure 2.8 shows one such arrangement. The pump coils are phased in series so
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As a current measuring device the magnetic amplifier leaves much to be desired in linearity and
frequency response, but it does provide isolation and is limited in sensitivity only by the number of turns
placed on the center winding. The 20 mA dc off-hook current in a telephone is one such application.

2.14 Fluxgates

In its simplest form, a fluxgate magnetometer uses a driving coil to drive a high-permeability rod into
saturation, first in one direction and then in the other. A second winding observes the rate of change of
the B field inductively. In the absence of an external magnetic field, the observed signal is symmetric;
but when an external field shifts the hysteresis loop to the right or left, the symmetry is lost. An amplifier
tuned and phase-locked to the second harmonic of the driving frequency can be used to determine the
amplitude of the external field.

In principle, such a fluxgate could be used to sense the field in the gap of a flux concentrator as with
the Hall sensor, but it is too big and the linearity would be unacceptable. It is better to think of a way to
drive the whole flux concentrator with a pumping frequency similar to that used in a magnetic amplifier.

Driving a toroid this way has the undesirable effect of coupling the pump energy into the circuit being
measured, but one can pump two toroids in opposite directions. Now a current to be sensed passes
through both cores and biases one in one direction and one in the other relative to the pump. A pickup
winding senses the second harmonic, which is demodulated with a phase-locked sensor to preserve the
direction of the sensed current.

Linearity is improved by adding one more winding through both toroids; it is driven by a servo
amplifier that is satisfied only when the amplitude of the second harmonic is zero; the flux at the measured
frequency is zero. This is now the ideal current transformer. At the frequency of the sensed current, which
might be dc, there is zero average flux in the toroids and the output of the servo amplifier is a true
representation of the current being measured, reduced by the turns count of the servo winding.

Unfortunately, complicated electronics and considerable power are required to accomplish all of this,
but the resulting accuracy is significantly better than anything other than precision shunts. Two suppliers —
GMW and Holec — provide equipment that uses similar principles. Many of the details are either patented
or proprietary.

FIGURE 2.8  The windings of a magnetic amplifier. For simple current detection, the coils can be as little as two
turns on ferrite toroids using an RF pump.
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2.15 Optical Sensors

The Faraday effect is a rotation of the plane of polarization of light as it passes in a transparent medium
parallel to a magnetic field. Optical fibers that do not randomize polarization are available with a small
Faraday coefficient. Winding such a fiber on a form to be installed around a wire so that the light

measurable rotation proportional to the current comes about because of the long optical path. When
the myriad problems of preparation are solved, the result is a sensor that looks externally like a current
transformer but has no wires. Using a reflecting ring made of yttrium-iron-garnet with a large Faraday
coefficient, NIST reports sensitivity of 220 nA [6]. Matsushita Electric Industrial Company makes sensors
using thin garnet films.

Analysis of the polarization requires a polarized light source and a polarization analyzer at the other.
An advantage of such a sensor is that the fiber leading to and from can be long enough to allow isolation
for very high voltages.

Winding and annealing of fiber sensors without destroying the polarization-preserving properties of
the fiber and temperature sensitivity of the Faraday coefficient must be addressed. Further information
on these sensors can be found in [7–9]. ABB, Sweden, reports a maximum detectable current of >23 kA,
a sensitivity of about 2 A, and a relative error of ±0.15% [7].

2.16 Fault Indicators

Latching indicators which save an indication of high pulse current which was present sometime in the
past are needed for power distribution systems subject to lightning strikes. Such indicators are often a
bar magnet that moves into a latched position when a current pulse occurs. Readout is visual and they
can be reset and installed on live wires using high-voltage tools.

2.17 Other Schemes

Cantor of Ford Aerospace has described a flux reset transformer scheme for measurement of direct current
[10]. An oscillator and semiconductor switch periodically drive a core into reverse saturation. When the
drive current is switched off, the flux rises due to dc in the sense winding and produces a voltage on the
drive winding that is sensed synchronously with the oscillator. No commercial device based on this
principle is available.

The double-balanced mixer, familiar to RF engineers, is also a sensor for low-frequency current. The
IF port is usually dc-coupled through diodes in a ring configuration. dc applied there will modulate an
RF pump applied to one of the RF ports and recovered on the other. There are no known products that
use this principle.

2.18 Some Generalities and Warnings

Except for very simple loads, the waveform of the current drawn by a load does not resemble the voltage
waveform. Besides the well-known phase shift and power factor, current flows in harmonics and sub-
harmonics of the power frequency. Bridge rectifiers with capacitor input filters draw pulses of current
near the peaks of the voltage waveform. Triacs cause a phase shift of the fundamental and introduce odd
harmonics. Triacs in full-cycle mode with zero current switching can draw full current for a few cycles,
followed by zero current for a few more introducing frequency components below the power frequency.
Frequency changers are likely to draw current in pulse width modulated bursts.

A classic error is to measure true rms voltage and true rms current and multiply the two to get power.
Even after correcting for phase, this is usually wrong. In short, accurate measurement demands some
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propagates parallel to the field produced by current in the wire, Figure 2.1, results in a sensor. A
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knowledge of the characteristics of the load. Beware of sensors labeled “true rms” for they can be anything
but.

2.19 Current Actuated Switches and Indicators

Another form taken by current sensors is the current actuated switch. There was a time when contacts
were placed on the pointer of a D’Arsonval movement to establish upper and lower limits for a process
variable. The modern way is to configure a sensor so that it operates a solid-state switch.

When operating power is available, any of the current sensors can be configured as a switch; but when
the switch must be controlled solely by the power that can be extracted from the current being measured,
the gapped toroid is superior. The high voltage available can be rectified to control MOSFETs or the base
of an open collector Darlington transistor [SRT].

One company — CR Magnetics — markets a light-emitting diode, LED, indicator that shows the
presence of alternating current without any connection or external source of power.

Circuit breakers can be implemented with a magnetic coil or with a bimetallic thermal element. For
completeness, there is also the fuse.

Ground fault breakers use a toroidal CT through which the line current is passed twice: once on the
way to the load and again on the way back to the neutral wire in such a way as to cancel. Any fault
current to ground associated with the load causes the return current to be less than the source and
induces voltage on the secondary of the toroid. This is amplified and used to trip a switch. This application
demands absolute insensitivity to the position of a current-carrying wire in the hole of the toroid. Gapped
sensors typically are not suitable because of magnetic leakage.

2.20 Where to Get Current Sensors

CTs, shunts, and some other sensors are commodity items available from a variety of manufacturers and
distributors. Well-known manufacturers of switchgear — General Electric and Westinghouse — have
their own CTs for use with their power meters. Test equipment manufacturers — Simpson, Tektronix,
Fluke, Extech, and the like — offer hand-held current meters. Table 2.1 shows distributors and manu-
facturers of current sensing equipment. There is no way that a list such as this can be complete. It has
selected itself from those companies willing to contribute to the author’s library.

TABLE 2.1 Selected Manufacturers of Current Sensors

AEMC Instruments/Chauvin Arnoux, Inc.
200 Foxborough Blvd.
Foxborough, MA 02035 
Tel: (800) 343-1391,  (508) 698-2115,  Fax: (508) 698-2118
http://www.aemc.com
Makes a selection of clamp-on and flexible-core current transformers which are suitable for extending the range of other 

alternating current meters.

ABB
SSAC division of ABB Inc has a line of current actuated switches and sensors. 
ABB has its own line of current metering equipment for the power industry and has been involved with optical current 

sensing using the Faraday effect.
http://www.ssac.com
Sales are through:
Entrelec Inc. (USA headquarters)
1950 Hurd Drive
Irving, TX 75038-4312 
Tel: (972) 550-9025, (800) 431 2308, Fax: (972) 550-9215,  (800) 862-5066
entrelec.info@us.abb.com 
http://www.entrelec.com/ssacofclink
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Amecon, Inc.
1900 Chris Lane
Anaheim, CA 92805
Tel: (714) 634-2220,  (800) 394-2234, Fax: (714) 634-0905
http://www.ameconinc.com
sales@ameconinc.com 
Offers a line of smaller CTs and a Hall effect device

American Aerospace Controls
570 Smith St.
Farmingdale, NY 11735
Tel: (516) 694-5100, Fax: (516) 694-6739
http://www.a-a-c.com
Has a line of ac and dc current sensors for mounting in remote locations with wiring to collect data.

Coilcraft
1102 Silver Lake Rd.
Cary IL, 60013
Tel: (800) 322-2645, Fax: (847) 639-6400, (708) 639-6400, (847) 639-1469
http://www.coilcraft.com
Makes smaller current transformers usable up to 100 amps for mounting on printed circuit boards.

CR Magnetics Inc.
544 Axminister Drive
Fenton (St. Louis)
MO 63026 
Tel: (636) 343-8518, Fax: (636) 343-5119
http://www.crmagnetics.com
sales@crmagnetics.com
Provides a full line of current transformers and current actuated switches. Their catalog contains a useful discussion of 

accuracy classes and selection criteria.

Dranetz-BMI (Headquarters)
1000 New Durham Rd.
Edison, NJ 08818-4019
Tel: (800) 372-6832, Fax: (732) 248-1834
http://www.dranetz-bmi.com
Offers a line of equipment for analysis of electrical power and is included here even though it does not make instruments 

dedicated to current sensing. 

Extech Instruments Corporation
335 Bear Hill Road
Waltham, MA 02154-1020
Tel: (617) 890-7440, Fax: (617) 890 7864
http://www.extech.com
Builds a line of hand-held meters suitable for current measurement to 2000 A.

F.W. Bell, A Division of Bell Technologi  (sic)
6120 Hanging Moss Rd.
Orlando FL 32807
Tel: (407) 677-6900, (800) 775-2550, Fax: (407) 677-5765
http://www.fwbell.com
Offers noncontact sensors mostly using the Hall effect with a variety of output connections.

Fluke
http://www.fluke.com
Numerous sales offices and distributors, has a line of sensors for their hand-held instruments.

TABLE 2.1 (continued) Selected Manufacturers of Current Sensors
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Flex-Core division of Morlan and Associates
6625 McVey Blvd.
Columbus, OH 43235
Tel: (614) 889-6152, (614) 876-8308, Fax: (614) 876-8538
http://www.flex-core.com
mailto:flexcore ail.msn.com
Makes a line of sensors and current actuated switches. Of particular interest is their flexible iron core which can be installed 

over an existing conductor by bending it. 

GMW Danfysik
GMW Associates
955 Industrial Road
San Carlos, CA 94070  
Tel: (650) 802-8292, Fax: (650) 802-8298
http://www.gmw.com/index.html
sales@gmw.com
Offers a line of laboratory grade equipment for precision noncontact measurement. Precision in the ppm range and prices 

to match. Up to 10000 A, dc to more than 200 kHz. Large area CTs suitable for beam current in accelerators under the 
Bergoz tradename.

LEM USA, Inc. is the North American subsidiary of 
LEM holding SA of Geneva, Switzerland

6643 W. Mill Road
Milwaukee, WI 53218 
Tel: (414) 353-0711, Fax: (414) 353-0733
http://www.lemusa.com
Offers Hall effect sensors in both open- and closed-loop form for ac and dc currents up to 18000 A and up to 500 kHz.

Honeywell Inc. (Microswitch)
http://www.honeywell.com
http://content.honeywell.com/sensing
Offers current sensors mostly using the Hall effect along with their line of magnetic sensors and switches.

Magnetics Division of Spang, Inc.
P.O. Box 11422
Pittsburgh, PA 15238-0422
Tel: (412) 696-1333, (800) 245-3984, Fax: (412) 696-0333
http://www.mag-inc.com
http://www.mag-inc.com/software/transformer.asp
magnetics@spang.com
Offers core material suitable for current transformers with design data.

Metrosil unit of M&I Materials Ltd.
PO Box 136
Manchester, UK
M60 1AN
Tel: +44(0)161 875 4332,  Fax: +44(0)161 875 2695
metrosilsales@metrosil.com
http://www.metrosil.com/protection_units.htm
Supplies protective devices for use on secondaries of current transformers.

Neilsen-Kuljian, Inc./NK Technologies
1400 Dell Avenue, Suite A 
Campbell, CA 95008-6620 
Tel: (800) 959-4014, (408) 871-7510, Fax: (408) 871-7515
http://www.nktechnologies.com
mailto:sales@nktechnologies.com
Current transformers, other current sensors.

TABLE 2.1 (continued) Selected Manufacturers of Current Sensors
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NVE Corporation  (Nonvolatile Electronics)
11409 Valley View Road
Eden Prairie, MN 55344-3617 
Tel: (952) 829-9217, (800) 467-7141, Fax: (952) 996-1600
http://www.nve.com
info@nve.com
http://www.nve.com
Offers a giant magnetoresistive technology for current sensing. 

NxtPhase Corporation
3040 East Broadway
Vancouver BC V5M 1Z4
Tel: (604) 215-9822, (604) 215-9833
http://www.nxtphase.com
http://www.nxtphase.com/sub-products-optical_current-nxvct_voltage.htm
info@nxtphase.com
Offers high kilovolt isolated optical current and voltage measurement.

Ohio Semitronics, Inc. 
4242 Reynolds Dr. 
Hilliard, OH 43026 
Tel: (800) 537-6732, (614) 777-1005, Fax: (614) 777-4511
sales@ohiosemitronics.com
http://www.ohiosemi.com
Offers a wide range of current, voltage, and power transducers for ac and dc.

Pearson Electronics Inc.
4009 Transport Street
Palo Alto, California 94303
Tel: (650) 494-6444, (650) 494-6716
http://www.pearsonelectronics.com
Provides high-speed compensated current transformers for pulse work with oscilloscopes.

Smith Research & Technology, Inc. (SRT)
3109 S. Cascade Ave #201
Colorado Springs, CO,  80907-5190
Tel: (719) 634-2259, Fax: (719) 634-2601
Offers gapped inductive sensors with ac, dc, and 4-20 mA output up to 1000 A. Ac current actuated switches which control 

isolated 200 W loads using no external power for the switch are offered. 

SSAC - see ABB

Tektronix
http://www.tektronix.com
Offers current sensors and hand-held instruments as well as current-sensing probes for oscilloscopes.

Zetex plc
Lansdowne Road
Chadderton
OL9 9TY
United Kingdom
Tel: +44 (0) 161 622 4444, Fax: +44 (0) 161 622 4720
Tel: (516) 543-7100, Fax: (516) 864-7630 in the USA
http://www.zetex.com
This supplier of integrated circuits and transistors offers magnetoresistive current and magnetic field sensors (ZMZ20) for 

use on printed circuit boards.

TABLE 2.1 (continued) Selected Manufacturers of Current Sensors
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In this chapter, the concept of electric power is first introduced, and then the most popular power
measurement methods and instruments in 

 

dc,

 

 

 

ac

 

, and 

 

pulse 

 

waveform circuits are illustrated.
Power is defined as the 

 

work performed per unit time. 

 

So, dimensionally, it is expressed as joules per
second, J s

 

–1

 

. According to this general definition, electric power is the electric work or energy dissipated
per unit time and, dimensionally, it yields:

(3.1)

where J = Joules
s = Seconds

C = Coulombs
V = Volts
A = Amperes

The product 

 

voltage times current 

 

gives an electrical quantity equivalent to 

 

power.

 

3.1 Power Measurements in Dc Circuits

 

Electric power (

 

P

 

) dissipated by a load (

 

L

 

) fed by a dc power supply (

 

E

 

) is the product of the voltage
across the load (

 

V

 

L

 

) and the current flowing in it (

 

I

 

L

 

):

(3.2)

Therefore, a power measurement in a dc circuit can be generally carried out using a voltmeter (V)

Figure 3.1(a), the ammeter measures the current flowing into the voltmeter, as well as that into the load;
whereas in the arrangement of Figure 3.1(b), this error is avoided, but the voltmeter measures the voltage
drop across the ammeter in addition to that dropping across the load. Thus, both arrangements give a
surplus of power measurement absorbed by the instruments. The corresponding measurement errors
are generally referred to as insertion errors.
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According to the notation:

•

 

I

 

, Current measured by the ammeter (Figure 3.1(a))

•

 

V

 

, Voltage measured by the voltmeter (Figure 3.1(b))

•

 

R

 

V

 

, 

 

R

 

A

 

, Internal resistance of the voltmeter and the ammeter, respectively

•

 

R

 

L

 

, Load resistance

•

 

I

 

V

 

Current flowing into the voltmeter (Figure 3.1(a))

•

 

V

 

A

 

, Voltage drop across the ammeter (Figure 3.1(b))

the following expressions between the measurand electric power 

 

P 

 

and the measured power 

 

V 

 

¥

 

 

 

I 

 

are
derived by analyzing the circuits of Figures 3.1(a) and 3.1(b), respectively:

(3.3)

(3.4)

If:

•

 

I

 

V

 

, compared with 

 

I

 

•

 

V

 

A

 

, compared with 

 

V

 

are neglected for the arrangements of Figure 3.1(a) and 3.1(b), respectively, it approximately yields:

(3.5)

consequently, measured and measurand power will be coincident.
On this basis, from Equations 3.3, 3.4, and 3.5, analytical corrections of the insertion errors can be

easily derived for the arrangement of Figures 3.1(a) and 3.1(b), respectively.
The instrument most commonly used for power measurement is the 

 

dynamometer.

 

 It is built by (1) two
fixed coils, connected in series and positioned coaxially with space between them, and (2) a moving coil,

The torque produced in the dynamometer is proportional to the product of the current flowing into

  

the load current while the moving coil, generally referred to as 

 

voltage coil,

 

 carries a current that is

  

V

   

L

 

the deflection of the moving coil is proportional to the power dissipated into the load.

 

FIGURE 3.1  

 

Two arrangements for dc power measurement circuits.
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proportional, via the multiplier resistor R , to the voltage across the load resistor R . As a consequence,

placed between the fixed coils and equipped with a pointer (Figure 3.2(a)).

the fixed coils times that in the moving coil. The fixed coils, generally referred to as current coils, carry



 

Power Measurement

 

3

 

-3

 

In particular, by connecting the voltage coil between A and C (Figure 3.2(b)), the current coils carry the
surplus current flowing into the voltage coil. Consequently, the power 

 

P

 

L

 

 dissipated in the load can be
obtained by the dynamometer reading 

 

P 

 

as:

(3.6)

where 

 

R

 

¢

 

v

 

is the resistance of the voltage circuit (

 

R

 

¢

 

v

 

= 

 

R

 

v

 

 + 

 

R

 

vc

 

, where 

 

R

 

vc

 

 is the resistance of the voltage
coil). By connecting the moving coil between B and C, this current error can be avoided, but now the
voltage coil measures the surplus voltage drop across the current coils. In this case, the corrected value is:

(3.7)

where 

 

R

 

C

 

 is the resistance of the current coil.

 

3.2 Power Measurements in Ac Circuits

 

Definitions

 

All the above considerations relate to 

 

dc 

 

power supplies. Now look at power dissipation in 

 

ac 

 

fed circuits.
In this case, electric power, defined as voltage drop across the load times the current flowing through it,
is the function:

(3.8)

referred to as the 

 

instantaneous power.

 

 In ac circuits, one is mainly interested in the mean value of
instantaneous power for a defined time interval. In circuits fed by periodic ac voltages, it is relevant to
define the mean power dissipated in one period 

 

T 

 

(

 

active power P

 

):

(3.9)

The simplest case is a sinusoidal power supply feeding a purely resistive load. In this case, 

 

v

 

(

 

t

 

) and 

 

i

 

(

 

t

 

)
are in phase and 

 

p

 

(

 

t

 

) is given by:

 

FIGURE 3.2  

 

Power measurement with a dynamometer. (a) Working principle; (b) measurement circuit.
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As for the case of Figure 3.1, insertion errors are also present in the dynamometer power measurement.



 

3

 

-4
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(3.10)

where

 

V 

 

and 

 

I 

 

= rms values of 

 

v

 

(

 

t

 

) and 

 

i

 

(

 

t

 

), respectively

 

w

 

 = power supply angular frequency

Therefore, the instantaneous power is given by a constant value 

 

VI 

 

plus the ac

 

 

 

quantity oscillating
with twice the angular frequency of the power supply; thus, the active power is simply the product 

 

VI.

 

In this case, all the above considerations referring to active power for dc

 

 

 

circuits are still correct, but
voltages and currents must be replaced by the corresponding rms values.

The case of purely reactive loads is the opposite; the voltage drop across the load and current flowing
through it are out of phase by 90°. Instantaneous power 

 

p

 

(

 

t

 

) is given by:

(3.11)

Thus, the active power dissipated by a reactive load is zero, owing to the phase introduced by the load
itself between voltage and current.

The simplest cases of sinusoidal power sources supplying purely resistive and purely reactive loads
have been discussed. In these cases, the load is expressed by a real or a pure imaginary number. In general,
the load is represented by a complex quantity (the impedance value). In this case, load impedance can
be represented by its equivalent circuit (e.g., a pure resistance and a pure reactance in series). With this
representation in mind, the electric power dissipated in the load 

 

Z

 

L

 

 (Figure 3.3) can be expressed by the
sum of power components separately dissipated by resistance 

 

R

 

EQ

 

 and reactance 

 

X

 

EQ

 

 of the equivalent
circuit 

 

Z

 

L

 

.
Considering that no active power is dissipated in the reactance 

 

X

 

EQ

 

, it yields:

(3.12)

The term cos

 

j

 

 appearing in Equation 3.12 is referred to as the 

 

power factor.

 

 It considers that only a
fraction of voltage 

 

V

 

L

 

 contributes to the power; in fact, its component 

 

V

 

XEQ

 

 (the drop across the reactance)
does not produce any active power, as it is orthogonal to the current 

 

I

 

L

 

 flowing into the load.

                    

and i(t) displaced by 90°) toward the value VI (i.e., v(t) and i(t) in phase).
The term:

(3.13)

is called the apparent power, while the term:

(3.14)

FIGURE 3.3  Voltage drop on the load and on its equivalent components.
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of the power factor is demonstrated by a dc component of p(t) that varies from a null value (i.e., v(t)
Figure 3.4 plots the waveforms of instantaneous power p(t), voltage v(t), and current i(t). The effect



Power Measurement 3-5

is called the reactive power because it represents a quantity that is dimensionally equivalent to power.
This is introduced as a consequence of the voltage drop across a pure reactance and, therefore, does not

power, active power, and reactive power is given by:

(3.15)

Dynamometers working in ac circuits are designed to integrate instantaneous power according to
Equation 3.9. Insertion errors can be derived by simple considerations analogous to the dc case. However,
in ac, a phase uncertainty due to the not purely resistive characteristic of voltage circuit arises. In sinusoidal
conditions, if ew (in radians) is the phase of the real coil impedance, and cosj is the load power factor,
the relative uncertainty in active power measurements can be shown to be equal to –ewTgj. The phase
uncertainty depends on the frequency. By using more complex circuits, the frequency range of the
dynamometer can be extended to a few tens of kilohertz.

The above has presented the power definitions applied to ac circuits with the restrictions of sinusoidal
quantities. In the most general case of distorted quantities, obviously symbolic representation can no
longer be applied. In any case, active power is always defined as the mean power dissipated in one period.

As far as methods and instruments for ac power measurements are concerned, some circuit classifi-
cation is required. In fact, the problems are different, arising in circuits as the frequency of power supply
increases. Therefore, in the following, ac circuits will be classified into (1) line-frequency circuits, (2) low-
and medium-frequency circuits (up to a few megahertz), and (3) high-frequency circuits (up to a few
gigahertz). Line-frequency circuits will be discussed separately from low-frequency circuits, principally
because of the existence of problems related specifically to the three-phase power supply of the main.

Low- and Medium-Frequency Power Measurements

In the following, the main methods and instruments for power measurements at low and medium
frequencies are considered.

Three-Voltmeter Method

The power dissipation in the load L can be measured using a noninductive resistor R and measuring the

analysis of the circuit, in actual fact, three independent data are needed in order to derive power from
Equation 3.12. In particular, from voltage drops vAB and vBC, the load current and load voltage can be
directly derived; instead, vAC is used to retrieve information about their relative phase.

If currents derived by voltmeters are neglected and the current iL flowing into the load L is assumed
to be equal to that flowing into the resistor R, the statement can be demonstrated as follows:

FIGURE 3.4  Waveforms of instantaneous power (p), voltage (v), and current (i).

P P QA = +2 2
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give any contribution to the active power. From Figure 3.3, the relationship existing between apparent

three voltages shown in Figure 3.5 [1]. Although one of the voltages might appear redundant on a first
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(3.16)

where the small characters indicate instantaneous values. By computing rms values (indicated as capital
characters), one obtains the power PL:

(3.17)

Equation 3.17 is also the same in dc by replacing rms values with dc values. Since the result is obtained
as a difference, problems arise from relative uncertainty when the three terms have about sum equal to
zero.

Such a method is still used for high-accuracy applications.

Thermal Wattmeters

The working principle of thermal wattmeters is based on a couple of twin thermocouples whose output
voltage is proportional to the square of the rms value of the currents flowing into the thermocouple
heaters [2].

hypothesis S � r1 and S � r2, the two heaters are connected in parallel and, if they have equal resistance

1 2 p

(3.18)

In this case, the output voltages of the two thermocouples turn out to be equal (e1 = e2); thus, the
voltage De measured by the voltmeter is null. In Figure 3.6(b), this situation is highlighted by the working
point T equal for both thermocouples. By applying a load L with a corresponding current iL, a voltage
drop across S arises, causing an imbalance between currents i1 and i2. With the hypothesis that r � R,
the two heaters are in series; thus, the current imbalance through them is:

(3.19)

This imbalance increases the current i1 and decreases i2. Therefore, the working points of the two thermo-
couples change: the thermocouple polarized by the current i1 operates at A, and the other thermocouple

FIGURE 3.5  Three-voltmeter method.
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r (r  = r  = r), they are polarized by the same current i

The principle circuit of a thermal wattmeter is shown in Figure 3.6(a). Without the load, with the



Power Measurement 3-7

operates at B (Figure 3.6(b)). In this situation, with the above hypotheses, the voltmeter measures the
voltage imbalance De proportional to the active power absorbed by the load (except for the surplus given
by the powers dissipated in R, S, r1, and r2):

(3.20)

where the notation ·i Ò indicates the time average of the quantity i.
If the two thermocouples cannot be considered as twins and linear, the power measurement accuracy

will be obviously compromised. This situation is shown in Figure 3.7 where the two thermocouples are
supposed to have two quite different nonlinear characteristics. In this case, the voltage measured by
voltmeter will be Den instead of De.

Wattmeters based on thermal principle allow high accuracy to be achieved in critical cases of highly
distorted wide-band spectrum signals.

FIGURE 3.6  Thermal wattmeter based on twin thermocouples (a); working characteristic in ideal conditions (b).

FIGURE 3.7  Ideal and actual characteristics of thermal wattmeter thermocouples.
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Wattmeters Based on Multipliers

The multiplication and averaging processes (Figure 3.8) involved in power measurements can be under-
taken by electronic means.

Electronic wattmeters fall into two categories, depending on whether multiplication and averaging
operations are performed in a continuous or discrete way. In continuous methods, multiplications are
mainly carried out by means of analog electronic multipliers. In discrete methods, sampling wattmeters
take simultaneous samples of voltage and current waveforms, digitize these values, and provide multi-
plication and averaging using digital techniques.

Analogous to the case of dynamometers, the resistances of the voltage and current circuits have to be
taken into account (see Equations 3.6 and 3.7). Also, phase errors of both current ewc and voltage ewv

circuits increase the relative uncertainty of power measurement, e.g., in case of sinusoidal conditions
increased at (ewc–ewv)Tgj.

Wattmeters Based on Analog Multipliers

The main analog multipliers are based on a transistor-based popular circuit such as a four-quadrant
multiplier [3], which processes voltage and current to give the instantaneous power, and an integrator
to provide the mean power (Figure 3.9). More effective solutions are based on (1) Time Division Mul-
tipliers (TDMs), and (2) Hall effect-based multipliers.

TDM-Based Wattmeters.

m

g

respectively, is generated. If Tg is much smaller than the period of measurands vx(t) and vy(t), these
voltages can be considered as constant during this time interval.

m is set by an impulse duration modulator circuit (Figure 3.10). The ramp voltage
vg(t) (Figure 3.11(b)) is compared to the voltage vy(t) proportional to i(t), and a time interval t2, whose
duration is proportional to vy(t), is determined. If

FIGURE 3.8  Block diagram of a multiplier-based wattmeter.

FIGURE 3.9  Block diagram of a four-quadrant, multiplier-based wattmeter.
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The block diagram of a wattmeter based on a TDM is shown in Figure 3.10 [4]. A square wave v

The duty cycle of v

(Figure 3.11(a)) with constant period T , and duty cycle and amplitude determined by i(t) and v(t),
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(3.21)

then from simple geometrical considerations, one obtains:

(3.22)

FIGURE 3.10  Block diagram of a TDM-based wattmeter.

FIGURE 3.11  Waveform of the TDM-based power measurement: (a) impulse amplitude modulator output, (b)
ramp generator output.
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and

(3.23)

The amplitude of vm(t) is set by an impulse amplitude modulator circuit. The output square wave of
the impulse duration modulator drives the output vm(t) of the switch SW to be equal to +vx during the

1 x 2

Then, after an initial transient, the output voltage v (t) of the low-pass filter (integrator) is the mean
value of vm(t):

(3.24)

The high-frequency limit of this wattmeter is determined by the low-pass filter and it must be smaller
than half of the frequency of the signal vg(t). The frequency limit is generally between 200 Hz and 20 kHz,
and can reach 100 kHz. Uncertainties are typically 0.01 to 0.02% [5].

Hall Effect-Based Wattmeters.
As is well known, in a Hall-effect transducer, the voltage vH(t) is proportional to the product of two time-
dependent quantities [6]:

(3.25)

where RH = Hall constant
i(t) = Current through the transducer

B(t) = Magnetic induction

In the circuit of Figure 3.12(a), the power P is determined by measuring vH(t) through a high-input
impedance averaging voltmeter, and by considering that vx(t) = ai(t) and ix(t) = bB(t), where a and b are
proportionality factors:

(3.26)

where T is the measurand period, and VH the mean value of vH(t).

FIGURE 3.12  Configurations of the Hall effect-based wattmeter.
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out

time interval t , and to –v  during the time interval t  (Figure 3.11(a)).
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the magnetic induction is proportional to the load current and the optimal polarizing current iv is set
by the resistor Rv.

which the load current IL flows directly into the Hall device, acting as a polarizing current, and the
magnetic field is generated by the voltage v. In this same way, the temperature influence is reduced for
line-frequency applications with constant-amplitude voltages and variable load currents.

In the megahertz to gigahertz range, standard wattmeters use probes in waveguides with rectifiers.

Wattmeters Based on Digital Multipliers

Sampling Wattmeters.
The most important wattmeter operating on discrete samples is the sampling wattmeter (Figure 3.13).
It is essentially composed of two analog-to-digital input channels, each constituted by (1) a conditioner
(C), (2) a sample/hold (S/H), (3) an analog-to-digital converter (ADC), (4) a digital multiplier (MUL),
and (5) summing (SUM), dividing (DIV), and displaying units (DISP). The architecture is handled by
a processing unit not shown in Figure 3.13.

If samples are equally spaced, the active power is evaluated as the mean of the sequence of instantaneous
power samples p(k):

(3.27)

where N* represents the number of samples in one period of the input signal, and v(k) and i(k) are the
kth samples of voltage and current, respectively. A previous estimation of the measurand fundamental
period is made to adjust the summation interval of Equation 3.27 and/or the sampling period in order
to carry out a synchronous sampling [7]. The sampling period can be adjusted by using a frequency
multiplier with PLL circuit driven by the input signal [8]. Alternatively, the contribution of the sampling
error is reduced by carrying out the mean on a high number of periods of the input signal.

In the time domain, the period estimation of highly distorted signals, such as Pulse Width Modulation
(PWM), is made difficult by the numerous zero crossings present in the waveform. Some types of digital
filters can be used for this purpose. An efficient digital way to estimate the period is the discrete integration
of the PWM signal. In this way, the period of the fundamental harmonic is estimated by detecting the
sign changes of the cumulative sum function [9]:

(3.28)

FIGURE 3.13  Block diagram of the sampling wattmeter.
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For the frequency range up to megahertz, an alternative arrangement is shown in Figure 3.12(b), in

In the usual realization of the Hall multiplier (0.1% up to a few megahertz), shown in Figure 3.12(a),
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If the summation interval is extended to an integer number of periods of the S(k) function, a “qua-
sisynchronous” sampling [10] is achieved through a few simple operations (cumulative summation and
sign detection) and the maximum synchronization error is limited to a sampling period. Through
relatively small increases in computational complexity and memory size, the residual error can be further
reduced through a suitable data processing algorithm; that is, the multiple convolution in the time domain
of triangular windows [9]. Hence, the power measurement can be obtained as:

(3.29)

where p(k) is the kth sample of the instantaneous power and w(k) the kth weight corresponding to the
window obtained as the convolution of B triangular windows [10].

Another way to obtain the mean power is through the consideration of the harmonic components of
voltages and currents in the frequency domain using the Discrete Fourier Transform [11]. In particular,
a Fast Fourier Transform algorithm is used in order to improve efficiency. Successively, a two-step research
of the harmonic peaks is carried out: (1) the indexes of the frequency samples corresponding to the
greatest spectral peaks provide a rough estimate of the unknown frequencies when the wide-band noise
superimposed onto the signal is below threshold; (2) a more accurate estimate of harmonic frequencies
is carried out to determine the fractional bin frequency (i.e., the harmonic determination under the
frequency resolution); to this aim, several approaches such as zero padding, interpolation techniques,
and flat-top window-based technique can be applied [12].

Line-Frequency Power Measurements

For line applications where the power is directly derived by the source network, the assumption of infinite
power source can be reliably made, and at least one of the two quantities voltage or current can be
considered as sinusoidal. In this case, the definition of the power as the product of voltage and current
means that only the power at the fundamental frequency can be examined [13].

Single-Phase Measurements

Single-phase power measurements at line frequency are carried out by following the criteria previously
mentioned. In practical applications, the case of a voltage greater than 1000 V is relevant; measurements

The relative uncertainty is equal to:

(3.30)

where hw and ew are the instrumental and phase uncertainty of the wattmeter, ha and hv are the ratio
uncertainties of current (CT) and voltage (VT) transformers, and ea and ev their phase uncertainties,
respectively.

If the load current exceeds the current range of the wattmeter, a current transformer must be used,
even in the case of low voltages.

Polyphase Power Measurements

Three-phase systems are the polyphase systems most commonly used in practical industrial applications.
In the following, power measurements on three-phase systems will be derived as a particular case of
polyphase systems (systems with several wires) and analyzed for increasing costs: (1) balanced and
symmetrical systems, (2) three-wire systems, (3) two wattmeter-based measurements, (4) unbalanced
systems, (5) three wattmeter-based measurements, and (6) medium-voltage systems.
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must be carried out using voltage and current transformers inserted as in the example of Figure 3.14.
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Measurements on Systems with Several Wires

Consider a network with sinusoidal voltages and currents composed by n wires. For the currents flowing
in such wires, the following relation is established:

(3.31)

The network can be thought as composed of n – 1 single-phase independent systems, with the common
return on any one of the wires (e.g., the sth wire). Then, the absorbed power can be measured as the sum
of the readings of n – 1 wattmeters, each one inserted with the current circuit on a different wire and
the voltmeter circuit between such a wire and the sth one (Figure 3.15):

(3.32)

FIGURE 3.14  Single-phase power measurement with voltage (VT) and current (CT) transformers.

FIGURE 3.15  Power measurement on systems with several wires.
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The absorbed power can be also measured by referring to a generic point O external to the network.
In this case, the absorbed power will be the sum of the readings of n wattmeters, each inserted with the
ammeter circuit on a different wire and the voltmeter circuit connected between such a wire and the
point O:

(3.33)

Power Measurements on Three-Wire Systems

Active power in a three-phase power system can generally be evaluated by three wattmeters connected
as shown in Figure 3.16.

For each power meter, the current lead is connected on a phase wire and the voltmeter lead is connected
between the same wire and an artificial neutral point O, whose position is fixed by the voltmeter
impedance of power meters or by suitable external impedances.

Under these conditions, absorbed power will be the sum of the three wattmeter indications:

(3.34)

If the three-phase system is provided by four wires (three phases with a neutral wire), the neutral wire
is utilized as a common wire.

Symmetrical and Balanced Systems

The supply system is symmetrical and the three-phase load is balanced; that is:

(3.35)

power meter) are illustrated. The first (a in Figure 3.17) was described in the last subsection; if S is a
wattmeter; the overall active power is given by three times its indication, and similarly for the reactive
power if S is a reactive power meter. Notice that a couple of twin resistors with the same resistance R of

The other two insertions are indicated by the following convention: Sijk indicates a reading performed
with the current leads connected to the line “i” and the voltmeter leads connected between the phases
“j” and “k.” If “i” is equal to “j”, one is omitted (e.g., the notation P12 (b in Figure 3.17)). The active
power absorbed by a single phase is usually referred to as P1.

FIGURE 3.16  Power measurement on three-wire systems.
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the voltage circuit of S are placed on the other phases to balance the load.

In Figure 3.17, the three possible kinds of insertion of an instrument S (an active power or a reactive
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The wattmeter reading corresponding to the (c) case in Figure 3.17 is equal to the reactive power Q1

involved in phase 1, save for the factor . Hence, in the case of symmetrical and balanced systems, the
overall reactive power is given by:

(3.36)

In fact, one has:

(3.37)

but:

In the same manner, the following relationships, which are valid for any kind of supply and load, can
be all proved:

(3.38)

If the supply system is symmetrical, P1(23) = Q1.

(3.39)

where b = 90° – j1, one obtains P1(23) = E1I1sinj1 = Q1.

FIGURE 3.17  The three kinds of insertion of a power meter.
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In fact, moving from the relationship (Figure 3.18):
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In the same manner, the other two corresponding relationships for P2(31) and P3(12) are derived. Hence:

(3.40)

Power Measurements Using Two Wattmeters

The overall active power absorbed by a three-wire system can be measured using only two wattmeters.
In fact, Aron’s theorem states the following relationships:

(3.41)

Analogously, the overall reactive power can be measured by using only two reactive power meters:

(3.42)

Here one of the previous statements, that is:

12, P32:
Hence, the sum of the two readings gives:

(3.43)

FIGURE 3.18  Phasor diagram for a three-phase symmetrical and balanced system.
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is proved. The two wattmeters connected as shown in Figure 3.19 furnish P
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Provided that the system has only three wires, Aron’s theorem applies to any kind of supply and load.
In the case of symmetrical and balanced systems, it also allows the reactive power to be evaluated:

(3.44)

Using Equations 3.41 and 3.44, the power factor is:

(3.45)

Aron’s insertion cannot be utilized when the power factor is low. In fact, if the functions:

(3.46)

are considered (Figure 3.20), it can be argued that: (1) for j £ 60°, P12 and P32 are both greater than zero;
(2) for j > 60°, cos(j – 30) is still greater than zero, and cos(j + 30) is lower than zero.

The absolute error in the active power is:

(3.47)

FIGURE 3.19  Power measurements using two wattmeters.

FIGURE 3.20  Sign of powers in Aron insertion.
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This corresponding relative error is greater as P12 and P32 have values closer to each other and are
opposite in polarity; in particular, for cosj = 0 (j = 90°), the error is infinite.

If hw and ew are the wattmeter amplitude and phase errors, respectively, then the error in the active
power is:

(3.48)

Let two wattmeters with nominal values V0, I0, cosj0, and class c be considered; the maximum absolute
error in each reading is:

(3.49)

Therefore, the percentage error related to the sum of the two indications is:

(3.50)

equal to approximately the error of only one wattmeter inserted in a single-phase circuit with the same
values of I, V, and cosj. Consequently, under the same conditions, the use of two wattmeters involves a
measurement uncertainty much lower than that using three wattmeters.

If the Aron insertion is performed via current and voltage transformers, characterized by ratio errors
ha and hv, and phase errors ea and ev, respectively, the active power error is:

(3.51)

where 

Symmetrical Power Systems Supplying Unbalanced Loads

If the load is unbalanced, the current amplitudes are different from each other and their relative phase
is not equal to 120°. Two wattmeters and one voltmeter have to be connected as proposed by Barbagelata
[13] (Figure 3.21). The first wattmeter can provide P12 and P13, and the second one gives P31 and P32.

From the Aron theorem, the active power is:

(3.52)

FIGURE 3.21  Barbagelata insertion for symmetrical and unbalanced systems.
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and then the reactive power Q is:

(3.53)

For the underlined terms, from Aron’s theorem it follows that:

(3.54)

then:

Thus, one obtains:

(3.55)

Therefore, using only four power measurements, the overall active and reactive powers can be obtained.
The main disadvantage of this method is that the four measurements are not simultaneous; therefore,

any load variations during the measurement would cause a loss in accuracy. In this case, a variation
proposed by Righi [13] can be used. In this variation, three wattmeters are connected as shown in
Figure 3.22 and give simultaneously P12, P32, and P2(31). Reactive power is:

(3.56)

Analogously as above, from the Aron theorem it follows that:

(3.57)

then:

(3.58)

For symmetrical and unbalanced systems, another two-wattmeter insertion can be carried out

FIGURE 3.22  Righi insertion for symmetrical and unbalanced systems.
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Q P= - P + 2P

(Figure 3.23). The wattmeters give:
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(3.59)

Hence, the overall reactive power is:

(3.60)

Three-Wattmeter Insertion

A three-wire, three-phase system can be measured by three wattmeters connected as in Figure 3.24. The
artificial neutral point position does not affect the measurement; it is usually imposed by the impedance
of the voltmeter leads of the wattmeters.

Medium-Voltage, Three-Wattmeter Insertion

Analogously to the single-phase case, for medium-voltage circuits, the three-wattmeter insertion is

Method Selection Guide

to system characteristics.

FIGURE 3.23  Two wattmeters-based insertion for symmetrical and unbalanced systems.

FIGURE 3.24  Three wattmeters-based insertion for three-wire, three-phase systems.
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modified as in Figure 3.25.

For three-wire systems, the flow chart of Figure 3.26 leads to selecting the most suitable method according
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High-Frequency Power Measurements

Meters used for power measurements at radio or microwave frequencies are generally classified as
absorption type (containing inside their own load, generally 50 W for RF work) and transmitted or
throughline type (where the load is remote from the meter). Apart from the type, power meters are mainly
based on thermistors, thermocouples, diodes, or radiation sensors. Therefore, to work properly, the sensor
should sense all the RF power (PLOAD) incoming into the sensor itself. Nevertheless, line-to-sensor
impedance mismatches cause partial reflections of the incoming power (PINCIDENT) so that a meter
connected to a sensor does not account for the total amount of reflected power (PREFLECTED). The rela-
tionship existing among power dissipated on the load, power incident, and power reflected is obviously:

(3.61)

Directional couplers are instruments generally used for separating incident and reflected signals so that

coupler for waveguides is sketched. It is made up by two waveguides properly coupled through two holes.
The upper guide is the primary waveguide and connects the power source and load; the lower guide is
the secondary waveguide and is connected to the power meter. To explain the working of directional
couplers, incident and reflected waves have been sketched separately in Figure 3.27(a) and 3.27(b). In

shows the separation of the reflected wave. The correct working is based on the assumption that the
distance between the holes matches exactly one quarter of the wave length (l). In fact, in the secondary
waveguide, each hole will give rise to two waves going in opposite directions (one outside and the other
inside the waveguide); consequently, in front of each hole, two waves are summed with their own phases.
The assumption made on the distance between the holes guarantees that, in front of one hole, (1) the
two waves propagating outside the waveguide will be in phase, causing an enforcing effect in that direction;
(2) while, in front of the other hole, the two waves (always propagating outside) will be in opposition,
causing a canceling effect in that direction. The enforcing and canceling effects for incident and reflected
waves are opposite. In particular, according to the directions chosen in Figure 3.27, incident power
propagates on the right side and is canceled on the left side (Figure 3.27(a)), while reflected power
propagates on the left side and is canceled on the right side (Figure 3.27(b)). Therefore, directional
couplers allow separate measurement of incident and reflected power by means of power meters applied,
respectively, on the right and on the left side of the secondary waveguide.

FIGURE 3.25  Medium-voltage, three-wattmeters insertion.

P P PLOAD INCIDENT REFLECTED= -
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particular, section a depicts a directional coupler working as incident wave separator, whereas section (b)

power meters can measure each of them separately. In Figure 3.27, the longitudinal section of a directional
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FIGURE 3.26  Method selection guide for power measurements on three-wire systems.
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In any case, the secondary waveguide must be correctly matched from the impedance point of view
at both sides (by adaptive loads and/or a proper choice of the power meter internal resistance) in order
to avoid unwanted reflections inside the secondary waveguide.

Directional couplers are also used to determine the reflection coefficient r of the sensor, which takes
into account mismatch losses and is defined as:

(3.62)

In order to take into account also the absorptive losses due to dissipation in the conducting walls of the
sensor, leakage into instrumentation, power radiated into space, etc., besides the reflection coefficient,
the effective efficiency hC of the sensor should also be considered. Generally, the reflection coefficient and
effective efficiency are included into the calibration factor K, defined as:

(3.63)

For example, a calibration factor of 90% means that the meter will read 10% below the incident power.
Generally, calibration factors are specified by sensor manufacturers at different values of frequency.

Thermal Methods

In this section, the main methods based on power dissipation will be examined, namely: (1) thermistor-
based, (2) thermocouple-based, and (3) calorimetric.

Thermistor-Based Power Meters

A thermistor is a resistor made up of a compound of highly temperature-sensitive metallic oxides [14].
If it is used as a sensor in a power meter, its resistance becomes a function of the temperature rise

several values of the operating temperature.

(RT1 and RT2) are connected (1) in parallel, for measurand signals appearing at the RF input (PRF); and

1

dc component from flowing to the thermistors; the C2 stops the RF power toward the bridge.

FIGURE 3.27  Directional couplers for separating incident (a) from reflected (b) power.
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(2) in series, for the following measuring circuit (e.g., a bridge). The capacitance C  prevents the power

produced by the applied power. In Figure 3.28, typical power-resistance characteristics are reported for

The working principle of the thermistor power meter is illustrated in Figure 3.29 [15]: two thermistors
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A bridge with a thermistor or a barretter in one arm is called a bolometer. Bolometer-based measure-
ments can be performed with (1) a manual bolometer with variation of the bias current, (2) a manual
bolometer with substitution method, or (3) a self-balancing bolometer.

The manual bolometer with a variation of the bias current is illustrated in Figure 3.30. Its working
principle consists of two steps. In the first, no RF power is applied to the sensor; the equilibrium is
obtained by varying the dc power supply E until the sensor resistance RB, related to the dc power flowing

FIGURE 3.28  Typical power-resistance characteristics of commercial thermistors.

FIGURE 3.29  Working principle of the thermistor-based power meter.

FIGURE 3.30  The manual bolometer.
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in it, is equal to R. In this condition, let the current I flowing into the sensor be equal to I1. In the second
step, an RF power PRF is fed to the sensor; the power increase must be compensated by a dc power
decrease, which is performed by lowering the bridge dc supply voltage E; in this case, let I be equal to I2.

Since the power dissipated in the sensor has been maintained constant in both steps, the power PRF

can be evaluated as:

(3.64)

The manual bolometer with substitution method (Figure 3.31) consists of two sequential steps; in the
first, both RF power (PRF) and dc power (Pdc) are present, and the power (Pd) necessary to lead the bridge
to the equilibrium is:

(3.65)

During the second step, PRF is set to zero and an alternative voltage Vac is introduced in parallel to the
dc power supply. In this case, the power Pd necessary to balance the bridge:

(3.66)

is obtained by varying vac.
Since Pd is the same in both cases, the power supplied by the alternative generator is equal to PRF:

(3.67)

Equation 3.66 implies that the RF power can be obtained by a voltage measurement. The self-balancing

sensor resistance RB changes for an incident power PRF. At equilibrium, RB is equal to R and the RF power
will then be:

(3.68)

FIGURE 3.31  Manual bolometer with substitution method.
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bolometer (Figure 3.32) automatically supplies a dc voltage V to balance the voltage variations due to
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As mentioned above, the thermistor resistance depends on the surrounding temperature. This effect
is compensated in an instrument based on two self-balancing bridges [15]. The RF power is input only
to one of these, as shown in Figure 3.33.

The equilibrium voltages Vc and VRF feed a chopping and summing circuit, whose output Vc + VRF

goes to a voltage-to-time converter. This produces a pulse train V1, whose width is proportional to Vc +
VRF. The chopping section also generates a signal with an amplitude proportional to Vc – VRF, and a
frequency of a few kilohertz, which is further amplified. The signals V1 and V2 enter an electronic switch
whose output is measured by a medium value meter M. This measure is proportional to the RF power
because:

(3.69)

Owing to the differential structure of the two bolometers, this device is capable of performing RF
power measurements independent of the surrounding temperature. In addition, an offset calibration can
be carried out when PRF is null and Vc is equal to VRF .

These instruments can range from 10 mW to 1 mW and utilize sensors with frequency bandwidths
ranging from 10 kHz to 100 GHz.

FIGURE 3.32  Self-balancing bolometer.

FIGURE 3.33  Power meter based on two self-balancing bridges.
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Thermocouple-Based Power Meters

Thermocouples [14] can be also used as RF power meters up to frequencies greater than 40 GHz. In this
case, the resistor is generally a thin-film type. The sensitivity of a thermocouple can be expressed as the
ratio between the dc output amplitude and the input RF power. Typical values are 160 mV mW–1 for
minimum power of about 1 mW.

The measure of voltages of about some tens of millivolts requires strong amplification, in that the
amplifier does not have to introduce any offset. With this aim, a chopper microvoltmeter is utilized [16],
as shown in the Figure 3.34.

The thermocouple output voltage Vdc is chopped at a frequency of about 100 Hz; the resulting square
wave is filtered of its mean value by the capacitor C and then input to an ac amplifier to further reduce
offset problems. A detector, synchronized to the chopper, and a low-pass filter transform the amplified
square voltage in a dc voltage finally measured by a voltmeter.

Calorimetric Method

For high frequencies, a substitution technique based on a calorimetric method is utilized (Figure 3.35)
[17]. First, the unknown radio frequency power PRF is sent to the measuring device t, which measures
the equilibrium temperature. Then, once the calorimetric fluid has been cooled to its initial temperature,
a dc power Pdc is applied to the device and regulated until the same temperature increase occurs in the
same time interval. In this way, a thermal energy equivalence is established between the known Pdc and
the measurand PRF.

A comparison version of the calorimetric method is also used for lower frequency power measurements

sections of a cooling element where the dissipated power to be measured P is determined. In this case,

(3.70)

where Cp is the specific heat, r the density, and Q the volume flow, respectively, of the refreshing fluid.

FIGURE 3.34  Power meter with thermocouple-based sensor.

FIGURE 3.35  Calorimetric method based on a substitution technique.

P C Q T= pr D
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the power loss will correspond to P:

(Figure 3.36). The temperature difference DT of a cooling fluid between the input (1) and the output (2)
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Diode Sensor-Based Power Measurements

Very sensitive (up to 0.10 nW, –70 dBm), high-frequency (10 MHz to 20 GHz) power measurements are
carried out through a diode sensor by means of the circuit in Figure 3.37 [18]. In particular, according
to a suitable selection of the components in this circuit, (1) true-average power measurements, or (2) peak
power measurements can be performed.

The basic concept underlying true-average power measurements exploits the nonlinear squared region
of the characteristic of a low-barrier Schottky diode (nondashed area in Figure 3.38). In this region, the
current flowing through the diode is proportional to the square of the applied voltage; thus, the diode
acts as a squared-characteristic sensor.

In the circuit of diode sensor-based wattmeters shown in Figure 3.37, the measurand vx, terminated
on the matching resistor Rm, is applied to the diode sensor Ds working in its squared region in order to
produce a corresponding output current ic in the bypass capacitor Cb. If Cb has been suitably selected,

FIGURE 3.36  Calorimetric method based on a comparison technique.

FIGURE 3.37  Circuit of the diode sensor-based power measurement.

FIGURE 3.38  Characteristic of a low-barrier Schottky diode.
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the voltage Vc between its terminals, measured by the voltmeter amplifier Va, is proportional to the average
of ic, i.e., to the average of the squares of instantaneous values of the input signal vx, and, hence, to the
true average power.

In the true-average power measurement of nonsinusoidal waveforms having the biggest components
at low frequency, such as radio-frequency AM (Amplitude Modulated), the value of Cb must also satisfy
another condition. The voltage vd on the diode must be capable of holding the diode switched-on into
conduction even for the smallest values of the signal. Otherwise, in the valleys of the modulation cycle,
the high-frequency modulating source is disconnected by the back-biased diode and the measurement
is therefore misleading.

On the other hand, for the same signal but for a different selection of the Cb value, the circuit can act
as a peak detector for peak power measurements. As a matter of fact, the voltage vc on the bypass capacitor
Cb during the peak of the modulation cycle is so large that in the valleys, the high-frequency peaks are
not capable of switching on the diode into conduction; thus, these peaks do not contribute to the
measured power level.

If higher power levels have to be measured (10 mW to 100 mW), the sensing diode is led to work out

true-average power measurements for distorted waveforms is lost; and for peak power measurements,
since the diode input-output characteristic is nonlinear and the output is squared, spectral components
different from the fundamental introduce significant measuring errors.

Radiation Sensor-Based Power Measurements

Very high-frequency power measurements are usually carried out by measuring a radiant flux of an
electromagnetic radiation through a suitable sensor. In particular, semiconductor-based radiation
microsensors have gained wider and wider diffusion [19], in that size reduction involves several well-
known advantages such as greater portability, fewer materials, a wider range of applications, etc. One of
the most familiar applications of radiation sensor-based power measurements is the detection of object
displacement. Furthermore, they are also commonly used for low-frequency power noninvasive measure-
ments.

Radiation sensors can be classified according to the measurand class to which they are sensitive: nuclear
particles or electromagnetic radiations. In any case, particular sensors capable of detecting both nuclear
particles and electromagnetic radiations, such as gamma and X-rays, exist and are referred to as nucleonic
detectors.

wavelength from microwaves up to nuclear (X, gamma, and cosmic) rays are indicated.
In particular, microwave power radiation sensors are mainly used as noncontacting detectors relying

on ranging techniques using microwaves [20]. Shorter and longer (radar) wavelength microwave devices
are employed to detect metric and over-kilometer displacements, respectively.

Beyond applications analogous to microwave, power radiation infrared sensors also find use as contact
detectors. In particular, there are two types of infrared detectors: thermal and quantum. The thermal
type includes contacting temperature sensors such as thermocouples and thermopiles, as well as non-
contacting pyroelectric detectors. On the other hand, the quantum type, although characterized by a
strong wavelength dependence, has a faster response and includes photoconductive (spectral range:
1 mm to 12 mm) and photovoltaic (0.5 mm to 5.5 mm) devices.

The main power radiation visible and ultraviolet sensors are photoconductive cells, photodiodes, and
phototransistors. Photodiodes are widely used to detect the presence, the intensity, and the wavelength
of light or ultraviolet radiations. Compared to photoconductive cells, they are more sensitive, smaller,
more stable and linear, and have lower response times. On the other hand, phototransistors are more
sensitive to light.

At very low light levels, rather than silicon-based microsensors, nuclear radiation power microsensors
are needed. In this case, the most widespread devices are scintillation counters, solid-state detectors,
plastic films, and thermoluminescent devices. The scintillation counter consists of an active material that
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of the squared region into its linear region (dashed area in Figure 3.38). In this case, the advantage of

In Table 3.1, the different types of radiation sensors utilized according to the decrease of the measurand
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converts the incident radiation to pulses of light, and a light-electric pulse converter. The active material
can be a crystal, a plastic fluorine, or a liquid. The scintillator size varies greatly according to the radiation
energy, from thin solid films to large tanks of liquid to detect cosmic rays. A thin (5 mm) plastic
polycarbonate film or a thermoluminescent material (e.g., LiF) can measure the radiation power falling
on a surface. The film is mechanically damaged by the propagation of highly a–ionizing particles.
Consequent etching of the film reveals tracks that can be observed and counted.

3.3 Pulse Power Measurements

Pulse waveforms are becoming more and more diffused in several fields such as telecommunications,
power source applications, etc. The pulse power Pp is defined as the average power Pm in the pulse width:

(3.71)

where td is the duty cycle of the pulse waveform (i.e., the pulse width divided by the waveform period).
If the pulse width cannot be accurately defined (e.g., nonrectangular pulses in the presence of noise),
the pulse power Pp becomes unmeaningful. In this case, the peak envelope power is introduced as the
maximum of the instantaneous power detected on a time interval, including several periods of the pulse
waveform (but negligible with respect to the modulation period, in the case of PWM waveforms).

Several techniques are used to measure pulse power [21]. In particular, they can be classified according
to the pulse frequency and the necessity for constraining real-time applications (i.e., measuring times, includ-
ing a few of the modulation periods). For real-time, low-frequency applications (up to 100 kHz), the
algorithms mentioned in the above sections on wattmeters based on digital multipliers can be applied [9].

If constraining limits of real-time do not have to be satisfied, either digital or analog techniques can
be utilized. As far as the digital techniques are concerned, for high-frequency applications, if the measurand
pulse waveform is stationary over several modulation periods, digital wattmeters based on equivalent
sampling can be applied, with accuracies increasing according to measuring times. As far as the analog
techniques are concerned, three traditional methods are still valid: (1) average power per duty cycle,
(2) integration-differentiation, and (3) dc/pulse power comparison.

At first, the mean power of the measurand pulse signal, terminated on a suitable load, is measured by
means of an average power meter; then, the pulse width and the pulse waveform period are measured
by a digital counter. Finally, the power is obtained by means of Equation 3.71.

The integration-differentiation technique is based on a barretter sensor capable of integrating the
measurand, and on a conditioning and differentiating circuit to obtain a voltage signal proportional to
the measurand power. The signal is input to the barretter sensor, having a thermal constant such that
the barretter resistance will correspond to the integral of the input. The barretter is mounted as an arm
of a conditioning Wheatstone bridge; in this way, the barretter resistance variations are transformed into
voltage variations, and an integrated voltage signal is obtained as an output of the bridge detecting arm.
This signal, suitably integrated to reach a voltage signal proportional to the output, is detected by a peak

TABLE 3.1 Operating Field of Main Radiation Power Sensors

Operating Field Microwave Infrared
Visible and 
Ultraviolet Nuclear Rays

(Wavelength) (1, 10–3 m) (10–3, 10–6 m) (10–6, 10–9 m) (10–8, 10–15 m)

Sensors Noncontacting 
displacement sensors

Pyroelectric, 
photoconductive, 
photovoltaic

Photoconductive, 
photovoltaic

Scintillation counters, 
plastic films, solid-state, 
thermolum

P
p

p
m

d

=
t
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A block diagram of an instrument measuring average power per duty cycle is illustrated in Figure 3.39.
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voltmeter calibrated in power. Analogously to the selection of the time constant of an RC integrating
circuit, attention must be paid to the thermal constant selection of the barretter in order to attain the
desired accuracy in the integration. With respect to the measurand pulse period, a very long thermal
constant will give rise to insufficient sensitivity. On the other hand, a very short constant approaching
the pulse duration will give rise to insufficient accuracy.

The dc/pulse power comparison technique is based on the concept of first revealing the peak envelope
power through a diode sensor, and then comparing the peak to a known dc source with a dual trace
scope. A block diagram of an instrument based on this concept is illustrated in Figure 3.40. The peak of
the measurand pulse signal terminated on a suitable load is sensed by a peak detector by obtaining a
proportional signal Vp. This signal is input to a channel of a dual trace oscilloscope and the envelope
peak is displayed. An adjustable dc source is input to the other channel of the scope to obtain a signal
Vdc to be compared to the envelope peak signal. When the two signals are made equal, a dc voltage meter
directly calibrated in peak power measures the output power.
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Electricity can be thought of as a means of delivering power from one place to another to do work. The
laws and relationships for delivering power were originally developed for direct current. Power delivered,
expressed in 

 

watts, 

 

was calculated by multiplying the voltage and current as shown in Equation 4.1.

(4.1)

shows a sine wave representing either ac current or voltage. Since the instantaneous value of the wave is
continually changing, a numerical quantity is defined to represent an average property of this wave. This
quantity, the root-mean-square, or 

 

rms 

 

value, calculated by squaring the instantaneous value, integrating
it during one cycle, dividing by the period, and taking the square root of the result, is equal to the peak
value of the ac wave divided by the square root of 2, or, for ac current, 

 

I

 

rms

 

 = 

 

i

 

peak

 

/ . In the physical
world, a sine wave ac current having an rms value of 1 A (A = ampere), passed through a resistive load,
produces the same heating effect as 1 A of dc current. Thus, one might expect delivered ac power to be
easily calculated in watts using Equation 4.1 and inserting rms values for current and voltage. While this
simple relationship holds true for the instantaneous voltage and current values as shown in Equation 4.1a
in general, it is not true for the rms quantities except for the special case when the ac current and voltage
are restricted to perfect sine waves 

 

and 

 

the load is a pure resistance.

(4.1a)

In real-world situations where current and/or voltage waveforms are not perfectly sinusoidal and/or
the loads are other than resistive, the relationships are no longer simple and the power delivered, or

 

active power,

 

 is usually less than the product of rms voltage and current, as shown in Equation 4.2.

P EIdc =

2

p eiinst. =
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The situation becomes more complex when alternating current is used to deliver power. Figure 4.1
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(4.2)

The product of rms voltage and rms current does, however, define a quantity termed 

 

apparent power,

 

U

 

, as shown in Equation 4.3.

(4.3)

A derived term, the 

 

power factor,

 

 

 

F

 

p

 

, used to express the relationship between delivered or active power,

 

P,

 

 and apparent power, 

 

U,

 

 is defined by Equation 4.4.

(4.4)

From Equations 4.2, 4.3, and 4.4, it is clear that the value of 

 

F

 

p

 

 must lie in a range between zero and one.
This chapter focuses on: (1) ac power relationships and the calculation of power factor; (2) the physical

meaning of these relationships; and (3) measurement techniques and instrumentation for determining
these relationships and calculating power factor.

 

4.1 Reasons for Interest in Power Factor

 

Power factor is a single number that relates the active power, 

 

P,

 

 to the apparent power, 

 

U.

 

 Electric
components of a utility distribution system are designed on a kVA basis; i.e., they are designed to operate
at a given voltage and carry a rated current without undue temperature rise. Transformer and conductor
sizes are chosen on this basis. While active power does useful work, reactive and harmonic powers do
no useful work, absorb system capacity, and increase system losses; but reactive and harmonic powers
are needed to provide magnetic fields or nonlinear currents. 

 

The capacity of electric systems is limited

 

FIGURE 4.1  

 

Sine wave characteristics. One cycle of a continuous wave is shown. The wave begins at a zero-crossing,
reaches a positive peak, continues through zero to a negative peak, and back to zero. The wave repeats every 360°

 

.

 

The wave angle can also be expressed as a function of frequency 

 

f 

 

and time 

 

t.

 

 For a given frequency, the wave angle
is related to the expression, 2

 

p

 

ft.

P E Iac rms rms£

U E I= rms rms

F
P

Up =
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by apparent power, not active power. Power factor expresses, with a single value, the extent to which an
electrical distribution system is efficiently and effectively utilized. 

 

A low value for the power factor means

reduced ability to deliver revenue-producing active power; from a user viewpoint, a low power factor
reduces the available active power or requires increased system size to deliver needed power.

 

4.2 Ac Electric Loads

 

Linear Loads

 

Electric loads in ac power systems with sinusoidal voltages are categorized by the way they draw current
from the system. Loads that draw sinusoidal currents, i.e., the current waveshape is the same as the
voltage waveshape, are defined as 

 

linear loads.

 

 Historically, a high percentage of electric loads have been
linear. Linear loads include: (1) induction motors; (2) incandescent lighting; and (3) heaters and heating
elements. Linear loads use ac electric power directly to accomplish their functions.

 

Nonlinear Loads

 

Electric loads that draw nonsinusoidal currents, i.e., the current waveshape differs from the voltage
waveshape, are defined as 

 

nonlinear loads.

 

 As energy savings and efficient use of electricity are emphasized,
an increased percentage of nonlinear electric devices, both new and replacement, are being installed.
Nonlinear loads include: (1) adjustable-speed motor drives; (2) fluorescent and arc-discharge lighting;
(3) computers and computerized controls; and (4) temperature-controlled furnaces and heating elements.
Nonlinear loads, rather than using ac electric power directly, often convert ac power into direct current
before it is used to accomplish their functions. A common element in nonlinear loads is some kind of
rectifier to accomplish this ac to dc conversion. Rectifiers do not draw sinusoidal currents.

 

4.3 Ac Power Relationships

  

Power calculations for sinusoidal ac electric systems require knowledge of the rms voltage, the rms current,

voltage and current. If the positive-going zero-crossing of the voltage is considered the reference point,
then the nearest positive-going zero-crossing of the current can occur at a wave angle either less than or
greater than this reference. If the current zero-crossing occurs before the reference, the current is said to

 

lead 

 

the voltage. If the current zero-crossing occurs after the reference, the current is 

 

lagging.

 

 If the zero-
crossing for the current coincides with the reference, the two waves are said to be 

 

in phase.

 

 The wave
angle, 

 

q,

 

 by which the current leads or lags the voltage is called the 

 

phase angle, 

 

in this case, 30°

 

.

 

Single-Phase Circuits

 

Power Calculations

 

The power delivered to do work is easily calculated [1]. Given a sinusoidal voltage of rms magnitude 

 

E

 

and sinusoidal current of rms magnitude 

 

I,

 

 displaced by angle 

 

q,

 

 at time 

 

t,

 

(4.

 

5)

Instantaneous voltage

Instantaneous current  note that  can have a positive or negative value

Instantaneous power

= ( )
= = -( ) ( )

= =

e E ft

i I ft

p ei

2 2

2 2

sin

sin

p

p q q
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and the phase relationships between the two. Figure 4.2 illustrates possible phase relationships between

Sinusoidal Voltage and Current

that much of the system capacity is not available for useful work. From a utility viewpoint, this means
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(4.5)

(4.5)

Equation 4.5 is the fundamental equation that defines power for systems in which the current and
voltage are sinusoidal. The application of this equation is illustrated for three cases: (1) the current and
voltage are in phase; (2) the current and voltage are out of phase by an angle less than 90°; and (3) the
current and voltage are out of phase by exactly 90°

 

.

 

Ac Power Examples

 

displacement angle is zero (0). (An example would be a resistance space heater.) The power curve is
obtained by multiplying together the instantaneous values of voltage and current as the wave angle is
varied from 0° to 360°

 

.

 

 Instantaneous power, the product of two sine waves, is also a sine wave. There
are two zero-crossings per cycle, dividing the cycle into two regions. In region (1) both the voltage and
current are positive and the resultant product, the power, is positive. In region (2) both the voltage and
current are negative and the power is again positive. The average power in watts, given by Equation 4.5,

 

EI

 

cos(0°

 

)

 

 = 

 

EI,

 

 is the maximum power that can be delivered to do work.

 

 

 

When sinusoidal voltage and
current are in phase, the delivered power in watts is the same as for dc and is the maximum that can be
delivered. 

 

The power factor, 

 

F

 

p

 

 = cos(0°

 

)

 

 = 1, or 

 

unity.

   

might be a lightly loaded induction motor.) The power sine wave again is obtained by multiplying together

 

FIGURE 4.2  

 

Sine wave phase angle. Two waves with the same zero-crossing are 

 

in phase. 

 

A sine wave that crosses
zero before the reference wave is 

 

leading,

 

 and one that crosses zero after the reference wave is 

 

lagging.

 

 The 

 

phase angle

 

q

 

 illustrated is 30° lagging.
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Figure 4.3 shows voltage current and power when the voltage and current are in phase and the current

Figure 4.4 shows voltage, current, and power when the current lags the voltage by 60°. (An example
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the instantaneous values of voltage and current. There are now four zero-crossings per cycle, dividing
the cycle into four regions. In regions (2) and (4), voltage and current have the same sign and the power
is positive. In regions (1) and (3), voltage and current have opposite signs, resulting in a negative value

 

FIGURE 4.3  

 

Voltage, current, and power for sine waves in phase. The vertical scales for voltage and current are
equal. The scale for power is relative and is selected to permit the display of all three waves on a single graph. The
voltage and current are in phase and both are sinusoidal. The power is everywhere positive, and average power
delivered to do work is the maximum power.

 

FIGURE 4.4  

 

Voltage, current, and power for sine waves 60° out of phase. The vertical scales for voltage and current

positive in regions (2) and (4), and negative in regions (1) and (3). Average power delivered to do work is less than
the maximum power.
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for the power. The average power in watts, given by Equation 4.5, 

 

EI

 

cos(60°

 

)

 

 = 

 

EI

 

(0.5), is less than the
maximum that could be delivered for the particular values of voltage and current. 

 

When voltage and
current are out of phase, the delivered power in watts is always less than the maximum. 

 

In this example,

 

F

 

p

 

 = cos(60°

 

)

 

 = 0.5.
Figure 4.5 shows voltage, current, and power when the current lags the voltage by 90°

 

.

 

 (This situation
is not attainable in the real world.) The power sine wave again is obtained by multiplying together the
instantaneous values of voltage and current. Again, four zero-crossings divide the cycle into four regions.
In regions (2) and (4), the power is positive, while in regions (1) and (3), the power is negative. The
average power in watts is given by Equation 4.5, 

 

EI

 

cos(90°

 

)

 

 = 0. No matter what the values of voltage
and current, 

 

when voltage and current are exactly 90°

 

 

 

out of phase, the delivered power in watts is always
zero. 

 

The power factor, 

 

F

 

p

 

 = cos (90°

 

)

 

 = zero.

 

Power Factor

 

Resolving the current into orthogonal components on a phasor diagram illustrates how delivered power
can vary from a maximum to zero, depending on the phase angle between the voltage and the current

nents [1]. The current 

 

I 

 

at an angle 

 

q

 

 relative to the voltage can be resolved into two vectors: 

 

I

 

cos(

 

q)

 

 and

 

I

 

sin(

 

q)

 

. The in-phase component 

 

I

 

cos(

 

q

 

) multiplied by the voltage gives average power in watts. The
current component that is 90° out of phase with the voltage, 

 

I

 

sin(

 

q

 

)

 

, 

 

is not associated with delivered
power and does not contribute to work. For want of a better name, this was often termed the 

 

wattless
component 

 

of the current. Since this wattless current could be associated with magnetic fields, it was
sometimes termed 

 

magnetizing current 

 

because, while doing no work, this current interacts through the
inductive reactance of an ac motor winding to provide the magnetic field required for such a motor to
operate.

Three types of power have been defined for systems in which both the voltage and current are
sinusoidal. Throughout the years, a number of different names have been given to the three power types.
The names in present usage will be emphasized.

 

FIGURE 4.5  

 

Voltage, current, and power for sine waves 90° out of phase. The vertical scales for voltage and current

positive in regions (2) and (4), negative in regions (1) and (3), and is of equal absolute magnitude in all four regions.
Average power delivered to do work is zero.
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amplitudes are the same as those for Figure 4.3. Current lags voltage by 90° and both are sinusoidal. The power is

sine waves. Figure 4.6 shows the voltage vector along with the current resolved into orthogonal compo-
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Active power is given the symbol P and is defined by Equation 4.5:

(4.5)

Other names for active power include: (1) real power and (2) delivered power. Active power is the
power that does work. Note that while all power quantities are volt-ampere products, only active power
is expressed in watts.

Reactive power is given the symbol Q and is defined by the equation:

(4.6)

Other names for reactive power include: (1) imaginary power; (2) wattless power; (3) and magnetizing
power. Reactive power is expressed in voltamperesreactive or vars. If the load is predominantly inductive,
current lags the voltage and the reactive power is given a positive sign. If the load is predominantly
capacitive, current leads the voltage and the reactive power is given a negative sign.

Phasor power is given the symbol S and is defined by the equation:

(4.7)

Phasor power was called apparent power for many years, and it will be seen in a later section that phasor
power S, for sinusoidal voltages and currents, is identical to what is now called apparent power U. Phasor
power is expressed in voltamperes or VA.

Figure 4.7 is a phasor diagram, often called a power triangle, which illustrates the relationships among
the three types of power defined above. Reactive power is orthogonal to active power, and is shown as
positive for lagging current. It is clear that the definition of phasor power, Equation 4.7, is geometrically
derived from active and reactive power.

FIGURE 4.6  Phasor diagram for current and voltage. Voltage is the reference phasor. The current I has been resolved
into orthogonal components Icosq and Isinq. (From Reference [1].)

FIGURE 4.7  Power triangle showing the geometric relationships between active, reactive, and phasor power. Power
factor is defined geometrically as cosq.

P EI= ( )cos q

Q EI= ( )sin q

S P Q= +2 2
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Power factor is given the symbol Fp and for sinusoidal quantities is defined by the equation:

(4.8)

Since the power factor can be expressed in reference to the displacement angle between voltage and
current, power factor so defined should be termed displacement power factor, and the symbol is often
written Fp displacement. Values for displacement power factor range from one (unity) to zero as the current
displacement angle varies from 0° (current and voltage in phase) to 90°. Since the cosine function is
positive in both the first and fourth quadrants, the power factor is positive for both leading and lagging
currents. To completely specify the voltage–current phase relationship, the words leading or lagging must
be used in conjunction with power factor. Power factor can be expressed as a decimal fraction or as

or 50% lagging.

Polyphase Circuits

Power Calculations

The power concepts developed for single-phase circuits with sinusoidal voltages and currents can be
extended to polyphase circuits. Such circuits can be considered to be divided into a group of two-wire
sets, with the neutral conductor (or a resistively derived neutral for the case of a delta-connected, three-
wire circuit) paired with each other conductor. Equations 4.3 to 4.5 can be rewritten to define power
terms equivalent to the single-phase terms. In these equations, k represents a phase number, m is the
total number of phases, and a and b are, respectively, the voltage and current phase angles with respect
to a common reference frame.

(4.9)

(4.10)

and, restating Equation 4.7:

For example, a three-phase sinusoidal power distribution service, with phases a, b, and c:

Power Factor

Power factor is defined by Equation 4.11. Note that it is no longer always true to say that power factor
is equal to the cosine of the phase angle. In many three-phase balanced systems, the phase angles of all
three phases are equal and the cosine relationship holds. In unbalanced systems, such as that represented

F
P

Sp

ACTIVE POWER

PHASOR POWER

WATTS

VOLTAMPS
= = = = cosq

P E Ik k

k

m
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percent. For example, the power factor of the case shown in Figure 4.4 is expressed either as 0.5 lagging
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by the phasor diagram Figure 4.8, each phase has a different phase angle, the phase voltages and currents
are not equal, and the cosine relationship fails [3].

(4.11)

Nonsinusoidal Voltage and Current

Fourier Analysis

mode power supply. Due to the nature of the bridge rectifier circuit in this power supply, current is

and the power is everywhere positive. However, power is delivered to the load during only part of the
cycle and the average power is much lower than if the current had been sinusoidal. The current waveshape
required by the load presents a problem to the ac power system, which is designed to deliver only sine
wave current. The solution to this problem is based on mathematical concepts developed in 1807 for
describing heat flow by Jean Baptiste Joseph Fourier, a French mathematician [4]. Fourier’s theorem
states that any periodic function, however complex, can be broken up into a series of simple sinusoids,
the sum of which will be the original complex periodic variation. Applied to the present electrical problem,
Fourier’s theorem can be stated: any periodic nonsinusoidal electrical waveform can be broken up into a
series of sinusoidal waveforms, each a harmonic of the fundamental, the sum of which will be the original
nonsinusoidal waveform.

Harmonics

a fundamental sine wave and two harmonic waves — the 3rd and 5th harmonics. The harmonic numbers
3 and 5 express the number of complete cycles for each harmonic wave per cycle of the fundamental (or
1st harmonic). Each harmonic wave is defined by its harmonic number, its amplitude, and its phase
relationship to the fundamental. Note that the fundamental frequency can have any value without

FIGURE 4.8  Phasor diagram for a sample polyphase sinusoidal service in which each phase has a different phase
angle. Power factor cannot be defined as the cosine of the phase angle in this case. (From Reference [3].)
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Figure 4.9 shows voltage, current, and power for a typical single-phase nonlinear load, a computer switch-

Harmonics are defined as continuous integral multiples of the fundamental waveform. Figure 4.10 shows

changing the harmonic relationships, as shown in Table 4.1.

drawn from the line in sharp spikes. The current peak is only slightly displaced from the voltage peak
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FIGURE 4.9  Voltage, current, and power for a single-phase, switch-mode computer power supply, a typical non-
linear load. The current is no longer sinusoidal.

FIGURE 4.10  Harmonics are continuous integral multiples of the fundamental frequency. The 5th harmonic is
shown, in phase with the fundamental, while the 3rd harmonic is 180° out of phase.

TABLE 4.1 Harmonics and Their Relationship 
to the Fundamental Frequency

Harmonic Frequency Frequency Frequency
number (Hz) (Hz) (Hz)

1 60 50 400
2 120 100 800
3 180 150 1200
4 240 200 1600
5 300 250 2000
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Power Calculations

Calculating power delivered to do work for a nonlinear load is somewhat more complicated than if the
current were sinusoidal. If the fundamental component of the voltage at frequency f is taken as a reference
(the a-phase fundamental for a polyphase system), the subscript “1” means the fundamental, and E
denotes the peak value of the voltage; then the voltage can be expressed as:

The voltage fundamental will then have an amplitude Ea1 and pass through zero in the positive going
direction at time t = 0. If h = harmonic number, and Eh and Ih are peak amplitudes of the harmonic
voltage and current, respectively, then general expressions for any harmonic will be:

To compute the power associated with a voltage and current waveform, take advantage of the fact that
products of harmonic voltages and currents of different frequency have a time average of zero. Only
products of voltages and currents of the same frequency are of interest, giving a general expression for
harmonic power as:

Simplifying with trigonometric identities, evaluating over an integral number of cycles, and replacing
peak voltage and current with rms values, the average power becomes:

For a single-phase system where h is the harmonic number and H is the highest harmonic, the total
average power or active power is given by:

(4.12)

Total average reactive power is given by:

(4.13)

It should be noted that in the real world, the actual contribution of harmonic frequencies to active and
reactive power is small (usually less than 3% of the total active or reactive power). The major contribution
of harmonic frequencies to the power mix comes as distortion power, which will be defined later.

For a polyphase system wherein r is the phase identification and N is the number of conductors in the
system, including the neutral conductor, total average power for a polyphase system is given by:

(4.14)
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Total average reactive power is given by:

(4.15)

Power Factor

Single-Phase Systems

where P is the algebraic sum of the active powers for the fundamental and all the harmonics
(Equation 4.12), and Q is the algebraic sum of the reactive powers for the fundamental and all the
harmonics (Equation 4.13). Therefore, phasor power is based on the fundamental and harmonic active
and reactive powers. It is found, however, that phasor power S is no longer equal to apparent power U
and a new power phasor must be defined to recognize the effects of waveform distortion. A phasor
representing the distortion, termed distortion power and given the symbol D, is defined by:

(4.16)

as the sign of the total active power. The relationships among the various power terms are displayed in

forms, is defined by the equation:

(4.17)

From Equations 4.7 and 4.16 we obtain:

(4.7)

(4.18)

FIGURE 4.11  Phasor diagram for a single-phase, nonsinusoidal service in which the voltage and current contain
harmonics. Geometric relationships are shown between active, reactive, phasor, distortion, and apparent powers.
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For a single-phase system, phasor power is again given by Equation 4.7 and illustrated by Figure 4.7,

Figure 4.11, a three-dimensional phasor diagram. Power factor, in direct parallel with sinusoidal wave-

Without further definite information as to the sign of distortion power, its sign is selected the same
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It is clear that when waveforms are sinusoidal, i.e., linear loads are drawing current, that there is no

U becomes equal to S. When, however, nonlinear loads are drawing harmonic currents from the system,

is small and one is frequently interested mainly in the fundamental quantities.
The power factor associated only with the fundamental voltage and current components was termed

the displacement power factor Fp displacement where Equations 4.7 and 4.8 are written [5]:

and

When harmonics are present, Fp is always smaller than Fp displacement.

Polyphase Systems

For a polyphase system, phasor power, S, is again given by Equation 4.7, but one must now use the total
values for P and Q calculated using Equations 4.14 and 4.15. One can then define the apparent power
U in one of two ways.

• Arithmetic apparent power. The arithmetic apparent power is given the symbol Ua, and is defined
by Equation 4.19, where Er and Ir are the rms values for the respective phases and M equals the
number of phases. Ua is a scalar quantity.

(4.19)

• Apparent power. Apparent power is given the symbol U and is defined by Equation 4.18 using
total values for P and Q as defined by Equations 4.14 and 4.15, and a total value for D determined

polyphase apparent power [6]. Note that Ua uses arithmetic addition of vector magnitudes and is
equal to apparent power U only if the polyphase voltages and currents have equal magnitudes and
equal angular spacings, a situation that often exists in balanced three-phase systems. The two
alternative definitions of apparent power, U and Ua, give rise to two possible values for power
factor: (1) Fp = P/U; and (2) Fpa = P/Ua. Apparent power U and power factor Fp are the preferred
definitions since using Ua can give unexpected results with some nonsymmetric service arrangements
such as four-wire delta, and, with extremely unbalanced resistive loads, Fpa can exceed 1.0. Despite
these shortcomings, arithmetic apparent power has become quite widely used due to the comparative
simplicity of its measurement and calculation. With the advent of sophisticated digital meters, there
is no longer any advantage to using arithmetic apparent power and its use will surely decrease.

4.4 Power Factor “Measurement”

There are no instruments that measure power factor directly. (Power stations and large substations often
use phase angle meters with a power factor scale representing cos (q) to display power factor. Such meters
are accurate only for sinusoidal balanced polyphase systems.) One must remember that, of all the ac
power quantities discussed, the only ones that can be directly measured are voltages, currents, and their
time relationships (phase angles). All other ac power quantities are derived mathematically from these
measured quantities. The only one of these derived values that has physical reality is the active power P
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distortion power and Equation 4.18 reduces to Equation 4.7. Likewise as shown in Figure 4.13, as the

U will be greater than S. As already noted, the contribution of the harmonics to the total power quantities

distortion power vector goes to zero, the figure becomes two-dimensional and reduces to Figure 4.7, and

using Equation 4.16 for each phase. Figure 4.12 illustrates the two alternative concepts for
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(the quantity that does work); the others are mathematical constructs. Therefore, correct determination
of power factor requires accurate measurement of voltage and current, and proficient mathematics.

Metering for Linear Loads

By the early 1920s, the concepts of active, reactive, and apparent (since renamed phasor) power, and
power factor were known, and metering capabilities had been developed to enable their determination.
Energy meters utilizing voltage and current coils driving an induction disk inherently measured active
power P (EI cosq), which was displayed on a mechanical register. Using the trigonometric identity EI
sinq = EI cos(90° + q), with voltage delayed 90°, a similar energy meter displayed reactive power Q and,
with these two values, displacement power factor was calculated. Voltage delay (phase shifting) was
accomplished using specially wound transformers.

Through the years, the method of obtaining the 90° phase shift has been updated. Analog electronic
meters are available that provide the 90° phase shift electronically within the meter. More recently, digital
meters have been developed that sample voltages and currents at regular intervals and digitize the results.
Voltages and currents are multiplied as they are captured to compute active power. Past voltage samples
delayed by a time equal to a quarter cycle (90°) are multiplied by present current values to obtain reactive
power. Active–reactive metering of this type is a widely utilized method for determining displacement
power factor for utility billing. These meters do not accurately measure the effect of harmonic currents
because the delay of the voltage samples is based on the fundamental frequency and is incorrect for the
harmonics. (The important 5th harmonic, which is frequently the predominant harmonic component,
is accurately measured because it is delayed 450° (5 ¥ 90°), which is equivalent to the correct 90° delay).

Metering for Nonlinear Loads

With the application of high-speed digital computing techniques for measurement of ac currents and
voltages, together with digital filtering, the quantities necessary for accurate and correct calculation of
power factor are susceptible to direct computation. In practice, the ac waveforms are sampled at a
frequency greater than twice the highest frequency to be measured, in compliance with well-known

FIGURE 4.12  Phasor diagram for a three-phase, nonsinusoidal service in which the voltage and current contain
harmonics. Arithmetic apparent power Ua is the length of the segmented line abcd and is a scaler quantity. Ua can
be represented by the line ab¢c¢d¢. The diagonal ad, a vector quantity, is the apparent power U [6].
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sampling theories. Data obtained can be treated using Fourier’s equations to calculate rms values for
voltage, current, and phase angle for the fundamental and each harmonic frequency. Power quantities
can be obtained with digital filtering in strict accordance with their ANSI/IEEE STD 100 definitions.
Power quantities can be displayed for the fundamental only (displacement power factor), or for funda-
mental plus all harmonics (power factor for nonsinusoidal waveforms).

Metering Applications

Instruments with the capabilities described above are often called harmonic analyzers, and are available
in both single-phase and polyphase versions. They can be portable, in which case they are often used for
power surveys, or panel mounted for utility and industrial revenue metering. Polyphase analyzers can
be connected as shown in Figures 4.13 and 4.14. Care must be taken to connect the instrument properly.
Both voltage leads and current transformers must be connected to the proper phases, and the current
transformers must also be placed with the correct polarity. Most instruments use color-coded voltage
connectors. Correct polarity is indicated on the current transformers by arrows or symbols, and complete
hook-up and operating instructions are included. When single-phase instruments are used, the same
precautions must be followed for making connections.

FIGURE 4.13  Meter connections for a one-, two-, or three-phase, three-wire service. Voltage leads are connected
to phases a, b, and c, or to a, c, and neutral as the system dictates. Care must be taken to connect the voltage lead
for each phase to the input corresponding to the input for the current transformer reading that phase, and directional
characteristics of the transformers must be observed. Only two current connections are required.

FIGURE 4.14  Meter connections for a three-phase, four-wire wye or delta connected service. Voltage leads are
connected to phases a, b, and c, and to the neutral. Care must be taken to connect the voltage lead for each phase
to the input corresponding to the input for the current transformer reading that phase, and directional characteristics
of the transformers must be observed. In situations where measurement of neutral currents is desired, a fourth
current transformer can be used to read the neutral. A fourth voltage connection might be used to read neutral-
ground voltages.
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4.5 Instrumentation

Table 4.2 lists a sampling of harmonic and power factor measuring instruments available from major
manufacturers. All instruments listed use some type of Fourier calculations and/or digital filtering to
determine power values in accordance with accepted definitions. Many can be configured to measure
nonharmonic-related power quality concerns. Unless otherwise noted, all instruments require the pur-
chase of one current probe per input. Probes are available for measuring currents from 5 A to several
thousand amperes. For comparison purposes, priced probes will be those with a 600 A range. Voltage

TABLE 4.2 Selected Instrumentation for Harmonic and Power Factor Measurement

Manufacturer Model V/I inputs Display type Communication Special features List price (US$)

Hand-held units

Amprobe HA2000 1/1 Visual RS232 Hand-held, probe 
included, 21 
nonvolatile 
memories

990

BMI 155 1/1 Visual Optional 
printer, 
RS232

Hand-held, 1145 + 
550 (printer) + 
380 (probe)

BMI 355 4/3 Visual Optional printer, 
RS232

Hand-held 1995 + 550 
(printer) + 
380/probe

Dranetz 4300 4/4 Panel for 
data and 
graphs 
RS232

Hand-held, 
battery or 
ac power, 
optional 
PCMCIA 
memory 
card

5000 + 450/probe

Fluke 39 1/1 Visual None Probe included 895
Fluke 41b 1/1 Visual RS232 Probe included, 8 

memories, 
logging with 
computer and 
supplied 
software

1795

Portable units

BMI 3030A 4/4 Built-in 
printer for 
data and 
graphs 
optional 
internal 
modem

Portable, optional 
built-in disk drive 
for storage, 
longterm 
monitoring, 
optional PQ 
configurations

6800 + 600 
(modem) + 
1895 (disk 
storage) + 590/
probe

Dranetz PP1-R 4/4 Panel for 
data and 
graphs

PCMCIA card slot Long-term 
monitoring, 
optional PQ 
configurations, 
remote control 
by software

12,000 + 450/
probe
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leads are usually supplied as standard equipment. Table 4.3 contains addresses of these manufacturers.
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TABLE 4.2 (continued) Selected Instrumentation for Harmonic and Power Factor Measurement

Manufacturer Model V/I inputs Display type Communication Special features List price (US$)

PC-based units

BMI 7100 4/4 PC-based 
(not 
included)

PC connection cord Portable, uses 
computer for 
storage, 
optional 
software, 
longterm 
monitoring, 
optional PQ 
configurations

5294 + PC + 395
(software) + 
415/probe

Cooper V-Monitor II 4/4 PC-based 
(not 
included)

Serial port Portable, 
software and 
signal interface 
and data 
acquisition 
board, long-
term 
monitoring

12,000 + 500/
probe

RPM 1650 4/5 PC-based, 
not 
included

Ethernet longterm 
monitoring, 
optional PQ 
configurations, 
remote control by 
software

6250 + 750 
software + 490/
probe

Panel-mounted

Cutler-
Hammer/
Westinghouse

4/4 Panel Optional 
IMPACC

Panel-mount to 
replace meters, 
monitoring

3690 + input 
devices

General 
Electric

kV Vector 
Electricity 
Meter

Socket Programmable 
multifunction 
LCD display pulse 
output for 
measured power 
quantities replaces 
industrial revenue 
meters, calculates 
and accumulates 
all power and 
revenue data

595 + 495 
(software)

Square D Powerlogic 
PM620

3/3 LCD panel RS485 Panel meter 
replacement, 
calculates and 
accumulates 
power data

1583 + probes

Square D Powerlogic 
CM2350

3/3 Panel RS485 Connect to 
network, 
remote 
controller, 
monitoring

4290 + probes
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Defining Terms

Active power: A term used to express the real power delivered to do work in an ac distribution system.
Reactive power: A term used to express the imaginary power that does no work but provides magneti-

zation to enable work in an ac distribution system.
Phasor power: A term used to express the product of volts and amperes in an ac distribution system in

which voltage and current are sinusoidal.
Harmonic power: A term used to express the power due to harmonic frequencies in an ac distribution

system in which voltage and/or current are nonsinusoidal.
Apparent power: A term used to express the product of volts and amperes in an ac distribution system

in which voltage and/or current are nonsinusoidal.
Power factor: A single number, calculated by dividing active power by either the phasor power or the

apparent power, which describes the effective utilization of ac distribution system capacity.
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1. D.F. Bullock, Methods of measuring apparent power, GE Meter, Missouri Valley Electrical Assoc.,
Annu. Eng. Conf., Kansas City, MO, 1996.

2. ANSI/IEEE Std 100, Dictionary of Electrical and Electronic Terms, 1992, New York: IEEE, 1993.
3. D.F. Bullock, Phase Angle Relationships, Part 1: Theory, GE Meter Arkansas Electric Meter School,

1995.
4. I. Assimov, Assimov’s Biographical Encyclopedia of Science and Technology, New Rev. Ed., Garden

City, NY: Doubleday & Co., 1972.
5. D.F. Bullock, private communication.
6. D.F. Bullock and D.D. Elmore, MIND UR PS & QS, GE Meter EEI-AEIC Meter and Service Com-

mittee Meeting, Dallas, TX, 1994.

Further Information

H.L. Curtis and F.B. Silsbee, Definitions of power and related quantities, AIEE Summer Conf., 1935.

TABLE 4.3 Manufacturers of Power Factor Measuring Harmonic Analyzers

Amprobe Instruments Cutler Hammer Inc. GE Meter
630 Merrick Road Westinghouse & Cutler-Hammer Products 130 Main Street
Lynbrook, NY 11563 Five Parkway Center Somersworth, NH 03878
Tel: (516) 593-5600 Pittsburgh, PA 15220 Tel: (603) 749-8477

Tel: (412) 937-6100
BMI Reliable Power Meters, Inc.
3250 Jay Street Dranetz Technologies, Inc. 400 Blossom Hill Road
Santa Clara, CA 95054 1000 New Durham Road Los Gatos, CA 95032
Tel: (408) 970-3700 Edison, NJ 08818-4019 Tel: (408) 358-5100

Tel: (800) DRANTEC
Cooper Power Systems Division Square D Power Logic
11131 Adams Road Fluke Corporation 330 Weakley Road
P.O. Box 100 P.O. Box 9090 Smyrna, TN 37167-9969
Franksville, WI 53126-0100 Everett, WA 98206 Tel: (615) 459-8552
Tel: (414) 835-2921 Tel: (800) 44FLUKE
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The notion of “phase” is usually associated with 

 

periodic 

 

or repeating signals. With these signals, the
waveshape perfectly repeats itself every time the 

 

period 

 

of repetition elapses. For periodic signals one can
think of the phase at a given time as the fractional portion of the period that has been completed. This
is commonly expressed in degrees or radians, with full cycle completion corresponding to 360° or 2

 

p

 

radians. Thus, when the cycle is just beginning, the phase is zero. When the cycle is half completed, the

  

of a cycle that is completed, the phase depends on where the beginning of the cycle is taken to be. There
is no universal agreement on how to specify this beginning. For a sinusoidal signal, probably the two
most common assumptions are that the start of the cycle is (1) the point at which the maximum value
is achieved, and (2) the point at which the negative to positive zero-crossing occurs. Assumption (1) is
common in many theoretical treatments of phase, and for that reason is adopted in this chapter. It should
be noted, however, that assumption (2) has some benefits from a measurement perspective, because the
zero-crossing position is easier to measure than the maximum.

The measurement of phase is important in almost all applications where sinusoids proliferate. Many
means have therefore been devised for this measurement. One of the most obvious measurement tech-
niques is to directly measure the fractional part of the period that has been completed on a cathode-ray
oscilloscope (CRO). Another approach, which is particularly useful when a significant amount of noise
is present, is to take the Fourier transform of the signal. According to Fourier theory, for a sinusoidal
signal, the energy in the Fourier transform is concentrated at the frequency of the signal; the initial phase
of the signal (i.e., the phase at time, 

 

t 

 

= 0) is the phase of the Fourier transform at the point of this
energy concentration. The measurements of initial phase and frequency obtained from the Fourier
transform can then be used to deduce the phase of the signal for any value of time.
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phase is half of 360°, or 180° (see Figure 5.1). It is important to note that if phase is defined as the portion
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Frequently what is needed in practice is a measurement of the 

 

phase difference 

 

between two signals of
the same frequency; that is, it is necessary to measure the 

 

relative phase 

 

between two signals rather than
the 

 

absolute phase 

 

of either one (see Figure 5.2). Often, in the measurement of the relative phase between
two signals, both signals are derived from the same source. These signals might, for example, be the
current and voltage of a power system; the relative phase, 

 

f,

 

 between the current and voltage would then
be useful for monitoring power usage, since the latter is proportional to the cosine of 

 

f.

 

FIGURE 5.1  

 

The phase of a periodic sinusoidal signal. The time scale is arbitrary.

 

FIGURE 5.2  

 

Two signals with a relative phase difference of 

 

f

 

 between them. The time scale is arbitrary.
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Several techniques are available for the measurement of “relative phase.” One crude method involves
forming “Lissajous figures” on an oscilloscope. In this method, the first of the two signals of interest is
fed into the vertical input of a CRO and the other is fed into the horizontal input. The result on the
oscilloscope screen is an ellipse, the intercept and maximum height of which can be used to determine
the relative phase. Other methods for determining relative phase include the crossed-coil meter (based
on electromagnetic induction principles), the zero-crossing phase meter (based on switching circuitry
for determining the fractional portion of the period completed), the three-voltmeter method (based on
the use of three signals and trigonometric relationships), and digital methods (based on analog-to-digital
conversion and digital processing).

 

5.1 Amplitude, Frequency, and Phase of a Sinusoidal Signal

 

An arbitrary sinusoidal signal can be written in the form:

(5.1)

where

 

A 

 

= Peak amplitude

 

f 

 

= Frequency

 

w

 

 = Angular frequency

 

f

 

0

 

 = Phase at time 

 

t 

 

= 0

This signal can be thought of as being the real part of a complex phasor that has amplitude, 

 

A,

 

 and which
rotates at a constant angular velocity 

 

w

 

 = 2

 

p

 

f 

 

in the complex plane (see Figure 5.3).
Mathematically, then, 

 

s

 

(

 

t

 

) can be written as:

(5.2)

where 

 

z

 

(

 

t

 

) is the complex phasor associated with 

 

s

 

(

 

t

 

), and 

 

¬

 

{.} denotes the real part. The “phase” of a
signal at any point in time corresponds to the angle that the rotating phasor makes with the real axis.
The initial phase (i.e., the phase at time 

 

t 

 

= 0) is 

 

f

 

0

 

.

 

 The “frequency” 

 

f 

 

of the signal is 1/2

 

p

 

 times the
phasor’s angular velocity.

There are a number of ways to define the phase of a real sinusoid with unknown amplitude, frequency,
and initial phase. One way, as already discussed, is to define it as the fractional part of the period that

 

FIGURE 5.3  

 

A complex rotating phasor, 
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has been completed. This is a valid and intuitively pleasing definition, and one that can be readily
generalized to periodic signals that contain not only a sinusoid, but also a number of harmonics. It
cannot, however, be elegantly generalized to allow for slow variations in the frequency of the signal, a
scenario that occurs in communicatons with phase and frequency modulation. Gabor put forward a
definition in 1946 that can be used for signals with slowly varying frequency. He proposed a mathematical
definition for generating the complex phasor, 

 

z

 

(

 

t

 

), associated with the real signal, 

 

s

 

(

 

t

 

). The so-called

 

analytic signal z

 

(

 

t

 

) is defined according to the following definition [1]:

(5.3)

where 

 

�

 

{ } denotes the 

 

Hilbert transform 

 

and is given by:

(5.4)

with 

 

p.v. 

 

signifying the Cauchy principal value of the integral [2].
The imaginary part of the analytic signal can be generated practically by passing the original signal

through a “Hilbert transform” filter. From Equations 5.3 and 5.4, it follows that this filter has impulse
response given by 1/

 

p

 

t.

 

 The filter can be implemented, for example, with one of the HSP43xxx series of
ICs from Harris Semiconductors. Details of how to determine the filter coefficients can be found in [2].

Having formally defined the analytic signal, it is possible to provide definitions for phase, frequency,
and amplitude as functions of time. They are given below.

(5.5)

(5.6)

(5.7)

The definitions for phase, frequency, and amplitude can be used for signals whose frequency and/or
amplitude vary slowly with time. If the frequency and amplitude do vary with time, it is common to talk
about the “instantaneous frequency” or “instantaneous amplitude” rather than simply the frequency or
amplitude.

Note that in the analytic signal, the imaginary part lags the real part by 90°

 

.

 

 This property actually
holds not only for sinusoids, but for the real and imaginary parts of all frequency components in
“multicomponent” analytic signals as well. The real and imaginary parts of the analytic signal then
correspond to the “in-phase (I)” and “quadrature (Q)” components used in communications systems.

In a balanced three-phase electrical power distribution system, the analytic signal can be generated by
appropriately combining the different outputs of the electrical power signal; that is, it can be formed
according to:

(5.8)
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5.2 The Phase of a Periodic Nonsinusoidal Signal

 

It is possible to define “phase” for signals other than sinusoidal signals. If the signal has harmonic
distortion components present in addition to the fundamental, the signal will still be periodic, but it will
no longer be sinusoidal. The phase can still be considered to be the fraction of the period completed.
The “start” of the period is commonly taken to be the point at which the initial phase of the fundamental
component is 0, or at a zero-crossing. This approach is equivalent to just considering the phase of the
fundamental, and ignoring the other components. The Fourier method provides a very convenient
method for determining this phase — the energy of the harmonics in the Fourier transform can be
ignored.

 

5.3 Phase Measurement Techniques

 

Direct Oscilloscope Methods

 

Cathode-ray oscilloscopes (CROs) provide a simple means for measuring the phase difference between
two sinusoidal signals. The most straightforward approach to use is direct measurement; that is, the
signal of interest is applied to the vertical input of the CRO and an automatic time sweep is applied to
the horizontal trace. The phase difference is the time delay between the two waveforms measured as a
fraction of the period. The result is expressed as a fraction of 360° or of 2

 

p

 

 radians; that is, if the time

are not sinusoidal but are periodic, the same procedure can still be applied. The phase difference is just
expressed as a fraction of the period or as a fractional part of 360°

 

.

 

Care must be taken with direct oscilloscope methods if noise is present. In particular, the noise can
cause triggering difficulties that would make it difficult to accurately determine the period and/or the
time delay between two different waveforms. The “HF reject” option, if available, will alleviate the
triggering problems.

 

Lissajous Figures

 

Lissajous figures are sometimes used for the measurement of phase. They are produced in an oscilloscope
by connecting one signal to the vertical trace and the other to the horizontal trace. If the ratio of the
first frequency to the second is a rational number (i.e., it is equal to one small integer divided by another),

 

FIGURE 5.4  

 

Lissajous figures for two equal-amplitude, frequency-synchronized signals with a relative phase differ-
ence of (a) O, (b) 

 

p/

 

4, (c) 

 

p/

 

2

 

,

 

 (d) 3

 

p/

 

4

 

,

 

 

 

(

 

e) 

 

p,

 

 

 

(

 

f) –

 

p/

 

4

 

.

 

1733 FrameBook  Page 5  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

delay is 1/4 of the period, then the phase difference is 1/4 of 360° = 90° (see Figure 5.2). If the waveforms

then a closed curve will be observed on the CRO (see Figures 5.4 and 5.5). If the two frequencies are
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unrelated, then there will be only a patch of light observed because of the persistance of the oscilloscope
screen.

If the two signals have the same frequency, then the Lissajous figure will assume the shape of an ellipse.
The ellipse’s shape will vary according to the phase difference between the two signals, and according to
the ratio of the amplitudes of the two signals. Figure 5.6 shows some figures for two signals with

determining the phase is:

(5.9)

         

FIGURE 5.5  

 

Lissajous figures for two signals with vertical frequency: horizontal frequency ratios of (a) 2:1, (b) 4:1,
(c) 4:3.

 

FIGURE 5.6  

 

Lissajous figures for two signals with synchronized frequency and various phase differences: (a) phase
difference = 0°, (b) phase difference = 45°, (c) phase difference = 90°, (d) phase difference = 135°, (e) phase difference =
180°, (f) phase difference = 315°.

sin f( ) = ± Y

H
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shows some figures for two signals that are identical in frequency and have a phase difference of 45°, but

synchronized frequency and equal amplitudes, but different phase relationships. The formula used for

where H is half the maximum vertical height of the ellipse and Y is the intercept on the y-axis. Figure 5.7
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with different amplitude ratios. Note that it is necessary to know the direction that the Lissajous trace
is moving in order to determine the sign of the phase difference. In practice, if this is not known 

 

a priori,

 

then it can be determined by testing with a variable frequency signal generator. In this case, one of the
signals under consideration is replaced with the variable frequency signal. The signal generator is adjusted
until its frequency and phase equal that of the other signal input to the CRO. When this happens, a
straight line will exist. The signal generator frequency is then increased a little, with the relative phase
thus being effectively changed in a known direction. This can be used to determine the correct sign in
Equation 5.9.

Lissajous figure methods are a little more robust to noise than direct oscilloscope methods. This is

much easier to interpret when harmonics are present. The accuracy of oscilloscope methods is compar-
atively poor. The uncertainty of the measurement is typically in excess of 1°.

 

Zero-Crossing Methods

 

This method is currently one of the most popular methods for determining phase difference, largely

signals, denoted 

 

A 

 

and 

 

B

 

, which have the same frequency but different amplitudes. Each negative to
positive zero-crossing of signal 

 

A 

 

triggers the start of a rectangular pulse, while each negative to positive
zero-crossing of signal 

 

B 

 

triggers the end of the rectangular pulse. The result is a pulse train with a pulse
width proportional to the phase angle between the two signals. The pulse train is passed through an
averaging filter to yield a measure of the phase difference. It is also worth noting that if the positive to
negative zero-crossings are also used in the same fashion, and the two results are averaged, the effects of
dc and harmonics can be significantly reduced.

To implement the method practically, the analog input signals must first be converted to digital signals
that are “high” if the analog signal is positive, and “low” if the analog signal is negative. This can be done,

provides a circuit to do the conversion. In practice, high-accuracy phase estimates necessitate that the
switching of the output between high and low be very sharp. One way to obtain these sharp transitions
is to have several stages of “amplify and clip” preceding the Schmitt trigger.

FIGURE 5.7  Lissajous figures for two signals with synchronized frequency, a phase difference of 45°, and various
amplitude ratios: (a) amplitude ratio of 1, (b) amplitude ratio of 0.5, (c) amplitude ratio of 2.
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because there are no triggering problems due to random noise fluctuations. Direct methods are, however,

for example, with a Schmitt trigger, along with an RC stabilizing network at the output. Chapter 21

because of the high accuracy achievable (typically 0.02°). The process is illustrated in Figure 5.8 for two
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The digital portion of the zero-crossing device can be implemented with an edge-triggered RS flip-
flop and some ancillary circuitry, while the low-pass filter on the output stage can be implemented with

A simpler method for measuring phase based on zero-crossings involves the use of an exclusive or
(XOR) gate. Again, the analog input signals must first be converted to digital pulse trains. The two inputs
are then fed into an XOR gate and finally into a low-pass averaging filter. The circuit is illustrated in

phase shift between the two signals is between 0 and p radians. It is therefore not widely used.

The Three-Voltmeter Method

The measurement of a phase difference between two voltage signals, vac, and vbc, can be expedited if there
is a common voltage point, c. The voltage between points b and a (vba), the voltage between points b and
c (vbc), and the voltage between points c and a (vca) are measured with three different voltmeters. A vector
diagram is constructed with the three measured voltages as shown in Figure 5.9. The phase difference

FIGURE 5.8  Input, output, and intermediate signals obtained with the zero-crossing method for phase measure-
ment. Note that the technique is not sensitive to signal amplitude.

FIGURE 5.9  A vector diagram for determining the phase angle, f, between two ac voltages, vac and vbc, with the
three-voltmeter method.
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Chapter 21. A disadvantage with this method is that it is only effective if the duty cycle is 50% and if the

an RC network. A simple circuit to implement the digital part of the circuit is shown in Chapter 21.
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between the two vectors, vac and vbc

The formula for the phase difference, f, in radians is given by:

(5.10)

The Crossed-Coil Method

The crossed-coil phase meter is at the heart of many analog power factor meters. It has two crossed coils,
denoted A and B, positioned on a common shaft but aligned at different angles (see Figure 5.10). The
two coils move as one, and the angle between them, b, never changes. There is another independent
nonrotating coil, C, consisting of two separate parts, “enclosing” the rotating part (see Figure 5.10). The
separation of coil C into two separate parts (forming a Helmholtz pair) allows the magnetic field of coil
C to be almost constant in the region where the rotating A and B coils are positioned.

Typically the system current, I, is fed into coil C, while the system voltage, V, is applied to coil A via
a resistive circuit. The current in coil A is therefore in phase with the system voltage, while the current
in coil C is in phase with the system current. Coil B is driven by V via an inductive circuit, giving rise
to a current that lags V (and therefore the current in coil A) by 90°. In practice, the angle between the
currents in coils A and B is not quite 90° because of the problems associated with achieving purely resistive
and purely inductive circuits. Assume, then, that this angle is b. If the angle between the currents in coil
B and in coil C is f, then the angle between the currents in coils A and C is b + f. The average torque
induced in coil A is proportional to the product of the average currents in coils A and C, and to the
cosine of the angle between coil A and the perpendicular to coil C. The average torque induced in coil A
is therefore governed by the equation:

(5.11)

where IA and IC = Constants
w = Angular frequency

f + b = Relative phase between the currents in coils A and C
g = Angle between coil A and the perpendicular to coil C

µ = Signifies “is proportional to”

Assuming that the current in coil B lags the current in coil A by b, then the average torque in coil B
will be described by:

FIGURE 5.10  Diagram of a crossed-coil device for measuring phase. Coils A and B are the rotating coils. Coil C
(left and right parts) is the stationary coil.

p f- = + -Ê
ËÁ

�
�̄

-cos 1
2 2 2

2

v v v

v v
ca bc ba

ca bc

T I I kA A C Aµ +( ) ( ) = +( ) ( )cos cos cos cosf b g f b g

1733 FrameBook  Page 9  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

, is determined using a vector diagram (Figure 5.9) and the cos rule.
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(5.12)

where IB is a constant, f is the relative phase between the currents in coils B and C, and the other quantities
are as in Equation 5.11.

Now, the torques due to the currents in coils A and B are designed to be in opposite directions. The
shaft will therefore rotate until the two torques are equal; that is, until:

(5.13)

If kA = kB, then Equation 5.13 will be satisfied when f = g. Thus, the A coil will be aligned in the direction
of the phase shift between the load current and load voltage (apart from errors due to the circuits of the
crossed coils not being perfectly resistive/inductive). Thus, a meter pointer attached to the A plane will
indicate the angle between load current and voltage. In practice, the meter is usually calibrated to read
the cosine of the phase angle rather than the phase angle, and also to allow for the errors that arise from
circuit component imperfections.

The accuracy of this method is limited, due to the heavy use of moving parts and analog circuits.
Typically, the measurement can only be made accurate to within about 1°.

Synchroscopes and Phasing Lamps

The crossed-coil meter described above is used as the basis for synchroscopes. These devices are often
used in power generation systems to determine whether two generators are phase and frequency syn-
chronized before connecting them together. In synchroscopes, the current from one generator is fed into
the fixed coil and the current from the other generator is fed into the movable crossed coils. If the two
generators are synchronized in frequency, then the meter needle will move to the position corresponding
to the phase angle between the two generators. If the generators are not frequency synchronized, the
meter needle will rotate at a rate equal to the difference between the two generator frequencies. The
direction of rotation will indicate which generator is rotating faster.

When frequency synchronization occurs (i.e., the meter needle rotation ceases) and the phase difference
is zero, the generators can be connected together. Often in practice, the generators are connected before
synchronization occurs; the generator coming on-line is deliberately made a little higher in frequency so
that it can provide extra power rather than be an extra drain on the system. The connection is still made,
however, when the instantaneous phase difference is zero.

Phasing lamps are sometimes used as a simpler alternative to synchroscopes. A lamp is connected
between the two generators, and any lack of frequency synchronization manifests as a flickering of the
lamp. A zero phase difference between the two generators corresponds to maximum brightness in the
lamp.

Vector Voltmeters and Vector Impedance Methods

Alternating voltages (and currents) are often characterized as vectors consisting of a magnitude and a
phase, with the phase being measured relative to some desired reference. Many instruments exist that
can display the voltage amplitude and phase of a signal across a wide range of frequencies. These
instruments are known as vector voltmeters or network analyzers. The phase and amplitude as a function
of frequency can be obtained very simply in principle by taking the Fourier transform of the signal and
simply reading the amplitude and phase across the continuum of frequencies. To achieve good accuracy,
this is typically done with down-conversion and digital processing in the baseband region. The down-
conversion can be analog, or it can be digital. The procedure is described more fully in the succeeding
paragraphs.

T I I kB B C Bµ ( ) +( ) = ( ) +( )cos cos cos cosf g b f g b

k kA Bcos cos cos cosf b g f g b+( ) ( ) = ( ) +( )

1733 FrameBook  Page 10  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Phase Measurement 5-11

To determine the real part of the voltage vector at a given frequency f, the signal is first down-converted
by mixing with a local oscillator signal, cos(2pft). This mixing of the signal recenters the frequency
component of interest at 0 Hz. The resultant signal is low-pass filtered, digitally sampled (if not in the
digital domain already), and averaged. The digital sampling and averaging enables the amplitude of the
newly formed 0 Hz component to be evaluated. The imaginary part is obtained in similar fashion by
mixing the signal with sin(2pft), low-pass filtering, digitally sampling, and again averaging the samples.
The amplitude and phase of the voltage vector, V, are obtained from the real and imaginary parts using
the standard trigonometric relationships:

(5.14)

(5.15)

where ¬{.} and �m{.} denote the real and imaginary parts, respectively.
The procedure for forming the vector voltage is summarized in the block diagram in Figure 5.11. In

practice, the down-conversion can be carried out in more than one step. For high-frequency signals, for
example, the first stage might shift a large band of frequencies to the audio region, where further down-
conversion is carried out. Alternatively, the first stage might shift a band of frequencies to the intermediate
frequency (IF) band, and the second stage to the audio band. More details on the physics of the down-

Just as it is possible to analyze a voltage signal and produce a magnitude and phase across any given
frequency band, so it is possible to obtain a frequency profile of the magnitude and phase of a current
signal. If current vectors and voltage vectors can be obtained for a given impedance, then it is possible
to obtain a “vector impedance.” This impedance is defined simply as the result of the complex division
of voltage by current:

(5.16)

The calculation of vector impedances are useful for such applications as impedance matching, power
factor correction, and equalization.

Typically, much of the current processing for vector voltmeters and vector impedance meters is done
digitally. One of the great advantages of this type of processing is the high accuracy achievable. Accuracies

FIGURE 5.11  Vector voltmeter block diagram. The vector voltmeter determines the voltage (amplitude and phase
or real and imaginary parts) of the component of the input signal at frequency f.
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conversion process are available in the article on “Modulation” in Chapter 21.
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of 0.02° are common, but this figure is improving with developing technology. The high sampling rates
that can be employed (typically beyond 1 GHz) cause the errors in the A/D conversion to be spread out
over very large bandwidths. Since the ultimate measurement of a vector voltage or impedance is usually
made over a very narrow bandwidth, the errors are substantially eliminated. The developments in
technology that enable greater accuracy are (1) sampling rate increases, (2) word-length increases, and
(3) increased A/D converter fidelity.

Phase Standard Instruments

For high-precision phase measurements and calibration, “phase standard” instruments can be used. These
instruments provide two sinusoidal signal outputs, whose phase difference can be controlled with great
accuracy. They typically use crystal-controlled timing to digitally synthesize two independent sinusoids
with a variable user-defined phase difference. The Clarke-Hess 5500 Digital Phase Standard is one such
instrument. For this standard, the sinusoids can have frequencies ranging from 1 Hz to 100 kHz, while
amplitudes can vary between 50 mV and 120 V rms. The phase can be set with a resolution of 0.001°,
with a typical accuracy of about 0.003°.

The Fast Fourier Transform Method

This method is one in which virtually all the processing is done in the digital domain. It operates on the
pulse code modulated (PCM) digital samples of a signal. This and other similar methods are very
promising means for measuring phase. This is because of the digital revolution that has resulted in cheap,
fast, accurate, and highly versatile digital signal processors (DSPs). The latter are small computer chips
capable of performing fast additions and multiplications, and which can be programmed to emulate
conventional electronic functions such as filtering, coding, modulation, etc. They can also be programmed
to perform a wide variety of functions not possible with analog circuitry. Up until the end of the 1980s,
digital measurement was limited by the relatively inaccurate analog-to-digital (A/D) conversion process
required before digital processing could be performed. Developments in the early 1990s, however, saw
the introduction of oversampling analog-to-digital converters (ADCs), which can achieve accuracies of
about one part in 100,000 [3]. ADC speeds as well as DSP chips are now running reliably at very high
speeds.

In the fast Fourier transform (FFT) method, the digital signal samples are Fourier transformed with
an FFT [2]. If the signal is sinusoidal, the initial phase is estimated as that value of the phase where the
Fourier transform is maximized [4]. The frequency of the signal is estimated as that value of frequency
where the Fourier transform is maximized. Once measurements of the frequency f and initial phase f0

have been obtained, the phase at any point in time can be calculated according to:

(5.17)

One important practical issue in the measurement of the frequency and initial phase with an FFT
arises because the FFT yields only samples of the Fourier transform; that is, it does not yield a continuous
Fourier transform. It is quite possible that the true maximum of the Fourier transform will fall between
samples of the FFT. For accurate measurement of frequency and initial phase, then, it is necessary to
interpolate between the FFT samples. An efficient algorithm to do this is described in [5].

The FFT method is particularly appealing where there is significant noise present, as it is effective
down to quite low signal-to-noise ratios (SNRs). Furthermore, it provides an optimal estimate of the
frequency and initial phase, providing the background noise is white and Gaussian, and that no harmonic
components are present [4]. If harmonics are present, the estimate of the phase is commonly taken as
the phase at the FFT peak corresponding to the fundamental; this is not an optimal estimate, but serves
well in many appplications. An optimal estimate in the case when harmonics are present can be obtained,

f p f= +2 0ft
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if necessary, with the algorithms in [6], [7], and [8]. DSP chips such as the Texas Instruments TMS320C3x
family, the Analog Devices ADSP21020 chip, or the Motorola MC5630x series can be used to implement
the real-time FFTs.

If long word-lengths are used (say 32 bits) to perform the arithmetic for the FFTs, then determination
of the phase from the samples of the FFT is virtually error-free. The only significant inaccuracy incurred
in determining the phase is due to the ADC errors. Moreover, the error due to the digitization will
typically be spread out over a large bandwidth, only a small amount of which will be “seen” in the phase
measurement. With a high-quality ADC, accuracies of less than 0.001° are possible.

Phase-Locked Loops

If the frequency of a signal changes significantly over the period of the measurement, the FFT method
described above will provide inaccurate results. If the signal’s frequency does change substantially during
measurement, one means to estimate the phase of the signal is to use a phase-locked loop (PLL). In this
case, the signal, s(t) = A sin(wt + f(t)), can be thought of as a constant frequency component, A sin(wt),
which is phase modulated by a time-varying phase component, f(t). The problem then reduces largely
to one of demodulating a phase-modulated (PM) signal. A PLL can be used to form an estimate of the
“phase-modulating” component, ˆf(t), and the overall phase of the signal, foa, can be estimated according
to:

(5.18)

Either analog or digital PLLs can be used, although higher accuracy is attainable with digital PLLs. Analog

digital PLL (DPLL) was developed as an extension of the conventional analog PLL and is therefore similar
in structure to its analog counterpart. The DPLL is discussed in [9] and [10]. The equation to demodulate

A block diagram of the DPLL for demodulating a PM signal is shown in Figure 5.12. In this diagram,
n represents the discrete-time equivalent of continuous time t. It can be seen that there are strong
similarities between Figure 5.12 and the analog PLL-based FM demodulator in Chapter 21. Both have
phase comparators (implemented by the multiplier in Figure 5.12), both have loop filters, and both have
modulators (either PM or FM) in the feedback loop.

The DPLL can easily be extended to measure the phase of a signal consisting not just of a fundamental
component, but also of harmonically related components. Details are provided in [11]. The DPLL is near
optimal for phase estimation in white Gaussian background noise down to a signal power-to-noise power
ratio of about 8 dB [10].

The DPLL will function effectively whether the phase is constant or time-varying. Unlike the FFT, the
DPLL is a recursive algorithm, with the feedback involved in the recursion creating a vulnerability to
quantization errors. However, with proper precautions and long word-lengths, the DPLL will introduce

FIGURE 5.12  Block diagram of a digital phase-locked loop to implement phase demodulation.

f w foa t t t( ) = + ( )ˆ
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the digital modulated signal with a first order DPLL is a simple recursive equation [9].

PLLs for demodulating a frequency-modulated (FM) signal are discussed in Chapter 21 and in [12]. The
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minimal processing error. The main error would then arise from the inaccuracy of the ADC. With
appropriate conditioning, one could expect the DPLL to provide accuracies approaching 0.001°.

5.4 Phase-Sensitive Demodulation

It is frequently necessary to track the phase of a carrier that “jitters” in some uncertain manner. This
tracking of the carrier phase is necessary for synchronous demodulation schemes, where the phase of
the demodulating signal must be made equal to the phase of the carrier. This need is explained in

modulation. In DSB, the modulated signal is given by fs(t) = A[k + mm(t)]cos(wct), where m(t) is the
message signal, A is the amplitude of the unmodulated carrier, m is the modulation index, k is the
proportion of modulating signal present in the modulated signal, and cos(wct) is the carrier. Demodu-
lation is typically carried out by multiplying fs(t) by the carrier, and then low-pass filtering so that the
demodulated signal is given by:

(5.19)

However, if because of carrier uncertainty, one multiplies the modulated signal by cos(wct + f), then
the demodulated signal is given by:

(5.20)

It can be seen from Equation 5.20 that the error in the carrier phase can affect both the amplitude and
the sign of the demodulated signal. The phase errors can thus yield substantial errors in system output.
The following sections outline important techniques used for tracking the phase of carriers, and thus
reducing phase errors.

The Phase-Locked Loop for Carrier Phase Tracking

The phase-locked loop (PLL) is well known as a means for demodulating frequency-modulated signals.
It is also frequently used for tracking the phase of a carrier in noise, so that a copy of the carrier with
correct phase is available for demodulation. This tracking is simple enough if a (noisy) copy of the carrier
is directly available; either a digital or analog PLL can be used. In either case, the input can be assumed
to have the form, A sin(wt + f(t)), where f(t) is the carrier phase. The PLL consists of a multiplier
(effectively a phase comparator), a phase modulator, and a loop filter, arranged as shown in Chapter 21.
The design of the loop filter is critical if noise is to be optimally removed. In proper operation, the PLL
output will track the phase of the incoming signal (i.e., of the carrier). If a copy of the carrier is not
available but needs to be inferred from the modulated signal, the demodulation task is more difficult.
Digital PLLs using a DSP chip can be particularly helpful in this case; the carrier can be adaptively
estimated using intelligent algorithms, with convergence to the “correct” signal being registered when
certain desired features of the demodulated signal are observed.

The PLL is quite versatile. It can function in relatively low noise environments (typically down to
about 8 dB SNR). It can be implemented digitally. It can also cope with substantial carrier frequency
variations by increasing the order of the loop filter [12] (this is often necessary, for example, in satellite
communications because of the Doppler effect). At very low SNR, however, the PLL fails badly. Recent
developments in digital signal processing have seen the development of an alternative based on hidden
Markov models (HMMs), which will function down to about –5 dB SNR [13]. The HMM method is
discussed in the next section.
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Chapter 21, and is briefly re-explained here. Consider, for example, double sideband (DSB) amplitude
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Hidden Markov Model-Based Carrier Phase Tracker

In the HMM method, the problem of estimating the phase and frequency of a noisy waveform is couched
as a “state estimation” problem. The phase of the signal at any point in time can go from 0 to 360°. The
0 to 360° value range is divided into a finite number of intervals or “states,” so that the phase at any time
occupies a particular (though unknown) state. Similarly, the angular frequency normalized by the sam-
pling frequency at any time in a digital system must be between –p to +p. This value range is also divided
into a number of states, so that the frequency at any time has a (hidden or unknown) state associated
with it. The frequency is assumed to be a first-order Markov process and probabilities are assigned to
the possibility of the frequency changing from one state to another for successive values of time, i.e.,
frequency transition probabilities are assigned. Large frequency changes are assigned low probabilities,
while small changes are assigned high probabilities. The problem of estimating the true phase and
frequency states underlying the noisy signal then reduces to one of estimating which states the phase and
frequency occupy as time evolves, given the observed noisy signal and the transition probabilities.
Computationally efficient optimal algorithms have been developed to estimate these “optimal state
sequences” for both the phase and frequency. Details are provided in [13].

5.5 Power Factor

Of particular interest in many applications is the phase angle between the current and voltage of a system.
This angle is important because it is a measure of the power which is dissipated in the system. The
following paragraphs discuss this angle, its cosine (the system power factor), and its measurement.

In a linear electric circuit that is fed by a current of peak amplitude, IM, with an angular frequency of
w, the current will have the form, IM cos(wt). The system voltage will be given by VM cos(wt + f), where
VM is the peak voltage and f is the phase difference between the current and voltage. Then the average
power dissipated in the circuit will be given by:

(5.21)

where Vrms and Irms are the root mean square (rms) values of the voltage and current respectively. The
term cos(f) is known as the power factor. It may alternatively be expressed as the ratio of real average
power to the product of the rms values of voltage and current, respectively:

(5.22)

The above expression is, in fact, a general definition of power factor for any current and voltage wave-
forms. For the special case of sinusoidal voltage and currents, PF reduces to cos(f).

There are a number of ways to measure the power factor. One way is to use a wattmeter to measure
the real average power and a voltmeter and an ammeter to measure the rms voltage and current,
respectively. The power factor is then determined according to Equation 5.22. This is probably the most
effective way when the currents and/or voltages are nonsinusoidal. This procedure can easily be imple-
mented with “digital power meters.” The power is measured by time-averaging the product of the
instantaneous voltage and current, while the rms values are calculated by taking the square root of the
time averaged value of the square of the parameter of interest — current or voltage. Some digital power
meters also provide an analysis of the individual harmonics via FFT processing. These meters are accurate
and versatile, and consequently very popular.

A more direct method is based on the crossed-coil meter, the operation of which was described earlier
in this chapter. Note that this meter is a “single-phase meter,” which is accurately designed for one

P V I V Iav M M rms rms= ( ) = ( )1

2
cos cosf f

PF
P

V I
= av

rms rms
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frequency only. Errors will occur at other frequencies because of the dependance of the crossed-coil meter
method on a constant and known phase angle between the currents in the crossed coils.

With balanced polyphase circuits, it is possible to use a single-phase meter applied to one of the phases.
Alternatively, one can use specially designed polyphase meters. In a three-phase meter, for example, one
phase is connected to the fixed coil, while the other two phases are connected to the crossed coils on the
rotating shaft. The crossed coils are constructed with a 60° angle between them. With four-phase systems,
consecutive lines are 90° out of phase. Two of these consecutive lines are connected to the two crossed
coils and the angle between the coils is made equal to 90°.

With unbalanced polyphase circuits amid the presence of harmonics, each of the harmonic components
has its own power factor, and so it is likely to be misleading to use a meter that measures a single angle.
These methods based on the crossed-coil meter are thus much more limited than their digital counterparts.

5.6 Instrumentation and Components

Table 5.1 lists some integrated circuits and DSP chips that can be used in the various techniques for
measuring phase. The list is really only illustrative of what is available and prices are approximate costs
in U.S. dollars for small quantities at the end of 1996. Table 5.2 lists some companies that manufacture
these products. An extensive (and indeed rapidly increasing) product range exists for DSP chip-based

used for phase measurement. These instruments include CROs, vector voltage meters, vector impedance
meters, crossed-coil meters and digital power meters, zero-crossing meters, and phase standards. Again,
the table is only representative, as the full range of available instruments is enormous. Addresses of some

TABLE 5.1 Integrated Circuits Used in Phase Measurement

Function Designation Manufacturer Approximate Price

Phase-locked loop LM566 National, Motorola, Phillips $2.70
Phase-locked loop 74HC4046 Harris, Motorola $2
Phase/frequency detector MC4044P Motorola $18.29
Pair of retriggerable monostables (one-shot) 74HC4538 Motorola, Harris $2
DSP Chip TMS320C32 Texas Instruments $50
DSP Chip TMS320C31 Texas Instruments $80
DSP Chip MC56303 Motorola $60
DSP Chip ADSP21020 Analog Devices $110

TABLE 5.2 Companies Making Integrated Circuits and DSP Chips 
Which Can Be Used for Phase Measurement

Analog Devices, Inc. National Semiconductor Corp.
One Technology Way 2900 Semiconductor Dr.
Box 9106, P.O. Box 58090
Norwood, MA 02062 Santa Clara, CA 95052-8090
Tel: (617) 329-4700.

Texas Instruments Incorporated
Harris Semiconductor Products Division P.O. Box 1443
P.O. Box 883 Houston, Texas 77251-1443
Melbourne, FL 37902
Tel: (407) 724-3730

Motorola, Semiconductor Products Sector
3102 N. 56th St.
Phoenix, AZ 85018
Tel: (602) 952-3248
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products, with details being available from the companies listed in Table 5.2. Table 5.3 lists instruments

of the relevant companies are provided in Table 5.4.



Phase Measurement 5-17

TABLE 5.3 Instruments for Measuring Phase

Description Model Number Manufacturer Approximate Price

CRO HP54600B Hewlett Packard $2,495
CRO HP54602B Hewlett Packard $2,995
CRO HP54616 Hewlett Packard $5,595
CRO TDS220 Tektronix $1,695
CRO TDS510A Tektronix $9,956
Vector signal analyzer HP89410A Hewlett Packard $29,050
Vector signal analyzer HP89440A Hewlett Packard $52,500
Vector signal analyzer HP89441A Hewlett Packard $58,150
Gain/phase impedance meter HP4193A Hewlett Packard $13,700
Zero-crossing phase meter KH6500 Krohn-Hite $1,300
Digital power analyzer (with power factor and 

phase)
NANOVIP Elcontrol $660

Digital analyzing vector voltmeter NA2250 North Atlantic Instruments
Digital power analyzer (with power factor and 

phase, FFT analysis)
3195 Hioki $25,000

Crossed-coil meter 246-425G Crompton Industries $290
Digital phase standard 5500 Clarke-Hess $11,000

TABLE 5.4 Instruments for Measuring Phase

Description Model Number Manufacturer Approximate Price

CRO HP54600B Hewlett Packard $2,495
CRO HP54602B Hewlett Packard $2,995
CRO HP54616 Hewlett Packard $5,595
CRO TDS220 Tektronix $1,695
CRO TDS510A Tektronix $9,956
Vector signal analyzer HP89410A Hewlett Packard $29,050
Vector signal analyzer HP89440A Hewlett Packard $52,500
Vector signal analyzer HP89441A Hewlett Packard $58,150
Gain/phase impedance meter HP4193A Hewlett Packard $13,700
Zero-crossing phase meter KH6500 Krohn-Hite $1,300
Digital power analyzer (with power factor and 

phase)
NANOVIP Elcontrol $660

Digital analyzing vector voltmeter NA2250 North Atlantic Instruments
Digital power analyzer (with power factor and 

phase, FFT analysis)
3195 Hioki $25,000

Crossed-coil meter 246-425G Crompton Industries $290
Digital phase standard 5500 Clarke-Hess $11,000

TABLE 5.5 Companies Making Instruments for Measuring Phase

Hewlett-Packard Co. Krohn-Hite Corporation Hioki
Test and Measurement Sector Bodwell St., Avon Industrial Park 81 Koizumi
P.O. Box 58199 Avon, MA Veda, Nagano
Santa Clara, CA 95052-9943 386-11 Japan
Tel: (800) 452-4844 Crompton Instruments

Freebournes Road, Witham Clarke-Hess Comm.
Essex, CM83AH England Research Corporation

Tektronix Inc. Corporate Offices 220 W. 19 Street
26600 SW Parkway Elcontrol New York, NY
P.O. Box 1000 Via San Lorenzo
Wilsonville, OR 97070-1000 1/4 - 40037 Sasso Marconi North Atlantic Instruments
Tel: (503) 682-3411, (800) 426-2200 Bologna, Italy htttp://www.naii.com
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Energy is one of the most important physical quantities in any branch of science and engineering and
especially in electrical engineering. Energy exchange processes lead to the study of electrical networks
from the physical point of view and allow an in-depth knowledge of power transfer within the electrical
world and between electric and other forms of energy.

The definitions of energy and power represent the starting point for any successive study.

1. Energy is the amount of work that the system is capable of doing.
2. Power is the time rate of doing work.

Energy can be mathematically defined as the definite integral of the power over a given time interval 

 

D

 

t

 

.
The power available in a two-terminal section of a generic electric circuit is given by the product of

the voltage across the terminals and the current flowing through the section itself (

 

p = vi

 

). The electric
energy (E) flowing through the same section is defined by the integral of the power over the observation
interval

 (6.1)

For this reason the energy measurement is a dynamic measurement, which means it varies with time.
The energy measurement unit is the Joule [J]; but for electric energy the Watthour [Wh] is most common.

Electricity is generated starting from different forms of energy (thermal, hydraulic, nuclear, chemical,
etc.); after electric transfer and distribution processes, it is converted to other forms of energy.

The main feature of electric energy is the simplicity by which one can transfer it over long distances,
control the distribution, and measure energy consumption.

 

6.1 Electromechanical Measuring Systems

 

Dc Energy Measurement

 

The simplest way to perform this measurement is to measure voltage and current and then compute the
product:
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(6.2)

where 

 

D

 

t

 

 is the observation interval measured by means of a chronometer or a time counter.
Note that dc power systems are limited to a restricted number of applications, as, for example: electric

traction, electric drives, electrochemical power plants, and for high-voltage dc transmission systems in
limited operating conditions.

Dc energy measurement has been performed in the past by means of different methodologies and
instruments, such as electrodynamics measurement devices (Electrodynamics dc Energy Meter) operating
as integrating wattmeters (Figure 6.1).

This measuring instrument is built using a small dc motor without iron, whose magnetic field is
generated by the line current flowing through a coil arranged as the fixed part of the system. Because of
the lack of iron in the magnetic circuit, the magnetic flux 

 

f

 

 is strictly proportional to the current 

 

I

 

. The
rotor is connected in series with an additional resistor and is powered by the line voltage (

 

V

 

).
The rotor current (derived from the line voltage) is:

(6.3)

where 

 

E = k

 

1

 

 

 

G

 

 

 

f

 

 is the emf induced by the angular speed 

 

G

 

 and 

 

R

 

 is the total resistance of the voltage
circuit. It is possible to make the emf 

 

E

 

 negligible because of low angular speed 

 

G

 

, limited amplitude of
the flux 

 

f

 

, and a significant resistance 

 

R

 

. In this way, Equation 6.3 becomes:

 (6.4)

The torque 

 

C

 

m 

 

provided by the motor can be written:

(6.5)

 

C

 

m

 

 is, therefore, proportional to the power 

 

P

 

 flowing through the line. It is necessary, however, to
remember that this torque could create a high angular speed to the rotor because of constantly incre-
menting speed. In order to maintain the dynamic equilibrium, a simple aluminum disk mounted on the
rotor axis and placed in a constant magnetic field provided by a permanent magnet 

 

M

 

 is added to the
dc motor system. In this way the induced currents in the disk introduce a damped torque proportional
to the angular speed 

 

G

 

, so, at equilibrium, there is a

 

 

 

linear dependence of 

 

G

 

 on the power 

 

P

 

. Thus,

 

FIGURE 6.1  

 

The Electrodynamic dc Energy Meter; M = permanent magnet.
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(6.6)

A mechanical counter transfers the rotating motion into a digital representation of the total energy
consumed during a specific time interval 

 

D

 

t

 

 in the power system.

 

Ac Induction Energy Meters

 

The most traditional and widely used ac energy meter is the 

 

induction meter

 

. This device is built by means
of three electrical circuits, magnetically coupled, two of them fixed and one rotating around the mechan-
ical axis of the system. Figure 6.2 shows the two fixed circuits, (1) and (2), which are the voltage and the
current coils. The third circuit is the rotating disk (3), generally made of aluminum, mounted on a rigid
axis (4) transmitting the disk rotation to a mechanical counter (6), which provides the energy display.

 

FIGURE 6.2  

 

(a) Side view of an ac induction energy meter: (1) voltage coil and magnetic circuit; (2) current coil
and magnetic circuit; (3) aluminum rotating disk; (4) disk axis; (5) permanent magnet; (6) mechanical display.
(b) Top view of an ac induction energy meter: (1) voltage coil and magnetic circuit; (2) current coil and magnetic
circuit; (3) aluminum rotating disk; (4) disk axis; (5) permanent magnet.
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gaps. Another similar structure, arranged using a permanent magnet (5), is placed over the disk as well.
The magnetic fluxes generated by the voltage and current circuits are at the same frequency and are

sinusoidal. They induce currents in the rotating disk (3) that, by means of a

 

 

 

cross-interaction with the
two generating fluxes, provide a mechanical torque acting on the disk

 

. 

 

The torque is given by:

(6.7)

where

 

C

 

m

 

 = Mechanical torque

 

K

 

 = System constant

 

V

 

 = rms of the value of the applied voltage

 

I

 

 = rms of the value of the applied current

 

a

 

 = Phase angle between the fluxes generated by 

 

V

 

 and 

 

I

 

The acting torque causes the disk to rotate around its axis. This rotation reaches a dynamic equilibrium
by balancing the torque 

 

C

 

m

 

 of the voltage and current coils and the reacting torque generated by the
permanent magnet. The resulting angular speed, 

 

G

 

, is therefore proportional to the flowing power if:

• The angular speed 

 

G

 

 of the disk is much smaller than the voltage and current frequency 

 

w

 

• The phase difference between the voltage and current fluxes is equal to 

 

a

 

 = 

 

p

 

 – 

 

j

 

, where 

 

j

 

 is the
phase difference between the voltage and current signals

The angular speed of the rotating disk can be written as:

where

 

G

 

 = Angular speed of the mobile circuit (conductor disk) [rad s
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 = Mean power in the circuit [W]
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 = Voltage and current frequency, in [rad s
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 = Equivalent resistance of the rotating disk, relative to the induced current fields [
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 = Equivalent impedance of the rotating disk, relative to the induced current fields
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) = rms value of the common flux related to the circuits n. 1 and 3
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) = rms value of the common flux related to the circuits n. 2 and 3
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= Impedance of the voltage circuit (n. 1) [
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]

 

V

 

 = rms value of the applied voltage [

 

V

 

]

 

I

 

 = rms value of the applied current [

 

A

 

]

 

j

 

 = Phase difference between current and voltage signals

The integral of 

 

G

 

 over a defined period 

 

D

 

t

 

 is proportional (with enough accuracy) to the energy flowing
in the power circuit. Thus, it is true that the instrument constant 

 

K

 

 is strictly related (but not proportional)
to the signal frequency 

 

w

 

.

 

6.2 Electronic Energy Meters

 

The development of electronic multipliers led to their use in energy meters. There are many different
prototypes in this class of energy meters. The first realizations were based on analog multipliers. Voltage
and current signals are processed to obtain a signal proportional to the real power flowing into the line.
The result is integrated over the observation time in order to calculate the 

 

measured 

 

energy. Even if they
were not able to replace the traditional induction energy meters, they represented a good solution for
all those applications where an increased accuracy was required (up to 0.2 %).
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Many of these instruments can be analyzed by means of the following functional descriptions.
Figure 6.3 shows a block diagram of an electronic energy meter. The main feature of this type of
instrument is the presence of voltage inputs on both voltage and current channels, because the electronic
circuitry accepts only voltage signals. It has negligible current consumption from the system under
measurement, due to high input impedance. The maximum amplitude level of the input signal must be
limited around 5 V to 15 V. For this reason, the conditioning apparatus must guarantee the correct
current-to-voltage transformation and the proper voltage reduction. Moreover, because these electronic
components have a frequency range from dc to high frequencies, instruments based on them can be
applied to dc, ac, or distorted power systems.

 

The Conditioning System for Electronic Energy Meters

 

The basis blocks of the conditioning system (Figure 6.3) for a dc energy meter are formed from a voltage
divider for the voltage input and a current shunt for the current input. After these passive components,
two preamplifiers are usually introduced before the processing system. The current preamplifier is very
important because:

1. The voltage output level of the current shunt is very low, even at full scale (

 

£

 

1 V).
2. Many times, the current input has to support overloaded signals; the presence of a variable gain

amplifier allows acceptable working conditions for the system.
3. It can be used to implement an active filter before signal processing.

The most common devices to process ac signals for electronic energy meters are the traditional voltage
and current transformers. They must be made with proper components to achieve the right amplitude
of the voltage inputs (by nonreactive shunts for the current transformers, and nonreactive voltage dividers
for the voltage transformers). After the transformers and related devices, a second block, based on
electronic amplifiers, provides the final analog processing of the input signals as for the dc conditioning
systems. It is useful to introduce this second processing element because analog filters are generally
required when the input signals need to be digitally processed.

 

FIGURE 6.3  

 

Electronic energy meter. Mechanical display option (I to IV). Electronic display option (I to III).
Electronic display option and digital processing of the power signal (II). CT, current transformer; VT, voltage
transformer; CS, current shunt; VD, voltage divider; A, analog signal processing block; X, multiplier; V/f, voltage-
to-frequency converter; SM, step motor; MC, mechanical counter; C, electronic counter; D, display; SH, sample and
hold; A/D, analog-to-digital converter; 

 

m

 

P, microprocessor (CPU); M/D, memory and display.
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Electronic-Analog Energy Meters with Digital Output

 

These instruments provide the product of the two input signals (both voltages) through an analog
multiplier that evaluates a voltage output proportional to the power of the input signals. This output
can be followed by a filtering block.

The output signal is proportional to the instantaneous electric power flowing through the line. To
calculate the energy, it is now necessary to complete the process by integrating over the observation time.
This last procedure can be performed in two different ways.

 

1st Procedure

 

. The power signal at the output of the analog multiplier is applied to the input of a
voltage-frequency converter. Thus, the power information is converted from a voltage level to the fre-
quency of pulse sequence, for which the counting process performs the integration of the power in the
observation interval, i.e., the measurement of energy.

The final measurement can be performed by means of an electronic counter with digital display or
using a dc step motor incrementing the rotor angular position every pulse by a fixed angular increment.
The rotor position is shown by a mechanical counter (similar to the system mounted on the induction
energy meters) indicating the total number of complete rotations performed by the system, proportional
to the energy of the system under measurement. This second arrangement is normally adopted because
it allows a permanent record of the energy information, which is not subject to possible lack of electric
energy as in the first case.

 

2nd Procedure

 

. This arrangement is based on an analog-to-digital converter (ADC) connected to the
output of the analog multiplier. The sampling process is driven by an internal clock and performed by
a sample and hold circuit. Thus, the ADC provides uniform sampling over the signal period and, under
the condition imposed by the sampling theorem, the sum of the samples is proportional to the integral
of the power signal, i.e., to the energy during the observation interval.

The calculation is performed by means of a dedicated CPU and then the results are sent to the digital
memory to be stored and displayed. They can also be used to manage any other automatic process based
on the energy measurement. For this purpose, data are available on a data bus (serial or parallel)
connecting the measuring system with other devices.

 

Completely Digital Energy Meters

 

The most advanced solution for the energy measurement can be found in the all-digital meters

the data bus presents the sampled waveforms in digital form, giving the opportunity to perform a wide
choice of digital signal processing on the power and energy information. Both the sampling devices are
driven by a CPU, providing synchronized sampling signal. Filters able to meet the sampling theorem
requirements, programmable gain amplifiers, and sample and hold circuits generally precede the ADCs.

Sometimes the system is equipped with a DSP capable of providing hardware resources to implement
real-time evaluation of complex parameters (i.e., signal transforms) of the signal and energy measure-
ment. Dedicated hardware and software performing instrument testing are also integrated into the meter
to complete the device with the most advanced features.

Data management is arranged in two possible ways: sending the sampled data directly to the processing
system for calculation, or accessing the memory using DMA procedures so the data string for a specific
time period is first stored and then used for computation of energy and related parameter values. Final
results of this computation are then available on the system bus to be sent to the other system resources
or to be displayed.

This operational procedure introduces “artificial intelligence” into the meter capabilities. Thus, it is
possible to extend the measurement ability to a cooperating environment in order to obtain articulated
and controlled management of the energy fluxes in multi-managed networks.

This autonomous logic capability allows checking the accuracy of the recorded energy flow, in function
of misuse of the measurement apparatus by external actors. For example, taking into account the current
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(Figure 6.4), where both the voltage and current signals are sampled before any other processing. Thus,
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flowing in the conductors, it is possible to assign to the energy meter the capability of evaluating the
correct working condition in the system. In a single-phase system this requirement leads to checking that
the flowing current is the same in both conductors. On the contrary, the higher value is chosen in order
to evaluate the energy, thus guaranteeing the electric company against misuses.

Accuracy of Energy Meters

Accuracy of energy meters is defined by means of relative parameters (in percent) obtained from a testing
process by powering the instrument with a constant (nominal) voltage signal and a variable current
signal (for example: 5, 10, 20, 50, 100, 120% of the nominal value). The testing procedures are performed
by comparing the meter under test with a standard meter (Figure 6.5), or using equivalent methods.

The accuracy of commercial electromechanical (induction) energy meters is generally around 2%.
Energy meters with accuracies of 1% have also been built. Electronic energy meters have a better accuracy,
generally between 0.5% and 0.2%.

FIGURE 6.4  All-digital energy meter. CT, current transformer; VT, voltage transformer; CS, current shunt; VD,
voltage divider; A, analog signal processing block; F, analog electronic filter; SH, sample and hold; A/D, analog-to-
digital converter; mP, microprocessor (CPU); M, memory; DSP, digital signal processor; DMA, direct memory access
circuit; D, display.

FIGURE 6.5  Testing circuit arrangement to compare an industrial meter (Wh) with a standard energy meter (SWh).
CG, variable-amplitude current generator; V/f G, variable-amplitude and phase voltage generator; Z, load impedance.
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Electrical resistivity is a key physical property of all materials. It is often necessary to accurately measure
the resistivity of a given material. The electrical resistivity of different materials at room temperature can
vary by over 20 orders of magnitude. No single technique or instrument can measure resistivities over
this wide range. This chapter describes a number of different experimental techniques and instruments
for measuring resistivities. The emphasis is on explaining how to make practical measurements and avoid
common experimental errors. More theoretical and detailed discussions can be found in the sources
listed at the end of this chapter.

 

7.1 Basic Concepts

 

The 

 

electrical resistivity 

 

of a material is a number describing how much that material resists the flow of
electricity. Resistivity is measured in units of ohm·meters (

 

W

 

 m). If electricity can flow easily through a
material, that material has low resistivity. If electricity has great difficulty flowing through a material,
that material has high resistivity. The electrical wires in overhead power lines and buildings are made of
copper or aluminum. This is because copper and aluminum are materials with very low resistivities
(about 20 n

 

W

 

 m), allowing electric power to flow very easily. If these wires were made of high resistivity
material like some types of plastic (which can have resistivities about 1 E

 

W

 

 m (1 

 

¥

 

 10

 

18

 

 

 

W

 

 m)), very little
electric power would flow.

Electrical resistivity is represented by the Greek letter 

 

r.

 

 Electrical conductivity is represented by the
Greek letter 

 

s,

 

 and is defined as the inverse of the resistivity. This means a high resistivity is the same as
a low conductivity, and a low resistivity is the same as a high conductivity:

(7.1)

This chapter will discuss everything in terms of resistivity, with the understanding that conductivity
can be obtained by taking the inverse of resistivity. The electrical resistivity of a material is an intrinsic

s
r

∫ 1
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physical property, independent of the particular size or shape of the sample. This means a thin copper
wire in a computer has the same resistivity as the Statue of Liberty, which is also made of copper.

 

7.2 Simple Model and Theory

 

Figure 7.1 shows a simple microscopic model of electricity flowing through a material [1]. While this
model is an oversimplification and incorrect in several ways, it is still a very useful conceptual model for
understanding resistivity and making rough estimates of some physical properties. A more correct
understanding of the electrical resistivity of materials requires a thorough understanding of quantum
mechanics [2].

On a microscopic level, electricity is simply the movement of electrons through a material. The smaller
white circle in Figure 7.1 represents one electron flowing through the material. For ease of explanation,
only one electron is shown. There are usually many electrons flowing through the material simultaneously.
The electron tends to move from the left side of the material to the right side because an external force
(represented by the large minus and plus signs) acts on it. This external force could be due to the voltage
produced by an electrical power plant, or a battery connected to the material. As the electron moves
through the material, it collides with the “stationary” atoms of the material, represented by the larger
black circles. These collisions tend to slow down the electron. This is analogous to a pinball machine.
The electron is like the metal ball rolling from the top to the bottom of a pinball machine, pulled by the
force of gravity. The metal ball occasionally hits the pins and slows down. Just like in different pinball
machines, the number of collisions the electron has can be very different in different materials. A material
that produces lots of collisions is a high-resistivity material. A material that produces few collisions is a
low-resistivity material.

The resistivity of a material can vary greatly at different temperatures. The resistivity of metals usually
increases as temperature increases, while the resistivity of semiconductors usually decreases as tempera-
ture increases. The resistivity of a material can also depend on the applied magnetic field.

The discussion thus far has assumed that the material being measured is homogeneous and isotropic.
Homogeneous means the material properties are the same everywhere in the sample. Isotropic means
the material properties are the same in all directions. This is not always a valid assumption. A more exact
definition of resistivity is the proportionality coefficient 

 

r

 

 relating a local applied electric field to the
resultant current density:

(7.2)

where 

 

E 

 

is the electric field (V/m), 

 

J 

 

is the current density (A m

 

–2

 

), and 

 

r

 

 is a proportionality coefficient

        

This implies that the current does not necessarily flow in the direction of the applied electric field. In
this chapter, isotropic and homogeneous materials are assumed, so 

 

r

 

 is a scalar (a single number).

   

V 

 

divided by the distance 

 

l 

 

over which the voltage is applied:

 

FIGURE 7.1  

 

Simple model of electricity flowing through a material under an applied voltage. The white circle is
an electron moving from left to right through the material. The black circles represent the stationary atoms of the
material. Collisions between the electron and the atoms slow down the electron, causing electrical resistivity.

E J∫ r
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(W m). Equation 7.2 is one form of Ohm’s law. Note that E and J are vectors, and r is, in general, a tensor.

Now consider the bar-shaped sample shown in Figure 7.2. The electric field E is given by the voltage
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(7.3)

The current density 

 

J 

 

is given by the current 

 

I,

 

 divided by the cross-sectional area 

 

A 

 

through which
the current flows:

(7.4)

where the area 

 

A 

 

in Figure 7.2 is equal to the width 

 

w 

 

times the height 

 

h.

 

 Combining Equations 7.2, 7.3,
and 7.4 and rearranging gives:

(7.5)

Now define a new quantity called “resistance” 

 

R 

 

with the definition:

(7.6)

Combining Equations 7.5 and 7.6 then gives:

(7.7)

where 

 

I 

 

is the current in amps (A) flowing through the sample, 

 

V 

 

is the voltage in volts (V) applied
across the sample, and 

 

R 

 

is the resistance in ohms (

 

W)

 

 of the sample. Equation 7.7 is another form of
Ohm’s law.

Note that the resistance 

 

R 

 

can depend on the size and shape of the sample, while 

 

r

 

 is independent of
the size or shape of the sample. For example, if the length 

 

l 

 

of the sample bar is doubled, the resistance

The quantitative relationship between the resistivity 

 

r

 

 and the simple microscopic model shown in

(7.8)

 

FIGURE 7.2  

 

A two-point technique for measuring the resistivity of a bar of material. The voltage source applies a
voltage across the bar, and the ammeter measures the current flowing through the bar.

E ∫ V

l

J
I∫
A

V
I l

A
= r

R
l

A
∫ r

I
V

R
=

r
t

= m
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Figure 7.1 is given by:
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where 

 

m 

 

is the mass of an electron, 

 

n 

 

is the number of electrons per unit volume carrying current in the
material, 

 

e 

 

is the electric charge on an electron, and 

 

t

 

 is the average time between collisions of an electron
with the stationary atoms of the material. If there were more electrons per unit volume, they could carry
more current through the material. This would lower the resistivity. If the electric charge on the electrons
were greater, then the applied voltage would pull harder on the electrons, speeding them up. This would
lower the resistivity. If the average time between collisions with the stationary atoms were longer, then
the electrons could get through the material quicker. This would lower the resistivity. If electrons could
be made more massive, they would move slower and take longer to get through the material. This would
increase the resistivity.

 

7.3 Experimental Techniques for Measuring Resistivity

 

Two-Point Technique

 

The resistivity of a material can be obtained by measuring the resistance and physical dimensions of a

bar of length 

 

l,

 

 height 

 

h,

 

 and width 

 

w.

 

 Copper wires are attached to both ends of the bar. This is called
the two-point technique, since wires are attached to the material at two points. A voltage source applies
a voltage 

 

V 

 

across the bar, causing a current 

 

I 

 

to flow through the bar. (Alternatively, a current source

the voltage induced across the sample bar.) The amount of current 

 

I 

 

that flows through the bar is measured
by the ammeter, which is connected in series with the bar and voltage source. The voltage drop across
the ammeter should be negligible. The resistance 

 

R 

 

of the bar is given by Equation 7.8a:

(7.8a)

where

 

R 

 

= Resistance in 

 

W

 

V 

 

= Voltage in volts

 

I 

 

= Current in amps

The physical dimensions can be measured with a ruler, a micrometer, or other appropriate instrument.
The two-point resistivity of the material is then:

(7.9)

where 

 

r

 

 is the resistivity in 

 

W 

 

m, 

 

R 

 

is the measured resistance in 

 

W,

 

 and 

 

w,

 

 

 

h,

 

 and 

 

l 

 

are the measured
physical dimensions of the sample bar in meters.

In practice, measuring resistivity with a two-point technique is often not reliable. There is usually
some resistance between the contact wires and the material, or in the measuring equipment itself. These
additional resistances make the resistivity of the material measure higher than it really is. A second
potential problem is modulation of the sample resistivity due to the applied current. This is often a
possibility for semiconducting materials. A third problem is that contacts between metal electrodes and
a semiconducting sample tend to have other electrical properties that give wrong estimates for the actual
sample resistivity. The four-point measurement technique overcomes many of these problems.

 

Four-Point Technique

 

the sample bar as shown. A current source forces a constant current through the ends of the sample bar.

R
V

I
=

r ∫ Rwh

l
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could force current through the sample bar, while a voltmeter in parallel with the current source measures

bar of material, as shown in Figure 7.2. In this case, the material is cut into the shape of a rectangular

Figure 7.3 shows the four-point measurement technique on a bar of material. Four wires are attached to
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A separate ammeter measures the amount of current 

 

I 

 

passing through the bar. A voltmeter simulta-
neously measures the voltage 

 

V 

 

produced across the inner part of the bar. (Alternatively, a voltage source
could apply a voltage across the outer contacts, while an ammeter in series with this voltmeter measures
the current flowing through the sample bar.)

The four-point resistivity of the material is then:

(7.10)

where

 

r

 

 = Resistivity in 

 

W 

 

m

 

V 

 

= Voltage measured by the voltmeter in volts

 

w 

 

= Width of the sample bar measured in meters

 

h 

 

= Height of the sample bar measured in meters

 

I 

 

= Current the ammeter measures flowing through the sample in amperes

 

l

 

1

 

 = Distance between the two points where the voltmeter wires make contact to the bar, 
measured in meters

Note that the total length 

 

l 

 

of the bar is not used to calculate the four-point resistivity: the length 

 

l

 

1

 

between the two inner contacts is used.

 

Common Experimental Errors

 

There are many experimental pitfalls to avoid when making resistivity measurements. The most common
sources of error arise from doing a two-point measurement on a material that has any of the contact
problems discussed earlier. For this reason, it is advisable to do four-point measurements whenever
possible. This section describes experimental techniques to avoid errors in measuring resistivity:

1. The most difficult part of making resistivity measurements is often making good electric contacts
to the sample. The general technique for making good electric contacts is to clean the areas of the
sample where contacts are to be made with alcohol or an appropriate solvent, and then apply the
contacts. If this does not work, try scraping the surface with a razor blade where contact is to be
made, or cutting the sample to expose a fresh surface. Contacts can be made in many ways, such
as using alligator clips, silver-paint, squeezing a wire against the material, soldering wires to the
material, pressing small pieces of indium or a similar soft metal onto the contact areas, etc. Contacts
can age: a good contact can become a bad contact over time. It might be necessary to make fresh
contacts to a sample that has aged. There are many complications involved in the electrical

 

FIGURE 7.3  

 

A four-point technique for measuring the resistivity of a bar of material. The current source forces a
current through the bar, which is measured by a separate ammeter. The voltmeter measures the voltage across the
middle of the bar.

r = Vwh

I l1
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properties of contacts. Refer to the sources listed at the end of this chapter for more extensive
discussions.

2. The measurement system should be calibrated before measuring any material samples. Calibration
procedures are usually described in the equipment manuals.

3. The input resistance (or “impedance”) of the voltmeter should be at least 10

 

5

 

 higher than the
resistance of the sample bar. The input impedance is usually listed in the equipment specifications.
Note that some voltmeters and electrometers have a sufficiently high impedance between either
of the inputs and ground, but not between the two inputs. In this case, it is necessary to use two
voltmeters/electrometers (each with one input connected to ground and the other input connected
to the sample bar). Measure the difference between them to obtain the voltage across the sample.

4. The measurement system should be tested before measuring any material samples. First test “short”
with a thick copper wire or sheet in place of the sample. Then test “open” with nothing in place
of the sample. Finally, test with a known, calibrated resistor whose resistance is within an order
of magnitude of the sample resistance.

5. The geometry of the sample and electric contacts can be important. Contacts are often made by
painting silver-paint or applying metal electrodes to the sample. If these contact areas are large or
close to each other, this could reduce the accuracy of the resistivity measurement. It is best to
make the two voltage contacts in a four-point measurement as small or thin as possible, and make
the distance between inner electrodes much larger than the sample thickness. This also allows a
more accurate estimate of the effective volume of the sample being probed.

6. It is critical that the four contacts to the sample bar in a four-point measurement are completely
independent; there should be nothing other than the material of the bar connecting each of the
four wires at the bar. For example, when pieces of indium are used to attach wires to a small
sample, it is easy to smudge two adjacent indium pieces into one another. Those two contacts are
no longer independent, and could easily cause errors. Visually inspect the contacts for this con-
dition. If visual inspection is impractical, measure the resistance between the wires going to
adjacent contacts. An unusually low resistance might indicate that two contacts are touching each
other.

7. The applied voltage or current can cause heating of the material, which can change its resistivity.
To avoid this problem, start with very small voltages or currents, and increase until the measured
voltages and currents are at least 10 times larger than the random fluctuations of the meters. Then
make sure the measured resistance is constant with time: the average resistance should not drift
more than 10% in a few minutes.

8. Even if heating of the sample is not a problem, Ohm’s law is not always obeyed. Many materials
have a resistance that varies as the applied voltage varies, especially at higher voltages. Test for a
linear relationship between current and voltage by measuring the resistance at several voltages on
both sides of the measurement voltage. Whenever possible, make measurements in the linear
(ohmic) region, where resistance is constant as voltage changes.

9. If one or both of the contacts to the voltmeter are bad, the voltmeter may effectively be discon-
nected from the material. In this situation, the voltmeter might display some random voltage
unrelated to the voltage in the material. It might not be obvious that something is wrong, since
this random voltage could accidentally appear to be a reasonable value. Check for this by setting
the current source to zero amps and seeing if the voltmeter reading drops to zero volts. If it does
not, try remaking the two inner contacts.

10. A critical check of a four-point measurement is to reverse the leads and remeasure the resistance.
First, turn the current source to zero amps. Without disturbing any of the four contacts at the
sample, swap the two sets of wires going to the voltmeter and the current source/ammeter. The
two wires that originally plugged into the voltmeter should now plug into one terminal of the
current source and one terminal of the ammeter. The two wires that originally plugged into the
current source and ammeter should now plug into the voltmeter. Turn the current source on and
remeasure the resistance. Note that current is now being forced to flow between the two inner
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contact points on the sample, while the voltage is being measured between the two outer contacts
on the sample. The two measured resistances should be within 10% of each other.

11. The resistivity of some materials can depend on how much light is hitting the material. This is
especially a problem with semiconductors. If this is a possibility, try blocking all light from the
sample during measurement.

 

Sheet Resistance Measurements

 

It is often necessary to measure the resistivities of thin films or sheets of various materials. If the material
can be made into the form of a rectangle, then the resistivity can be measured just like the bar samples

(7.11)

where

 

r

 

 = Sample resistivity in 

 

W 

 

m

 

V 

 

= Voltage measured by the voltmeter in volts

 

w 

 

= Width of the sample measured in meters

 

h 

 

= Thickness of the sample measured in meters

 

I 

 

= Current the ammeter measures flowing through the sample in amperes

 

l 

 

= Length of the film measured in meters

For the special case of a square film, the width 

 

w 

 

is equal to the length 

 

l,

 

 and Equation 7.11 becomes:

(7.12)

The resistivity of a square film of material is called the “sheet resistivity” of the material, and is usually
represented by the symbol 

 

r

 

s

 

. The “sheet resistance” Rs is defined by:

(7.13)

where V = Voltage measured by the voltmeter in volts
I = Current the ammeter measures flowing through the sample in amps

The units for sheet resistance are W, but people commonly use the units “W per square” or W/�. The
sheet resistance is numerically equal to the measured resistance of a square piece of the material. Note
that sheet resistance is independent of the size of the square measured, and it is not necessary to know
the film thickness to measure sheet resistance. This makes sheet resistance a useful quantity for comparing
different thin films of materials.

It is usually more convenient to measure thin-film samples of arbitrary shape and size. This is usually
done by pressing four collinear, equally spaced contacts into a film whose length and width are both
much greater than the spacing between contacts. In this situation, the sheet resistance is [3]:

(7.14)

where V = Voltage measured across the two inner contacts
I = Current applied through the two outer contacts

In many practical cases, the size of the thin-film sample will not be much greater than the spacing
between the four-point contacts. In other cases, it might be necessary to measure a thin film near a corner

r ∫ Vwh

Il

r of square film
Vh

I
( ) ∫

R R of square film
V

Is ∫ ( ) =

R
V

Is = 4 532.
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or edge. In this situation, use geometric correction factors to accurately estimate the sheet resistance.
These correction factors are available for the most commonly encountered sample geometries [3].

Instrumentation for Four-Point Resistivity Measurements

The resistivities of thin films of materials are often measured using commercial four-point probes. These
probes generally have four equally spaced, collinear metal points that are pressed against the surface of
the film. A current is applied between the outer two points, while the voltage is measured across the
inner two points. These probes can also be used to measure the resistivity of bulk samples. Some
companies that make probes and systems specifically for four-point resistivity measurements are listed

Instrumentation for High-Resistivity Measurements

Many materials such as rocks, plastics, and paper have very high resistivities, up to 1 EW m. The techniques
described earlier for measuring resistivity are usually not reliable for these materials. In particular, it is
often not possible to make a four-point measurement. One problem is that high voltages are needed to
get any measurable current flowing through these materials. A second problem is that very long time
constants prevent making steady-state measurements. A third problem is that the surfaces of these
materials can often have significantly lower resistivity than the bulk, due to defects or other contamina-
tion. Measurements using the techniques described above then give falsely low values for the bulk
resistivity. The best way to measure the resistivity of these materials is to use specialized commercial
instruments. These are designed to separate out the bulk resistivity from the surface resistivity, and to

some companies that make high-resistivity measurement systems.

van der Pauw Technique

The four-point measurement technique described earlier has assumed the material sample has the shape
of a rectangular thin film or a bar. There is a more general four-point resistivity measurement technique
that allows measurements on samples of arbitrary shape, with no need to measure all the physical
dimensions of the sample. This is the van der Pauw technique [4]. There are four conditions that must
be satisfied to use this technique:

1. The sample must have a flat shape of uniform thickness.
2.
3. The sample must be homogeneous and isotropic.
4. All four contacts must be located at the edges of the sample.

In addition to these four conditions, the area of contact of any individual contact should be at least
an order of magnitude smaller than the area of the entire sample. For small samples, this might not be
possible or practical. If sufficiently small contacts are not achievable, it is still possible to do accurate van
der Pauw resistivity measurements, using geometric correction factors to account for the finite size of

common geometry is to attach four contacts to the four corners of a square-shaped sheet of the material.
The procedure for doing a van der Pauw measurement is as follows:

1. Define a resistance Rij,kl º Vkl/Iij, where Vkl º Vk – Vl is the voltage between points k and l, and Iij

is the current flowing from contact i to contact j.
2. Measure the resistances R21,34 and R32,41. Define R> as the greater of these two resistances and R<

as the lesser of these two resistances.
3. Calculate the ratio R> /R< and find the corresponding value of the function f (R> /R<) from

Figure 7.4. Be careful to use the appropriate horizontal scale!
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the contacts. See Ref. [5] for further details.
The inset illustration of Figure 7.4 illustrates one possible sample measurement geometry. A more

The sample must not have any isolated holes.

in Table 7.1.

minimize the many other problems encountered when measuring very high resistivities. Table 7.2 lists
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TABLE 7.1 Companies That Make Four-Point Resistivity Measurement Probes and Systems

Company and Comments

Creative Design Engineering, Inc.
20565 Elves Drive
Cupertino, CA 95014
Tel: (408) 736-7273
Fax: (408) 738-3912

Creative Design Engineering makes manual and automatic four-point resistivity systems specially designed for both small 
and large semiconductor wafers.

Four Dimensions, Inc.
3138 Diablo Ave.
Hayward, CA 94545
Tel: (510) 782-1843
Fax: (510-786-9321
http://www.4dimensions.com

Four Dimensions makes a variety of manual and automatic four-point probe systems for measurement of resistivity and 
resistivity mapping of flat samples such as semiconductor wafers.

Hewlett-Packard Company
Test and Measurement Organization
5301 Stevens Creek Blvd.
Santa Clara, CA 95052-8059
Tel: (800) 452-4844
Fax: (303) 754-4801
http://www.hp.com

Hewlett-Packard makes a variety of high-quality instruments useful for four-point measurements.

Jandel Engineering, Ltd.
Grand Union House
Leighton Road
Linslade, Leighton Buzzard
LU7 7LA
U.K.
Tel: (01525)-378554
Fax: (01525)-381945
http://www.getnet.com/~bridge/jandel.html

Jandel makes four-point probes useful for flat samples such as semiconductor wafers. They will build custom four-point 
probes for your particular needs. They also make a combined constant current source and digital voltmeter for resistivity 
measurements.

Keithley Instruments, Inc.
28775 Aurora Road
Cleveland, OH 44139-1891
Tel: (440) 248-0400
Fax: (440) 248-6168
http://www.keithley.com

Keithley makes a wide variety of four-point measurement systems. They also have useful, free literature detailing techniques 
for making accurate resistivity measurements.

KLA-Tencor Corp.
1 Technology Drive
Milpitas, CA 95035
Tel: (408) 875-3000
Fax: (408) 875-3030
http://www.kla-tencor.com

KLA-Tencor makes automated sheet resistance mapping systems designed for semiconductor wafers.
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TABLE 7.1 (continued) Companies That Make Four-Point Resistivity Measurement Probes and Systems

Company and Comments

Lucas-Signatone Corp.
393-J Tomkins Ct.
Gilroy, CA 95020
Tel: (408) 848-2851
Fax: (408) 848-5763
http://www.signatone.com

Signatone makes four-point resistivity measurement systems and a variety of four-point probe heads. They make a high-
temperature, four-point probe head for temperatures up to 670 K.

Miller Design and Equipment, Inc.
2231-C Fortune Drive
San Jose, CA 95131-1806
Tel: (408) 434-9544
Fax: (408) 943-1491

Miller Design makes semi-automatic resistivity probe systems, designed for semiconductor wafers.

Mitsubishi Chemicals Corp./Yuka Denshi Co., Ltd.
Kyodo Bldg., 1-5 Nihonbashi Muromachi 4-chome
Chuo-kyu, Tokyo 103
Japan
Tel: 03-3270-5033
Fax: 03-3270-5036

Yuka Denshi makes a low-resistivity meter and a variety of four-point probe heads.

MMR Technologies, Inc.
1400 North Shoreline Blvd., # A5
Mountain View, CA 94043
Tel: (650) 962-9620
Fax: (650) 962-9647
http://www.mmr.com

MMR makes systems for four-point resistivity, Hall mobility, and Seebeck potential measurements over the temperature 
range 80 K to 400 K.

Napson Corporation
Momose Bldg. 7F
2-3-6 Kameido
Koto-kyu
Tokyo 136
Japan
QuadTech, Inc.
100 Nickerson Rd., Suite 3
Marlborough, MA 01752-9605
Tel: (800) 253-1230
Fax: (508) 485-0295
http://www.quadtechinc.com

QuadTech makes a four-point ohmmeter capable of measuring resistances from 1 mW to 2 MW.

Quantum Design
11578 Sorrento Valley Rd.
San Diego, CA 92121-1311
Tel: (800) 289-6996
Fax: (619) 481-7410
http://www.quandsn.com

Quantum Design makes an automated system for measuring four-point resistivity, Hall mobility, and other properties over 
the temperature range 2 K to 400 K in magnetic fields up to 14 T.
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4. Calculate the resistivity ra using:

(7.15)

where ra = Resistivity in W m
d = Thickness of the sample in m

Resistances R> and R< are measured in W
ln4 = Approximately 1.3863

It is not necessary to measure the width or length of the sample.

TABLE 7.2 Companies That Make High-Resistivity Measurement Probes and Systems

Company and Comments

Hewlett-Packard Company
Test and Measurement Organization
5301 Stevens Creek Blvd.
Santa Clara, CA 95052-8059
Tel: (800) 452-4844
Fax: (303) 754-4801
http://www.hp.com

Hewlett-Packard makes high-resistance meters and specially designed resistivity test chambers.

Keithley Instruments, Inc.
28775 Aurora Road
Cleveland, OH 44139-1891
Tel: (440) 248-0400
Fax: (440) 248-6168
http://www.keithley.com

Keithley makes special meters and resistivity test chambers for measuring high resistivities. They also have useful, free 
literature detailing techniques for making accurate resistivity measurements.

Mitsubishi Chemicals Corp./Yuka Denshi Co., Ltd.
Kyodo Bldg., 1-5 Nihonbashi Muromachi 4-chome
Chuo-kyu, Tokyo 103
Japan
Tel: 03-3270-5033
Fax: 03-3270-5036

Yuka Denshi makes high-resistance meters and a variety of probes and resistivity test chambers.

Monroe Electronics, Inc.
100 Housel Avenue
Lyndonville, NY 14098
Tel: (800) 821-6001
Fax: (716) 765-9330
http://www.monroe-electronics.com

Monroe Electronics makes portable and hand-held instruments for measuring surface resistivity, designed for testing 
antistatic materials.

QuadTech, Inc.
100 Nickerson Rd. Suite 3
Marlborough, MA 01752-9605
Tel: (800) 253-1230
Fax: (508) 485-0295
http://www.quadtechinc.com

QuadTech makes a high-resistance ohmmeter.

r
p

a =
+( ) ( )> < > <d R R f R R

ln 4
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FIGURE 7.4  The van der Pauw technique. The inset shows one possible measurement geometry. The graph shows the function f
(R>/R<) needed to find the resistivity in Equation 7.15.
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5. Switch the leads to measure R43,12 and R14,23. Repeat steps 3 and 4 to calculate rb using these new
values for R> and R<. If the two resistivities ra and rb are not within 10% of each other, either the
contacts are bad, or the sample is too nonuniform to measure reliably. Try making new contacts.
If the two resistivities ra and rb are within 10% of each other, the best estimate of the material
resistivity r is the average:

(7.16)

Note: The function f (R> <

(7.17)

Defining Terms

Conductance: The inverse of resistance.
Conductivity: The inverse of resistivity.
Contact resistance: The resistance between the surface of a material and the electric contact made to the

surface.
Four-point technique: A method for measuring the resistivity of a material, using four electric contacts

to the material, which avoids many contact resistance problems.
Resistance: The physical property of a particular piece of a material, quantifying the ease with which

electricity can flow through it. Resistance will depend on the size and shape of the piece of material.
Resistivity: The intrinsic physical property of a material quantifying the ease with which electricity can

flow through it. Resistivity will not depend on the size and shape of the piece of material. Higher
resistivity means the flow of electricity is more difficult.

Sheet resistance: The resistance of a square thin film or sheet of material.
Two-point technique: A method for measuring the resistivity of a material, using two electric contacts

to the material.

material sample.
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Van der Pauw technique: A method of measuring the four-point resistivity of an arbitrarily shaped

/R ) plotted in Figure 7.4 is defined by the transcendental equation:
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Electric charge,

 

 a basic property of elementary particles, is defined by convention as negative for the

quantization and determined the value of the elementary charge by measuring the motion of small
charged droplets in an adjustable electric field. The SI unit of charge, the 

 

coulomb 

 

(

 

C

 

), is defined in
terms of base SI units as: 

(8.1a)

In terms of fundamental physical constants, the coulomb is measured in units of the elementary charge 

 

e:

 

(8.1b)

 

Charge measurement 

 

is widely used in electronics, physics, radiology, and light and particle detection,
as well as in technologies involving charged particles or droplets (as for example, toners used in copiers).
Measuring charge is also the method of choice for determining the average value for small and/or noisy

the electrostatic voltmeters and the charge amplifiers.

 

Electrostatic instruments 

 

function by measuring the mechanical displacement caused by the deflecting

charge-measurement devices, using the fact that charge is a function of voltage and instrument capaci-
tance. This class of instruments can be optimized for a very wide range of measurements, from about
100 V to 100 kV full-scale, with custom devices capable of measuring voltages in excess of 200 kV. The

Their insulation resistance is between 10

 

10

 

 

 

W

 

 and 10

 

15

 

 

 

W,

 

 with instrument capacitances in the range of

Modern electronic instruments have replaced in great measure the 

 

electrostatic voltmeters 

 

as devices
of choice for the measurement of charge. The charge amplifier is used for the measurement of charge or

charges on 

 

C

 

1

 

 and 

 

C

 

f

 

 results in:

(8.2)
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electric currents by utilizing time integration. The two standard classes of charge-measuring devices are

torques produced by electric fields on charged conductors [2,3]. Electrostatic voltmeters also serve as

where the relative uncertainty in the value of the elementary charge is 0.30 ppm [1].

accuracy of electrostatic voltmeters is about 1% of full scale, with typical time constants of about 3 s.

1 pF to 500 pF. Figure 8.1 gives a schematic representation of several types of electrostatic voltmeters.

charge variation [4]. Figure 8.2 shows the basic configuration of the charge amplifier. The equality of

Shunt Amplifiers • Feedback Amplifiers

electron and positive for the proton. In 1910, Robert Andrews Millikan (1868–1953) demonstrated the
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This same measurement principle is realized in the 

 

electrometer.

 

 The charge, 

 

Q, 

 

to be measured is
transferred to the capacitor, 

 

C,

 

 and the value, 

 

V,

 

 of the voltage across the capacitor is measured: 

 

Q 

 

= 

 

CV.

 

coulomb mode, in which a capacitor 

 

C

 

f

 

 is connected across the operational amplifier, resulting in the
input capacitance 

 

AC

 

f

 

. Typical gain 

 

A 

 

for these amplifiers is in the range 10

 

4

 

 to 10

 

6

 

, making 

 

AC

 

f

 

 very
large, and thus eliminating the problem of complete charge transfer to the input capacitor of the
coulombmeter. Electrometers have input resistances in the range 10

 

14

 

 

 

W

 

 to 10

 

16

 

 

 

W,

 

 resulting in very long
time constants, and thus minimizing the discharging of the capacitor. Typical leakage currents are 5 

 

¥

 

10

 

–14

 

 A to 5 

 

¥

 

 10

 

–16

 

 A, again minimizing the variation in the charge. In the coulombmeter mode,
electrometers can measure charges as low as 10

 

–15

 

 C and currents as low as 10

 

–17

 

 A.
Errors in charge-measuring instruments are caused by extraneous currents [5]. These currents are

generated as thermal noise in the shunt resistance, by resistive leakage, and by triboelectric, piezoelectric,
pyroelectric, electrochemical, and dielectric absorption effects. The coulombmeter function of the elec-
trometers does not use internal resistors, thus eliminating this thermal noise source. Triboelectric charges
due to friction between conductors and insulators can be minimized by using low-noise triaxial cables,
and by reducing mechanical vibrations in the instrument. Under mechanical stress, certain insulators
will generate electric charge due to piezoelectric effects. Judicious choices of materials and reduction of
stress and mechanical motion can significantly reduce this effect.

Trace chemicals in the circuitry can give rise to electrochemical currents. It is therefore important to
thoroughly clean and dry chemicals of all sensitive circuitry. Variations in voltages applied across insu-
lators cause the separation and recombination of charges, and thus give rise to dielectric absorption

 

FIGURE 8.1  

 

Examples of the repulsion, attraction, and symmetrical mechanical configurations of electrostatic
voltmeters: (a) gold-leaf electroscope, (b) schematic representation of an attraction electrostatic voltmeter, (c) a
symmetric quadrant electrostatic voltmeter [2].

 

FIGURE 8.2  

 

Basic concept of the charge amplifier. The output voltage is 

 

v

 

o

 

 = 

 

C
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/

 

C

 

f
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Figure 8.3 shows the block diagram for the typical digital electrometer [5]. Charge is measured in the
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parasitic currents. The solution is to limit the voltages applied to insulators used for high-sensitivity
charge measurements to less than about 5 V.

Dielectric materials used in sensitive charge-measurement experiments should be selected for their
high resistivity (low resistive leakage), low water absorptivity, and minimal piezoelectric, pyroelectric,
triboelectric, and dielectric absorption effects. Sapphire and polyethylene are two examples of suitable
materials. 

 

Guarding 

 

is used to minimize both shunt currents and errors associated with the capacitance
of cables and connectors. The block diagram in Figure 8.3 shows typical guarding arrangements for
modern electrometers.

 

8.1 Electrostatic Voltmeters

 

Electrostatic voltmeters and the more sensitive mechanical electrometers use an indicator to readout the
position of a variable capacitor. Depending on their mechanical configuration, the electrostatic voltmeters
can be categorized into three types: repulsion, attraction, and symmetrical [2, 3]. The moving system in
the high-sensitivity instruments is suspended from a torsion filament, or pivoted in precision bearings
to increase ruggedness. A wide variety of arrangements is used for the capacitative elements, including
parallel plates, concentric cylinders, hinged plates, and others. Motion damping of the moving parts is
provided by air or liquid damping vanes or by eddy current damping.

  

Thin leaves of gold are suspended from a conductive contact that leads out of a protective case through
an insulator. As charge applied to the contact is transferred to the leaves, the leaves separate by a certain
angle, the mutual repulsion being balanced by gravity. In principle, this device can also be used to measure
the voltage difference between the contact electrode and the outer case, assuming the capacitance as a
function of leaf separation angle is known. The electroscope is an example of a repulsion-type device,
as is the Braun voltmeter in which the electroscope leaves are replaced by a balanced needle [2]. The
delicate nature and low accuracy of this class of instruments limit their use in precise quantitative
measurement applications.

 

FIGURE 8.3  

 

Conceptual block diagram of the digital electrometer. In the coulombs function, the charge to be
determined is transferred to the corresponding capacitor, and the voltage across this capacitor is measured.
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One of the oldest devices used to measure charge is the gold leaf electroscope, shown in Figure 8.1a.
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An example of an attraction electrostatic voltmeter used for portable applications is shown in

  

1

   

2

 

through a coil spring that supplies the balancing torque. Opposite charges on the capacitor cause the
movable plate to rotate until the electric attraction torque is balanced by the spring. If a voltage 

 

V 

 

=

 

V

 

1

 

 – 

 

V

 

2

 

 is applied, the electric torque is given by [3]:

(8.3)

The balancing spring torque is proportional to angular displacement, so the angle at equilibrium is
given by:

(8.4)

Since the rotation is proportional to 

 

V

 

2

 

, such an instrument can be used to measure ac voltages as well.
Symmetrical instruments are used for high-sensitivity, low-voltage measurements. The voltage is

applied to a mobile element positioned between a symmetrical arrangement of positive and negative

increased. One of the first devices sensitive enough to be called an “electrometer” was the quadrant

  

1

   

2

 

suspended by a wire allowing the stiffness of the suspension to be controlled by the potential 

 

V,

 

 so that
the displacement is given by [2]:

(8.5)

where 

 

K 

 

is the unloaded spring constant of the suspension.
The advantage of electrostatic instruments is that the only currents they draw at dc are the leakage

current and the current needed to charge up the capacitive elements. High-performance symmetrical
electrostatic instruments have leakage resistances in excess of 10

 

16

 

 

 

W,

 

 sensitivities of better than 10 

 

m

 

V,
and capacitances of 10 pF to 100 pF. They are capable of measuring charges as small as 10

 

–16

 

 C, and are
sensitive to charge variations of 10

 

–19

 

 C.
Historically, as stated above, the symmetrical electrostatic voltmeters have been called “electrometers.”

Note that this can give rise to some confusion, as the term 

 

electrometer 

 

is presently also used for the
electronic electrometer. This is a high-performance dc multimeter with special input characteristics and
high sensitivity, capable of measuring voltage, current, resistance, and charge.

Modern noncontacting electrostatic voltmeters have been designed for voltage measurements up to
the 100 kV range. An advantage of these instruments is that no physical or electric contact is required
between the instrument and test surface, ensuring that no charge transfer takes place. Kawamura, Saka-
moto, and Noto [6] report the design of an attraction-type device that uses a strain gage to determine

shutter to modulate the capacitance between the detector electrode and the potential surface to be
measured. Trek Inc. [8] electrostatic voltmeters achieve a modulated capacitance to the test surface by

Fallone [11] have employed noncontacting electrostatic voltmeters to determine the charge distributions

devices and manufacturers.
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Figure 8.1b. While the fixed sector disk is held at V , the signal V  is applied to the movable sector disk

quadrant pairs, the indicator is attracted toward one pair and repelled by the other. The indicator is

electrodes. Common mode displacement errors are thus reduced, and the measurement accuracy

electrometer shown schematically in Figure 8.1c. As a voltage difference, V  – V , is applied across the

electromechanically vibrating the detector electrode. Horenstein [9], Gunter [10], and MacDonald and

on semiconductor and insulator surfaces. Tables 8.1 and 8.2 contain a selection of available commercial

the displacement of a movable plate electrode. Hsu and Muller [7] have constructed a micromechanical
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8.2 Charge Amplifiers

 

The conversion of a charge, 

 

Q,

 

 into a measurement voltage involves at some stage the transfer of that
charge onto a reference capacitor, 

 

C

 

r

 

. The voltage, 

 

V

 

r

 

, developed across the capacitor gives a measure of
the charge as 

 

Q 

 

= 

 

V

 

r

 

/

 

C

 

r

 

. There are two basic amplifier configurations for carrying out such measurements
using the reference capacitor in either a 

 

shunt 

 

or 

 

feedback 

 

arrangement.

 

Shunt Amplifiers

 

it is assumed that the charge that is to be measured is the result of the integrated current delivered by a
time-dependent current source, 

 

i

 

(

 

t

 

). With the measurement circuit disconnected (switch in position s2),
the charge on the source capacitor, 

 

C

 

s

 

, at time 

 

t

 

 will be 

 

Q 

 

=

 

Ú

 

c

 

0

 

i

 

(

 

t

 

)d

 

t 

 

(assuming 

 

Q 

 

starts from zero at 

 

t 

 

= 0)
and the output voltage, 

 

V

 

o

 

, will be zero, as the input voltage to the (ideal) operational amplifier is zero.
On closing the switch in position s1, the charge on 

 

C

 

s

 

 will then be shared between it and 

 

C

 

r

 

 and:

 

TABLE 8.1

 

Instruments Used in Charge Measurement Applications

 

Instrument
Manufacturer Model # Description

Approximate 
Price

 

Advantest TR8652 Electrometer $2500.00
R8340/8340A Electrometer $5400.00
R8240 Digital electrometer $2300.00
TR8601 Micro current meter $3500.00
TR8641 Pico ammeter $2500.00

Amptek A101 Charge preamplifier $300.00
A111 Charge preamplifier $375.00
A203 Charge preamplifier/shaper $300.00
A225 Charge preamplifier/shaper $395.00
A250 Charge preamplifier $420.00

EIS ESH1-33 Electrostatic voltmeter $1650.00–$5890.00

 

a

 

ESD1-11 Electrostatic voltmeter $1465.00–$1740.00

 

a

 

CRV Electrostatic peak voltmeter $2100.00
Jennings J-1005 RF kilovoltmeter $5266.00
Keithley 610C Electrometer $4990.00

614 Digital electrometer $2490.00
617 Programmable electrometer $4690.00
642 Digital electrometer $9990.00
6512 Electrometer $2995.00
6517 Electrometer $4690.00

Kistler 5011B Charge amplifier $2700.00
5995 Charge amplifier $1095.00
5395A Charge calibrator $11655.00

Monroe 168-3 Electrostatic voltmeter $4975.00
174-1 Electrostatic voltmeter $5395.00
244AL Electrostatic millivoltmeter $3695.00
253-1 Nanocoulomb meter/Faraday cup $1765.00

Nuclear Associates 37-720FW Digital electrometer for dosimetry $1234.00
Trek 320B Electrostatic voltmeter $1930.00

341 Electrostatic voltmeter $6900.00
344 Electrostatic voltmeter $2070.00
362A Electrostatic voltmeter $2615.00
368 Electrostatic voltmeter $2440.00–$9160.00

 

a

 

a

 

Available in a range of specifications.
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Figure 8.4 shows a typical circuit in which the reference capacitor is used in a shunt mode. In this example,
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(8.6)

In order to accurately relate the output voltage to the charge 

 

Q

 

,

 

 

 

not only does the gain of the non-
inverting amplifier and the reference capacitance need to be known, which is relatively straightforward,
but it is also necessary to know the source capacitance. This is not always easy to determine. The effect
of any uncertainty in the value of 

 

C

 

s can be reduced by increasing the value of the reference capacitor to
the point where it dominates the total capacitance. However, in so doing, the output voltage is also
reduced and the measurement becomes more difficult. The dependence of the measurement on Cs is one
of the main limitations to this simple method of charge measurement. In addition, any leakage currents
into the input of the operational amplifier, through the capacitors, or back into the source circuitry
during the measurement period will affect the result. For the most accurate measurements of low charge
levels, feedback amplifiers are more commonly used.

TABLE 8.2 Instrument Manufacturers

Advantest Corporation Kistler Intrumente AG
Shinjuku-NS Building 4-1 CH-8408 Winterthur, Switzerland
Nishi-Shinjuku 2-Chome, Shinjuku-ku
Tokyo 163-08 Japan Monroe Electronics

100 Housel Ave.
Amptek Inc. Lyndonville, NY 14098
6 De Angelo Drive
Bedford, MA 01730 Nuclear Associates

Div. of Victoreen, Inc.
Electrical Instrument Service Inc. 100 Voice Rd.
Sensitive Research Instruments P.O. Box 349
25 Dock St. Carle Place, NY 11514-0349
Mount Vernon, NY 10550

Trek Incorporated
Jennings Technology Corporation 3922 Salt Works Rd.
970 McLaughlin Ave. P.O. Box 728
San Jose, CA 95122 Medina, NY 14103

Keithley Instruments Inc.
28775 Aurora Road
Cleveland, OH 44139

FIGURE 8.4  Schematic representation of a charge amplifier using a shunt reference capacitor. With the switch in
position s1, the measurement circuit is connected and the charge is proportional to the output voltage and to the
sum Cs + Cr. Note the significant sensitivity to Cs.
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Feedback Amplifiers

Figure 8.5 shows a circuit where the reference capacitor now provides the feedback path around the
operational amplifier. The output voltage from this configuration for a given charge Q transfer from the
source is then:

(8.7)

where A is the open-loop gain of the operational amplifier. For most situations, ACr > Cs and the charge
measurement becomes independent of the source capacitance. In addition, the inverting input to the
operational amplifier is kept close to ground potential, reducing the magnitude of leakage currents in
that part of the circuit. However, in contrast to these two benefits is the new problem that the input bias
current for the operational amplifier is integrated by the feedback capacitor, producing a continual drift
in the output voltage. Several solutions have been used to overcome this problem, including the use of
a parallel feedback resistor, Rf , which suppresses the integrating behavior at low frequencies (periods
longer than Rf Cr), balancing the bias current with another externally provided current, and incorporating
a reset switch that discharges the circuit each time the output voltage ramps beyond a set trigger level.

The sensitivity of feedback amplifiers depends on the noise sources operating within any specific
application. The most impressive performance is obtained by amplifiers integrated into CCD chips
(charge coupled devices) that can, under the right operational conditions, provide sensitivities measured
in terms of a few electron charges. To illustrate the important parameters involved in the design of

The source (detector) is now shown as a biased photodiode, which is assumed to be producing individual
bursts of charge each time a photon (an X-ray, for example) interacts in it. In this example, the photodiode

c

diode bias supply, Vb , but provides a low impedance path for the short-duration charge deposits. The
preamplifier is a variant on that shown in Figure 8.5, in which there is now a parallel feedback resistor
to provide baseline restoration on long time scales and an FET transistor to reduce the effect of the
operational amplifier input bias current by virtue of its high current gain factor, b.

In practice, the dominant noise contributions in most applications of this type come from Johnson
(current) noise in the bias and feedback resistors, shot noise on the photodiode bias current, voltage
noise across the FET, and finally the inevitable 1/f component. The two resistors effectively feed thermal
current noise into the input of the integrator. Similarly, the shot noise associated with the photodiode
bias current feeds into the input. Together, these components are known as parallel noise and the total
parallel noise charge is given by:

FIGURE 8.5  Schematic representation of a charge amplifier with reference feedback capacitor. The charge is pro-
portional to the output voltage and to the sum Cs + ACr, where A is the amplifier gain. Note the reduced sensitivity
to Cs.
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is coupled to the amplifier using a large value capacitor, C . This blocks the direct current path from the

ultralow noise charge preamplifiers for CCD-type applications, consider the circuit shown in Figure 8.6.
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(8.8)

where k is Boltzmann’s constant, e is the charge on the electron, T is absolute temperature, and DB is
the bandwidth associated with the measurement that will depend on the details of subsequent shaping
amplifier stages [12]. Voltage noise across the FET (and hence operational amplifier inputs) will arise
from junction noise in the FET itself and from Johnson noise in its bias resistor, RF . In practice, the FET
junction noise usually dominates, in which case this series noise contribution is given by:

(8.9)

where en is the junction voltage noise for the FET in V  and Cin is the total capacitance seen at the
gate of the FET. This will include both the source capacitance, the gate capacitance of the FET, and any
stray capacitance. The total noise is then the quadrature sum of Equations 8.8 and 8.9. The different
dependencies on the bandwidth for Equations 8.8 and 8.9 imply there will be some optimum bandwidth
for the measurement and this will depend on the relative contributions from each. 1/f noise manifests
itself as a bandwidth-independent term that again, must be added in quadrature. The Johnson noise
associated with the resistors and FET junction will show a temperature dependence decreasing with .
For the FET, this reduction does not continue indefinitely and there is usually an optimum temperature
for the FET around 100 K. Photodiode bias currents also fall with decreasing temperature and, for silicon
devices, this is about a factor of 2 for every 10 K drop in temperature. Most ultralow noise applications
thus operate at reduced temperature, at least for the sensitive components. Bias resistors and feedback
resistors are kept as high as possible (typically > 100 MW) and FETs are specially selected for low junction
voltage noise (typically 1 nV ). Ideally, photodiode capacitances should be kept as low as possible
and there is also an interplay between the FET junction noise, en, and the FET gate capacitance that is
affected by altering the FET bias current, which can be used to fine-tune the series noise component.

Finally, there is another noise component that can often be critical and difficult to deal with. This is
from microphonics. There are two effects. First, the feedback reference capacitor is typically made as
small as possible (<1 pF) to reduce the effect of noise in the following shaping amplifier stages. This

FIGURE 8.6  Typical ultralow noise charge preamplifier configuration for charge pulse readout from ionization type
radiation detectors (e.g., X-ray detection using photodiodes or CCDs). The large capacitor Cc provides a low
impedance path for the short charge deposit pulses, while the parallel feedback resistor provides baseline restoration
on long time scales. An FET transistor reduces the effect of the operational amplifier input bias current.
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makes it sensitive to any stray capacitances and, if there are vibrations in the system that alter the local
geometry, then this can change the feedback capacitance that changes the “gain” of the preamplifier.
Second, the photodiode will be operating with some applied bias voltage (often several tens of volts) and
any change in its apparent capacitance through mechanical movement of components will result in charge
being moved around. These charge movements will be sensed by the charge amplifier. Ultralow noise

a selection of available commercial devices and manufacturers.

8.3 Applications

The Millikan technique of measuring charges on particles suspended in electric fields continues to be
developed for various applications. Kutsuwada et al. [13] use a modified Millikan experiment to measure
the charge distribution on electrophotographic toner particles of various sizes. They show a comparison
of the results obtained using an ordinary Millikan apparatus, and a modified system in which an
additional ac electrode has been inserted in the hyperbolic quadrupole electrode assembly. The two
methods agree to within a small multiplicative calibration factor. A different method of measuring the
charge of toner particles uses the q/d meter [14] in which q and d refer, respectively, to the charge and
the diameters of the particles. In the q/d meter, the charged particles are transported horizontally in a
steady laminar air flow, and move vertically in an electric field until deposited on a registration electrode.
The position at which the particle is deposited on the registration electrode defines the charge-to-diameter
ratio. The size of the deposited particle is then measured, thus completing the determination of the charge
distribution for various particle sizes.

The experiments searching for fractional charges [15] make use of superconducting niobium spheres
0.25 mm in diameter, suspended in vacuum at 4.2 K in a magnetic field. The vertical position of the
spheres is modulated by an alternating electric field and measured with an ultra-sensitive magnetometer.
Positrons and electrons generated by radioactive sources are used to cancel all integer charges on the
spheres. Fractional charges are detected and measured as that residual charging of the niobium spheres
that cannot be neutralized by the integral charges from the radioactive sources. Although this experiment
is sensitive to about 0.01 electron charges (10–21

 C), it has produced no conclusive evidence of fractional
charges.

A similar approach, using force modulation, is used for the noncontact measurement of charge on
gyroscopes [16]. Out-of-phase equal forces are applied to an electrostatically suspended gyroscope at a
frequency well within the suspension control bandwidth. The charge of the gyroscope is then proportional
to modulation frequency component of the suspension control effort. The sensitivity of this method is
about 10–12

 C gyroscope charge, limited by the allowable modulation force and position sensor noise.
Noncontact measurement of charge on liquid drops in a microgravity environment can be also

performed using field mill instruments [17]. A mechanical chopper is used to modulate the electric field
induced by the spherical charge on a grounded sensing plate. The resulting alternating current from
sensor to ground is a measure of the charge on the drop. In a refinement of this method, the modulation
is achieved by varying the distance between charge and sensor. The authors [18] claim that this system
provides an increase in sensitivity of 2 to 3 orders of magnitude over the original technique.

Optical sensors based on the Pockels effect [19] are used to measure the space-charge field in gaseous
dielectrics. The Pockels effect involves the change in the birefringence of certain crystalline materials on
the application of an electric field. In the measuring system, a circularly polarized beam is detected after
passing through the Pockels sensor and a polarizing plate. The detected intensity varies linearly with the
intensity of the electric field applied to the sensor. This system is capable of performing a vector mea-
surement of the electric field produced by the space charge, determining both intensity and direction.

Optical methods of charge measurement are also used for particles whose physical structure depends
on their charge. An example is the degree of dissociation of the end groups of polystyrene particles in
colloidal solutions [20]. In this application, the intensities of the Raman scattering spectrum lines depend
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on the degree of dissociation of the polystyrene end groups, and thus determine the charge of these
particles.

A widely used application of charge measurement is as an integral element of radiation dosimetry.
Radiation is passed through ionization chambers, where the generated ions are collected and the charge
measured with electrometers. Ionization chambers used in dosimetry for radiation therapy have typical
sensitivities in the range 0.02 nC R–1

 to 0.2 nC R–1. Coulombmeter electrometers with sensitivities of
1 pC to 10 pC are therefore required for this application.

Defining Terms

Charge, also Electric charge: A basic property of elementary particles, defined by convention as negative
for the electron and positive for the proton. The SI unit of charge is the coulomb (C), defined as
1 ampere ¥ 1 second.

Electrostatic instrument: An instrument that functions by measuring the mechanical displacement or
strain caused by electric fields.

Electrostatic voltmeter: Electrostatic instrument used to measure charge. The charge is determined as a
function of voltage and instrument capacitance.

Charge amplifier: Charge-measuring instrument. The charge is transferred to a reference capacitor and
the resulting voltage across the capacitor is measured. Shunt and feedback versions of the charge
amplifier have the reference capacitor used in shunt and feedback mode, respectively.

Electrometer: Historic usage, type of electrostatic voltmeter. Modern usage, electronic electrometer, a
high-performance dc multimeter with special input characteristics and high sensitivity, capable of
measuring voltage, current, resistance, and charge.

References

1. E. Cohen and B. Taylor, The 1986 Adjustment of the Fundamental Physical Constants, Rev. Modern
Phys., 59(4), 1121-1148, 1987.

2. F. Harris, Electrical Measurements, New York: John Wiley & Sons, 1952.
3. W. Michels, Electrical Measurements and Their Applications, Princeton, NJ: D. Van Nostrand, 1969.
4. A.J. Diefenderfer, Principles of Electronic Instrumentation, 3rd ed., Philadelphia: Saunders College

Publishing, 1994.
5. Keithley Instruments, Inc., Low Level Measurements, 4th ed., Cleveland: Keithley Instruments, Inc.,

1993.
6. K. Kawamura, S. Sakamoto, and F. Noto, Design and Development of New Electrostatic Voltmeter

Using Strain Gauge, IEEE Trans. Ind. Appl., 25, 563-568, 1989.
7. C. Hsu and R. Muller, Micromechanical Electrostatic Voltmeter, Transducers ’91. Int. Conf. Solid-

State Sensors Actuators, 1991, 659-662.
8. Trek Incorporated, 3922 Salt Works Rd., P.O. Box 728, Medina, NY 14103.
9. M.M. Horenstein, Measuring surface charge with a noncontacting voltmeter, Proc. IEEE Industry

Appl. Soc. Annu. Meeting, Toronto, Ontario, Canada IAS’93, 3, 1811-1816, 1993.
10. P. Gunther, Determination of charge density and charge centroid location in electrets with semi-

conducting substrates, IEEE Trans. Electrical Insul., 27, 698-701, 1992.
11. B. MacDonald and B. Fallone, Surface-charge distributions on radiation-charged electrets. 7th Int.

Symp. Electrets (ISE 7). Berlin, Germany, 1991, 798-803.
12. V. Radeka, Signal, noise and resolution in position-sensitive detectors, 20th Nuclear Science Symp.

5th Nuclear Power Syst. Symp., San Francisco, CA, IEEE Trans. Nucl. Sci., 21, 51-64, 1974.
13. N. Kutsuwada, T. Shohdohji, N. Okada, H. Izawa, T. Sugai, Y. Nakamura, and T. Murata, Measure-

ment of electric charge of electrophotographic toner, J. Imaging Sci. Technol., 37(5), 480-484, 1993.
14. M. Mehlin and R.M. Hess, Electrical charge measurement of toner particles using the q/d meter,

J. Imaging Sci. Technol., 36, 142-150, 1992.

1733 FrameBook  Page 10  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Charge Measurement 8-11

15. A.F. Hebard, G.S. LaRue, J.D. Phillips, and C.R. Fisel, Search for Fractional Charge in Near Zero:
New Frontiers of Physics, New York: W. H. Freeman and Company, 1988, 511.

16. S. Buchman, T. Quinn, G.M. Keiser, D. Gill, and T.J. Sumner, Charge measurement and control
for the Gravity Probe B gyroscopes, Rev. Sci. Instrum., 66, 120-129, 1995.

17. M.N. Horenstein, Peak sampled vibrating-reed for the measurement of electric fields in the pres-
ence of space charge, Rev. Sci. Instrum., 54, 591-593, 1983.

18. K.-C. Lin and T.G. Wang, Noncontact charge measurement, Rev. Sci. Instrum., 63, 2040-2043, 1992.
19. K. Hidaka, Progress in Japan of space charge field measurement in gaseous dielectrics using a

Pockels sensor, IEEE Electrical Insul. Mag., 12(1), 17-28, 1996.
20. R. Kesavamoorthy, T. Sakuntala, and A.K. Arora, In situ measurement of charge on polystyrene

particles in colloidal suspension, Meas. Sci. Technol., 1(5), 440-445, 1990.

1733 FrameBook  Page 11  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

9

 

-1

  

9

 

Capacitance and
Capacitance

 

Measurements

   

9.2

   

Capacitance

 

A capacitor is a system of two conducting electrodes, having equal and opposite charges separated by a
dielectric. The capacitance 

 

C

 

 of this system is equal to the ratio of the absolute value of the charge 

 

Q 

 

to
the absolute value of the voltage between bodies as:

(9.1)

where

 

C 

 

= Capacitance in farad (F)

 

Q 

 

= Charge in coulomb (C)

 

V 

 

= Voltage (V)

The unit of capacitance, the farad, is a large unit; practical capacitors have capacitances in mirofarads
(

 

m

 

F or 10

 

–6
 

 

F), nanofarads (nF or 10

 

–9
 

 

F), and picofarads (pF or 10

 

–12
 

 

F). The unit conversions are shown

The capacitance 

 

C 

 

depends on the size and shape of charged bodies and their relative positions;

In many electronic systems, it is necessary to deal with capacitances that are designed within the circuits
and also with unwanted interference and stray capacitances that are introduced externally or internally
at various stages of the circuits. For example, some sensors operate on capacitive principles, giving useful
signals; in others, capacitance is inherent but undesirable. In many cases, cables and external circuits
introduce additional capacitances that need to be accounted for the desirable operation of the system.
In these cases, Table 9.2 is useful to identify and analyze possible sources of capacitances where charged
bodies are involved.

In general, the capacitance can be determined by solving Laplace’s equations 
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) = 0 with
appropriate boundary conditions. One type of boundary condition specifies the electrode voltages 
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and 
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of the plates. Laplace’s equation yields to 
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) between
the electrodes. The charge of each electrode can also be obtained by integration of the flux density over
each electrode surface as:

C Q V=

 

Halit Eren

 

Curtin University of Technology

 

James Goh

 

Curtin University of Technology

 

1733 FrameBook  Page 1  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

9.1

Selection of Capacitors and Capacitor Reliability • Capacitor 

Types of Capacitors............................................................ 9-2

Standard Values and Tolerances • Capacitors as Circuit 

Characteristics of Capacitors........................................... 9-13

Components • Capacitive Bridges and Measurement of 

in Table 9.1.
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(9.2)

of dimensions can be expressed by:

(9.3)

where

 

e

 

 = Dielectric constant or permittivity

 

e

 

r 

 

= Relative dielectric constant (in air, 

 

e
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 = 1)

 

e

 

0

 

 = Dielectric constant of vacuum (8.854188 

 

¥

 

 10

 

–12

 

 F m

 

–1

 

)

 

d

 

 = Distance of the plates in m

 

A

 

 = Effective area of the plates in m

 

2

 

In arriving at Equation 9.3, the fringe field is neglected for small distances, 

 

d

 

, between the plates.
Capacitances can also be expressed in terms of dielectric properties currents and voltages. Suppose

that a uniform dielectric between two parallel plates has a resistance, 

 

R

 

, which can be written as:

(9.4)

where 

 

r

 

 is the specific resistance of the dielectric in 

 

W 

 

m. Then, using Equation 9.3 gives:

(9.5)

A voltage 

 

V 

 

across the capacitor causes a leakage current 

 

I

 

l 

 

= 

 

V

 

/

 

R 

 

such that:

(9.6)

This indicates that the leakage current of a capacitor is proportional to its capacitance value.
As seen in Equations 9.3 and 9.4, the value of the capacitance is proportional to the permittivity of

the dielectric material used. In the construction of capacitors, the permittivity of commonly used mate-

 

9.1 Types of Capacitors

 

medium-loss, and high-tolerance capacitors.

 

TABLE 9.1

 

Capacitance Unit Conversions

 

microfarads (

 

m

 

F) nanofarads (nF) picofarads (pF)
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If the capacitor is made from two parallel plates, as shown in Figure 9.1, the capacitance value in terms

0.000001 mF

rials is given in Table 9.3.

materials. A comprehensive list of common capacitors and their characteristics are given in Table 9.4 and

air or ceramic dielectric materials. The capacitors used in electronic circuits can be classified as: low-loss,

Commonly used fixed capacitors are constructed with air, paper, mica, polymers, and ceramic dielectric

Table 9.5 and a list of manufacturers is given in Table 9.6. Variable capacitors are generally made with
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Capacitances of Various Electrode Systems
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TABLE 9.2 (continued)

 

Capacitances of Various Electrode Systems

 

FIGURE 9.1  

 

A typical capacitor made from two parallel plates. The capacitance between two charged bodies depends
on the permittivity of the medium, the distance between the bodies, and the effective area. It can also be expressed
in terms of the absolute values of the charge and the absolute values of the voltages between bodies.
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•

 

Low-loss capacitors 

 

such as mica, glass, low-loss ceramic, and low-loss plastic film capacitors
generally have a good capacitance stability. These capacitors are expensive and often selected in
precision applications, e.g., telecommunication filters.

•

 

Medium-loss capacitors 

 

have medium stability in a wide range of ac and dc applications. These are
paper, plastic film, and medium-loss ceramic capacitors. Their applications include coupling,
decoupling, bypass, energy storage, and some power electronic applications (e.g., motor starter,
lighting, power line applications, and interference suppressions).

•

 

High-tolerance capacitors 

 

such as aluminum and tantalum electrolytic capacitors deliver high
capacitances. Although these capacitors are relatively larger in dimension, they are reliable and
have longer service life. They are used in polarized voltage applications, radios, televisions, and
other consumer goods, as well as military equipment and harsh industrial environments.

There are also specially designed capacitors (e.g., mica, glass, oil, gas, and vacuum). These capacitors
are used particularly in high-voltage (35 kV) and high-current (200 A) applications.

In the majority of cases, the manufacturing process of the capacitors begins by forming one plate using
metallization of one side of a flexible dielectric film. A foil such as aluminum is used as the other plate.
The film/foil combination is rolled on a suitable core with alternate layers slightly extended and then
heat-treated. In some cases, two-foil layers are divided by a dielectric film or paper impregnated with oil.

Generally, capacitors are two-terminal devices with one electrode as the ground terminal. However, if
both terminals are separated from the common terminal, the additional capacitances between ground
and electrodes might have to be taken into account. Usually, capacitance between electrodes and ground
are small compared to the dominant capacitance between plates. Three-terminal capacitances exist and

As far as construction and materials and construction techniques are concerned, the capacitors can
broadly be classified as: electrolytic, ceramic, paper, polymer, mica, variable capacitors, or integrated
circuit capacitors.

 

Paper capacitors: 

 

Usually, paper capacitors are made with thin (5 to 50 

 

m

 

m in thickness) wood pulp.
A number of sheets are used together to eliminate possible chemical and fibrous defects that may exist
in each sheet. The paper sheets are placed between thin aluminum foils and convolutely wound, as shown

capacitor is vacuum impregnated with oil, paraffin, or wax. The losses and self-inductance are sizeable
and frequency dependent. The applications are usually restricted to low frequency and high voltages.
When impregnated with silicone-oil, they can withstand voltages up to 300 kV.

 

Electrolytic capacitors:

 

 

 

This describes any capacitor in which the dielectric layer is formed by an
electrolytic method. The electrolytic capacitors in dry foil form may be similar to construction to paper
film capacitors; that is, two foil layers separated by an impregnated electrolyte paper spacer are rolled
together. In this case, one of the plates is formed using metallization of one side of a flexible dielectric

 

TABLE 9.3

 

Permittivity (Dielectric Constants 

 

of Materials Used in Capacitors)

 

Material Permittivity

 

Vacuum 1.0
Air 1.0006
Teflon 2.1
Polyethylene, etc. 2.0–3.0
Impregnated paper 4.0–6.0
Glass and mica 4.0–7.0
Ceramic (low 

 

K

 

)

 

£

 

20.0
Ceramic (medium 

 

K

 

) 80.0–100.0
Ceramic (high 

 

K

 

)

 

≥

 

1000.0
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in Figure 9.2. The moisture of the paper is removed at high-temperature vacuum drying before the

are manufactured in many different ways, as illustrated in Table 9.2.
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TABLE 9.4

 

Characteristics of Common Capacitors

 

Capacitor Types
Range 

(F)
Tolerance 

(%)

Voltage 
Range 

(V)

Temperature 
Range 
(°C)

Temperature 
Coefficient 
(ppm/°C)

Frequency 
Range 
(Hz)

Permittivity 
(

 

e

 

/

 

e

 

0

 

 C

 

2

 

/Nm

 

2

 

)

Dielectric 
Strength 
(C/C

 

0

 

)

Dissipation 
Factor 

(%)

Insulation 
Resistance 
(M

 

W

 

/

 

m

 

F)

Typical Average 
Failure Rates 

(fail per 10

 

6

 

 h)

 

Mica, glass, porcelain, and Teflon 0.0133
Mica 5p–0.01

 

m

 

5

 

100–600

 

–55/125 –50

 

100Hz–10GHz 7.0 1000 0.001 2.5 

 

¥

 

 10

 

4

 

Glass 5p–1000p

 

5

 

100–600

 

–55/125 40

 

100Hz–10GHz 6.6 2500 0.001 10

 

6

 

Porcelain 100p–0.1

 

m

 

5

 

50–400

 

–55/125 120

 

0.1 5 

 

¥

 

 10

 

5

 

Teflon 1000p–2

 

m

 

10

 

50–200

 

–70/250 –200

 

0.04 5 

 

¥

 

 10

 

6

Ceramic

Low-Loss 100p–1 m 10 50–400 –55/125 ±30 100Hz–10GHz 5.7 200–300 0.02 5 ¥ 103 0.11–0.008

Disk

Multilayer

Plate

High Permittivity 10p–1m 50–30000 –55/125 1kHz–1GHz 1000–7000 100

Disk

Multilayer

Plate

Paper

Paper 0.1m–10m 10 200–1600 –55/125 ±800 D.C.–1MHz 4.5 500–1000 1.0 5 ¥ 103 0.002

Metallized paper

Plastic

Kapton 1000p–1m 10 –55/220 100 0.3 105 0.05

Polyester/Mylar 1000p–50m 10 50–600 –55/125 400 D.C.–10GHz 2.3 1000 0.75 105
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Parylene 5000p–1m 10 –55/125 ±100 D.C.–10GHz 1000 0.1 105

Polysulfone 1000p–1m 5 –55/150 80 0.3 105

Polycarbonate

Axial 100p–30m 10 50–800 –55/125 ±100 D.C.–10GHz 2.8 0.2 5 ¥ 105

Can

Radial

Polypropylene

Axial 100p–50m 10 100–800 –55/105 –200 D.C.–10GHz 0.2 105

Can

Radial

Polystyrene

Axial 10p–2.7m 10 100–600 –55/85 –100 D.C.–10GHz 10 0.05 106

Can

Radial

Electrolytic and solid 0.04

Aluminum 0.1m–1.6 –10/100 3–600 –40/85 2500 8–10 10 100

Tantalum

Axial 0.1m–1000m –10/100 6–100 –55/85 800 D.C.–1kHz 25–27 4.0 20

Can

Radial

TiTiN Film 10p–200p 10 6–30 –55/125 100 0.01 106

Oil 0.1m–20m 200–10000 D.C.–1MHz 2.4 1000 0.5

Air/Vacuum 1p–100p 2000–3600 1.0
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TABLE 9.5 Capacitor Specifications and Applications

Typical Commercial Specifications

Capacitor Types Voltage A.C. V Capacitance F Tolerance % Applications Samples/codes

Mica, glass, porcelain, 
and Teflon

High temperature, low 
absorption, good in RF 
applications, and circuit 
requiring long-term 
stability

Mica 350 2.2 p–1000 p 1
Glass
Porcelain
Teflon

Ceramic Active filters, and high-
density PCB applications, 
power-tuned circuits, 
coupling and decoupling 
of high-frequency circuits 
(PCB versions available)

Low-loss
Disk 100 1.8 p–470 p ±2
Multilayer 63/50 10 p–1 m 10
Plate 100 390 p–4700 p 10

High permittivity
Disk
Multilayer
Plate

Paper General-purpose motor 
applicationsPaper

Metallized paper

Color
a

ppm/°C

Red Purple 100

Black 0

Brown –33

Red –75

Orange –150

Yellow –220

Green –330

Blue –470

Purple –750

Color Significant Figures Multiplier pF Tolerance % Voltage V

A B C D E

Black — 0 1 ±20

Brown 1 1 10 125

Red 2 2 102 160

Orange 3 3 103 250

Yellow 4 4 10

Green 5 5 105

Blue 6 6 106

Purple 7 7 107

Gray 8 8 —

White 9 9 — ±10
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Plastic Filters, timing and other 
high-stability 
applications, high quality, 
small low TC, tuned 
circuits, timing networks, 
stable oscillator circuits, 
resonance circuits and 
other high-performance 
pulse handling 
applications, phase 
shifting, pulse 
applications

Kapton polyester/
mylar

63 0.1 m–68 m 10

Parylene
Polysulfone
Polycarbonate

Axial 280 1 p–10 p 10
Can 100 0.1 m–68 m 10
Radial

Polypropylene
Axial 63 100 p–2200 p 5
Can 400 150 p–1000 p 1
Radial 1000 1 n–470 n 20

Polystyrene
Axial 450 47 p–680 p 1
Can 1000 1 n–470 n 20
Radial 160 10 p–10000 p 2.5

Electrolytic and 
solid

General-purpose to high-
performance 
applications, power 
supply filters, motor 
capacitors, switching 
circuits, high-voltage 
filter transmitters and 
long life applications

Aluminum 25 680 p–6800 p 20
Tantalum

Axial 6.3 6.8 m–150 m 20
Can 35 6.8 m–150 m 20
Radial 16 2.2 m–68 m 20

Color Significant Figures Multiplier pF Tolerance % Voltage V (D.C.)

A B C D E

Black 0 0 1 ±20 —

Brown 1 1 10 100

Red 2 2 102 250

Orange 3 3 103 —

Yellow 4 4 104 400

Green 5 5 105 —

Blue 6 6 — 630

Purple 7 7 — —

Gray 8 8 108 —

White 9 9 109 ±10 —

Color Significant Figures Multiplier pF Voltage V

A B C D

Black — 0 1 10

Brown 1 1 — 1.6

Red 2 2 — 4

Orange 3 3 — 40

Yellow 4 4 — 6.3

Green 5 5 — 16

Blue 6 6 — —

Purple 7 7 10–3 —

Gray 8 8 10–2 25

White 9 9 10–1 2.5
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9-10 Electrical Measurement, Signal Processing, and Displays

TABLE 9.6 List of Manufacturers

Bycap Inc. Magnetek
5115 N. Ravenswood, Dept. T 902 Crescent Avenue
Chicago, IL 60640 Bridgeport, CT 06607
Tel: (312) 561-4976 Tel: (800) 541-9997
Fax: (312) 561-5095 Fax: (203) 335-2820

Chenelex Maxwell Laboratories Inc.
Barr Road, P.O. Box 82 8888 Balboa Avenue
Norwich, NY 13815 San Diego, CA, 92123
Tel: (607) 344-3777 Tel: (619) 576-7545
Fax: (607) 334-9076 Fax: (619) 576-7545

Chicago Condenser Metuchen Capacitors Inc.
2900-T W. Chicago Ave. 139 White Oak Lane
Chicago, IL 60622 Old Bridge, NJ 08857
Tel: (312) 227-7070 Tel: (800) 679-0514
Fax: (312) 227-6646 Fax: (800) 679-9959

Comet North America Inc. Murata Electronics
11 Belden Avenue Marketing Communications
Norwalk, CT 06850 2200 Lake Park Drive
Tel: (203) 852-1231 Smyrna, GA 30080
Fax: (203) 838-3827 Tel: (800) 394-5592

Fax: (800) 4FAXCAT
Condenser Products
2131 Broad Street NWL Capacitors
Brooksville, FL 34609 204 Caroline Drive, P.O. Box 97
Tel: (800) 382-6874 Snow Hill, NC 28580
Fax: (904) 799-0221 Tel: (919) 747-5943

Fax: (919) 747-8979
CSI Capacitors
810 Rancheros Drive Okaya Electric America Inc.
San Marcos, CA 92069-3009 503 Wall Street
Tel: (619) 747-4000 Valparaiso, IN 46383
Fax: (619) 743-5094 Tel: (219) 477-4488

Fax: (219) 477-4856
HVCO Inc.
P.O. Drawer 223, 7137 Sycamore Ln.
Cedarburg, WI 53012
Tel: (414) 375-0172
Fax: (414) 275-0173

FIGURE 9.2  Construction of a typical capacitor. Dielectric material sheets are placed between electrode foils and
convolutely wound. The moisture of the dielectric material is removed at high temperatures by vacuum drying before
the capacitor is impregnated with oil, paraffin, or wax.
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Capacitance and Capacitance Measurements 9-11

film. A foil (e.g., aluminum) is used as the plate. The capacitor is then hermetically sealed in an aluminum
or plastic can, as shown in Figure 9.3. These capacitors can be divided into two main subgroups.

Tantalum electrolytic: The anode consists of sintered tantalum powder and the dielectric is Ta2O5,
which has a high value of er. A semiconductor layer MnO2 surrounds the dielectric. The cathode made
from graphite is deposited around MnO2 before the capacitor is sealed. The form of a tantalum electrolytic
capacitor includes a porous anode slug to obtain a large active surface. These capacitors are highly stable
and reliable, with good temperature ranges, and are suitable for high-frequency applications.

Aluminum electrolytic capacitors: Aluminum foil is oxidized on one side as Al2O3. The oxide layer is
the dielectric having a thickness of about 0.1 mm and a high electric field strength (7 ¥ 105

 Vmm–1). A
second layer acting as the cathode, made from etched Al-foil, is inserted. The two layers are separated
by a spacer when the layers are rolled and mounted.

Electrolytic capacitors must be handled with caution, since in these capacitors the electrolytic is
polarized. That is, the anode should always be positive with respect to the cathode. If not connected
correctly, hydrogen gas will form; this damages the dielectric layer, causing a high leakage current or
blow-up. These capacitors can be manufactured in values up to 1 F. They are used in not-so-critical
applications such as coupling, bypass, filtering, etc. However, they are not useful at frequencies above
1 kHz or so.

Ceramic and glass capacitors: The dielectric is a ceramic material with deposited metals. They are
usually rod or disk shaped. They have good temperature characteristics and are suitable in many high-
frequency applications. There are many different types, such as (1): Low K ceramic: These capacitors are
made with materials that contain a large fraction of titanium dioxide (TiO2). The relative permittivity
of these materials varies from 10 to 500, with negative temperature coefficient. The dielectric is TiO2 +
MgO + SiO2, suitable in high-frequency applications in filters, tuned circuits, coupling and bypass circuits,
etc. (2): High K ceramic: The dielectric contains a large fraction of barium titanate, BaTiO3, mixed with
PbTiO3 or PbZrO3 giving relative permittivity of 250 to 10,000. They have high losses, and also have high-
voltage time dependence with poor stability. (3): Miniature ceramic capacitors: These are used in critical
high-frequency applications. They are made in the ranges of 0.25 pF to 1 nF. (4): Dielectric ceramic
capacitors: The material is a semiconducting ceramic with deposited metals on both sides. This arrange-
ment results in two depletion layers that make up the very thin dielectric. In this way, high capacitances
can be obtained. Due to thin depletion layers, only small dc voltages are allowed. They are used in small
and lightweight equipment such as hearing aids.

FIGURE 9.3  Construction of an electrolytic capacitor. The two foil-layer electrodes are separated by an impregnated
electrolyte paper spacer and rolled together on a plastic core. Usually, a flexible metallized dielectric film is used as
one of the plates and an ordinary foil is used for the other. The capacitor is then hermetically sealed in an aluminum
or plastic can.
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9-12 Electrical Measurement, Signal Processing, and Displays

Glass capacitors are made with glass dielectric materials. The properties of glass dielectrics are similar
to ceramic materials.

Polymer capacitors: Various polymers, such as polycarbonate, polystyrol, polystyrene, polyethylene,
polypropylene, etc., are used as the dielectric. The construction is similar to that of paper capacitors.
Polystyrene capacitors, in particular, are very stable, and are virtually frequency independent. They have
low voltage ratings and are used in transistorized applications as tuning capacitors and capacitance
standards.

Mica capacitors: A thin layer of mica, usually muscovite mica (≥0.003 mm) are stapled with Cu-foil
or coated with a layer of deposited silver. They are then vacuum impregnated and coated with epoxy.
The field strength of these capacitors is very high (105

 V mm–1) and resistivity r = 106
 to 1015

 W m. These
capacitors are available in values from 1.0 pF to several microfarads for high voltage (from 100 V to
2000 V) and high-frequency applications. They have tolerances between ±20% and ±0.5%.

Variable capacitors: These capacitors usually have air as the dielectric and consist of two assemblies
of spaced plates positioned together by insulation members such that one set of plates can be rotated. A
typical example of variable capacitors is given in Figure 9.4. Their main use is the adjustment of resonant
frequency of tuned circuits in receivers and transmitters, filters, etc. By shaping the plates, various types
of capacitances can be obtained, such as: linear capacitance, in which capacitance changes as a linear
function of rotation, and logarithmic capacitance.

Variable capacitors can be grouped as: precision types, general-purpose types, transmitter types,
trimmer types, and special types such as phase shifters.

Precision-type variable capacitors are used in bridges, resonant circuits, and many other instrumen-
tation systems. The capacitance swing can be from 100 pF to 5000 pF. They have excellent long-term
stability with very tight tolerances.

General-purpose type variable capacitors are used as tuning capacitors in radio and other broadcasting
devices. They are available in many laws such as, straight line frequency, straight line wavelength, etc.
The normal capacitance swing is from 400 pF to 500 pF. In some cases, a swing of 10 pF to 600 pF are
available.

Transmitter-type variable capacitors are similar to general-purpose variable capacitors, but they are
specially designed for high-voltage operations. The vanes are rounded and spaced wider to avoid flashover
and excessive current leakages. The swing of these capacitors can go from few picofarads up to 1000 pF.
In some cases, oil filling or compressed gases are used to increase operating voltages and capacitances.

Trimmer capacitors are used for coil trimming at intermediate radio frequencies. They can be air-
spaced rotary types (2 pF to 100 pF), compression types (1.5 pF to 2000 pF), ceramic-dielectric rotary
types (5 pF to 100 pF), and tubular types (up to 3 pF).

FIGURE 9.4  A variable capacitor. It consists of two assemblies of spaced plates positioned together by insulation
members such that one set of plates can be rotated. The majority of variable capacitors have air as the dielectric.
They are used mainly in adjustment of resonant frequency of tuned circuits in receivers and transmitters. By shaping
the plates suitably, they can be made to be linear or logarithmic.
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Capacitance and Capacitance Measurements 9-13

Sometimes, special type variable capacitors are produced for particular applications, such as differential
and phase shift capacitors in radar systems. They are used for accurate measurement of time intervals,
high-speed scanning circuits, transmitters and receivers, etc.

Integrated circuit capacitors: These are capacitors adapted for use in microelectronic circuits. They
include some miniature ceramic capacitors, tantalum oxide solid capacitors, and tantalum electrolyte
solid capacitors. The ceramic and tantalum oxide chips are unencapsulated and are fitted with end caps
for direct surface mounting onto the circuit board. The beam-leaded tantalum electrolytic chips are
usually attached by pressure bonding. Typical values of these capacitors are: 1 pF to 27 nF for temperature
compensating ceramic, (100 to 3000 pF) for tantalum oxide, 390 pF to 0.47 mF for general-purpose
ceramic, and (0.1 to 10 mF) for tantalum electrolyte. Operating voltages range from 25 to 200 V for
ceramic, 12 to 35 V for tantalum electrolyte, and 12 to 25 V for tantalum oxide.

Integrated circuit capacitors are made mostly within MOS integrated circuits as monolayer capacitors
containing tantalum or other suitable deposits. The plates of the capacitors of the integrated circuits are
generally formed by two heavily doped polysilicon layers formed on a thick layer of oxide. The dielectric
is usually made from a thin layer of silicon oxide. These capacitors are temperature stable, with a
temperature coefficient of about 20 ppm/°C. Integrated circuit capacitive sensors are achieved by incor-
porating a dielectric sensitive to physical variables. Usually, the metallization layer formed on top of the
dielectric forms a shape to provide access to measured physical variable to the dielectric.

Voltage variable capacitors: These capacitors make use of the capacitive effect of the reversed-biased
p-n junction diode. By applying different reverse bias voltages to the diode, the capacitance can be
changed. Hence, the name varicap or varactor diodes is given to theses devices. Varactors are designed
to provide various capacitance ranges from a few picofarads to more than 100 pF. It is also possible to
make use of high-speed switching silicon diodes as voltage variable capacitors. However, they are limited
by the very low maximum capacitance available. Typical applications of these varactor diodes are in the
tuning circuits in radio frequency receivers. Present-day varactor diodes operate into the microwave part
of the spectrum. These devices are quite efficient as frequency multipliers at power levels as great as 25 W.
The efficiency of a correctly designed varactor multiplier can exceed 50% in most instances. It is also
worth noting that some Zener diodes and selected silicon power-supply rectifier diodes can work effec-
tively as varactors at frequencies as high as 144 MHz. In the case of the Zener diode, it should be operated
below its reverse breakdown voltage.

9.2 Characteristics of Capacitors

Capacitors are characterized by dielectric properties, break-down voltages, temperature coefficients,
insulation resistances, frequency and impedances, power dissipation and quality factors, reliability and

Dielectric properties: Dielectrics of capacitors can be made from polar or nonpolar materials. Polar

This polarization causes oscillations of the dipoles at certain frequencies, resulting in high losses.
In general, capacitor properties are largely determined by the dielectric properties. For example, the

losses in the capacitors occur due to the current leakage and the dielectric absorption. These losses are

The dielectric absorption introduces a time lag during the charging and discharging of the capacitor,
thus reducing the capacitance values at high frequencies and causing unwanted time delays in pulse
circuits. The leakage current, on the other hand, prevents indefinite storage of energy in the capacitor.
An associated parameter to leakage currents is the leakage resistance, which is measured in megohms,
but usually expressed in megohm-microfarads or ohms-farads. The leakage resistance and capacitance
introduces time constants that can vary from a few days for polystyrene to several seconds in some
electrolytic capacitors. It is important to mention that the leakage current does not only depend on the
properties of the dielectric materials, but also depends on the construction and structure of capacitors.
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frequency dependent, as typified by Figure 9.5.

aging, etc. Typical characteristics of common capacitors are given in Table 9.4.

materials have dipolar characteristics; that is, they consist of molecules whose ends are oppositely charged.
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This is particularly true for capacitors having values less than 0.1 mF, having very thin dielectric materials
between the electrodes.

Breakdown voltage: If the capacitor is subjected to high operating voltages, the electric field in the
dielectric exceeds the breakdown value, which damages the dielectric permanently. The dielectric strength,
which is the ability to withstand high voltages without changing properties, depends on the temperature,
frequency, and applied voltage. An example of this dependence on the applied voltage is given in
Figure 9.6. It is commonly known that the use of capacitors below their rated values increases the
reliability and the expected lifetime. The standard voltage ratings of most capacitors are quoted by the
manufacturers as 50, 100, 200, 400, and 600 V. Tantalum and electrolytic capacitors have ratings of 6,
10, 12, 15, 20, 25, 35, 50, 75, 100 V and higher.

FIGURE 9.5  Frequency dependence of dielectric loss. The dielectric material of capacitors can be polar or nonpolar.
In polar materials, polarization causes oscillations at certain frequencies, resulting in high losses. The dielectric losses
introduce a time lag during the charging and discharging of the capacitor, thus reducing the capacitance values at
high frequencies.

FIGURE 9.6  Changes in relative permittivity vs. field strength. The dielectric strength depends on the temperature,
frequency, and applied voltage. Increases in the applied voltage cause higher changes in the dielectric strength. If the
capacitor is subjected to high operating voltages, the electric field in the dielectric exceeds the breakdown value which
can damage the dielectric permanently.
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Usually, values for surge voltages are given to indicate the ability of capacitors to withstand high
transients. Typically, the surge voltages for electrolytic capacitors is 10% above the rated voltage, 50%
for aluminum capacitors and about 250% for ceramic and mica capacitors.

The rated reverse voltages of electrolytic capacitors are limited to 1.5 V and, in some cases, to 15% of
the rated forward voltages.

Temperature coefficient: The temperature characteristics of capacitors largely dependent on the tem-
perature properties of the dielectric materials used, as given in Figure 9.7. The temperature coefficients
of glass, teflon, mica, polycarbonate, etc. are very small, whereas in ceramic capacitors, they can be very
high.

insulation resistance is susceptible to temperature and humidity. For example, unsealed capacitors show
large and rapid changes against temperature and humidity. For most capacitors, under high temperature
conditions, the change in insulation resistance is an exponential function of temperature (RT1 =
RT2eK(T1–T2)). The temperature dependence of insulation resistance of common capacitors is shown in

Frequency and impedance: Practical capacitors have increases in losses at very low and very high
frequencies. At low frequencies, the circuit becomes entirely resistive and the dc leakage current becomes
effective. At very high frequencies, the current passes through the capacitance and the dielectric losses

An ideal capacitor should have an entirely negative reactance, but losses and inherent inductance

due to unavoidable construction-based inductances. A typical impedance characteristic of a capacitor is

Power dissipation and quality factors: Ideally, a capacitor should store energy without dissipating any
power. However, due to equivalent resistances, Req, some power will be dissipated. The power factor of
a capacitor can be expressed as:

(9.7)

FIGURE 9.7  Temperature dependence of capacitors. The temperature characteristics of capacitors are largely depen-
dent on the temperature properties of the dielectric materials used. The variations in capacitance due to temperature
also depends on the type of capacitor and the operational voltage. The temperature coefficient of glass, teflon, mica,
and polycarbonate are very small, and relatively high in ceramic capacitors.

PF eq eq= =cosq R Z
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Insulation resistance: The insulation resistance of capacitors is important in many circuits. The

Figure 9.8.

prevents ideal operation. Depending on the construction, capacitors will resonate at certain frequencies

depicted in Figure 9.9.

become important. Approximate useable frequency ranges of capacitors are provided in Table 9.4.
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where q = Phase angle
Zeq = Equivalent total impedance

An important characteristic, the dissipation factor of capacitors, is expressed as:

(9.8)

where d  = Angle of loss
Xeq = Equivalent reactance

FIGURE 9.8  Temperature dependence of insulation resistance. The insulation resistance of many capacitors is not
affected at low temperatures. However, under high temperature conditions, the change in insulation resistance can
be approximated by an exponential relation. The insulation resistance is also susceptible to variations in humidity.

FIGURE 9.9  Frequency and impedance relation of capacitors. The losses and inherent inductance affects the ideal
operation of capacitors and the capacitance impedance becomes a function of frequency. Depending on the con-
struction, all capacitors will resonate at a certain frequency.

DF R X= =tan d eq eq
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The dissipation factor depends on the frequency. Capacitors are designed such that this dependence
is minimal. The measurement of dissipation factor d is made at 1 kHz and 1.0 Vrms applied to the
capacitor. A typical dissipation factor curve is depicted in Figure 9.10.

Selection of Capacitors and Capacitor Reliability

Capacitor Selection

Experience shows that a substantial part of component failures in electronic equipment is due to capac-
itors. The major cause of this can be attributed to the improper selection and inappropriate applications
of capacitors. The following factors are therefore important criteria in the selection of capacitors in circuit
applications: (1) the capacitance values and tolerances are determined by operating frequencies or by the
value required for timing, energy storage, phase shifting, coupling, or decoupling; (2) the voltages are
determined by the type and nature of the source, ac, dc, transient, surges, and ripples; (3) the stability
is determined by operating conditions like temperature, humidity, shock, vibration, and life expectancy;
(4) the electrical properties are determined by life expectancy, leakage current, dissipation factor, impedance,
and self-resonant frequency; (5) the mechanical properties are determined by the types and construction,
e.g., size, configuration, and packaging; and (6) the cost is determined by the types and physical dimen-
sions of capacitors and the required tolerance.

Capacitor Reliability

Some of the common causes of capacitor failure are due to voltage and current overloads, high temper-
ature and humidity, shock, vibration pressure, frequency effects, and aging. The voltage overload produces
an excessive electric field in the dielectric that results in the breakdown and destruction of the dielectric.
The current overload caused by rapid voltage variations results in current transients. If these currents
are of sufficient amplitude and duration, the dielectric can be deformed or damaged, resulting in drastic
changes in capacitance values, and thus leading to equipment malfunction. The high temperatures are
mainly due to voltage and current overloads. The overheating and high temperatures accelerate the
dielectric aging. This causes the plastic film to be brittle and also introduces cracks in the hermetic seals.
The moisture and humidity due to severe operating environments cause corrosion, reduce the dielectric
strength, and lower insulation resistances. The mechanical effects are mainly the pressure, variation,
shock, and stress, which can cause mechanical damages of seals that result in electrical failures. Aging
deteriorates the insulation resistance and affects the dielectric strength. The aging is usually determined
by shelf-life; information about aging is supplied by the manufacturers.

FIGURE 9.10  Power dissipation factors. In ideal operations, capacitors should store energy without dissipating
power. Nevertheless, due to resistances, some power will be dissipated. The dissipation depends on frequency. The
standard measurement of dissipation factor d is determined by applying 1.0 Vrms at 1 kHz.

1733 FrameBook  Page 17  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



9-18 Electrical Measurement, Signal Processing, and Displays

Capacitor Standard Values and Tolerances

General-purpose capacitors values tend to be grouped close to each other in a bimodal distribution
manner within their tolerance values. Usually, the tolerances of standard capacitors are 5%, 10%, and

tighter — in the range of 0.25%, 0.5%, 0.625%, 1%, 2%, and 3% of the values. These capacitors are
much more expensive than the standard range.

For capacitors in the small pF range, the tolerances can be given as ±1.5, ±1, ±0.5, ±0.25, and ±0.1 pF.
Usually, low tolerance ranges are achieved by selecting manufactured items.

Standard capacitors are constructed from interleaved metal plates using air as the dielectric material.
The area of the plates and distance between them are determined and constructed with precision. National
Bureau of Standards maintains a bank of primary standard air capacitors that can be used to calibrate
the secondary and working standards for laboratories and industry. Generally, smaller capacitance work-
ing standards are obtained from air capacitors, whereas larger working standards are made from solid
dielectric materials. Usually, silver-mica capacitors are selected as working standards. These capacitors
are very stable, have very low dissipation factors and small temperature coefficients, and have very little
aging effect. They are available in decade mounting forms.

Capacitors as Circuit Components

The capacitor is used as a two-terminal element in electric circuits with the current–voltage relationship
given by:

(9.9)

where C is the capacitance.

TABLE 9.7 Standard Capacitors and Tolerances

Value (pF, nF, mF)\tolerance 5% 10% 20%

10 x x x
11 x
12 x
13 x
15 x x x
16 x
18 x x
20 x
22 x x x
24 x
27 x x
30 x
33 x x x
36 x
39 x
43 x
47 x x x
51 x
56 x x x
62 x
68 x x x
75 x
82 x
91 x

i t C v t t( ) = ( )d d
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This element is represented by the circuit shape as shown in Figure 9.11(a).
From the v(t), i(t) relationship, the instantaneous power of this element can then be given by:

(9.10)

The stored energy in the capacitor at time t seconds can be calculated as:

(9.11)

If the voltage across the capacitor is changing in time, the energy stored in the capacitor in the time
interval t1 to t2 can be found using Equation 9.11 as:

(9.12)

Although the voltage assumed different values in time interval t1 to t2, if the initial and final voltages
are equal (e.g., v(t1) = v(t2)), the net energy stored in the capacitor will be equal to zero. This implies
that the energy stored in the capacitor is returned to the circuit during the time interval; that is, the
capacitor transforms the energy without dissipation. The stored energy is associated with the electrostatic
field of the capacitor and, in the absence of the electrostatic field, it will be zero.

FIGURE 9.11  A capacitor as a two-terminal circuit element: (a) connection of a capacitor in electric circuits; (b)
current–voltage relationship under sinusoidal operations; and (c) the power, voltage, and current relationships. The
power has positive and negative values with twice the frequency of the applied voltage.
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From the voltage–current relationship in Equation 9.9, it can be seen that a capacitor as a circuit
element is a passive component. That is, if the voltage is known, the current can be immediately
determined by differentiation. Conversely, if the current is known, then the voltage can be determined
by integration. If the voltage v(t) is considered as an input variable, and the current i(t) as an output
variable, then the behavior of the current in a certain time interval is completely determined by the
behavior of the voltage in this interval. In this case, the solution of the differential equation has the forced
component only. Here, the particular solution of the voltage–current differential equation coincides with
a full solution and the Laplace transform gives the relationship:

(9.13)

From this, the input–output relationship yields the impedance of the capacitor as:

or (9.14)

In the stationary condition, s Æ 0, and Z Æ �, and Y Æ 0.
In the sinusoidal condition, s = jw = 2pf, where f = frequency and, hence:

(9.15)

and

(9.16)

The capacitor can then be characterized under sinusoidal conditions, by a reactance of XC = 1/wC
measured in ohms with the current leading the voltage by 90°, as shown in the phasor diagram in

In sinusoidal operations, the instantaneous power p(t) = v(t) i(t) can be calculated as:

(9.17)

Using the relationship given by Equation 9.9, the current can be written as:

(9.18)

giving:

(9.19)

This indicates that the average power is zero because of the sin2wt term, but there is a periodic storage
and return of energy and the amplitude of that power is V2/Xc. The power, voltage, and current relation-
ship in a capacitor is given in Figure 9.11(c).
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Series and Parallel Connection of Capacitors

The formulae for series and parallel connection of capacitors can be obtained from the general consid-
eration of series and parallel connection of impedances as shown in Figures 9.12(a) and (b), respectively.
For the series connection, the impedances are added such that:

(9.20)

where C1, C2, … Cn are the capacitance of the capacitors connected in series as in Figure 9.12(a). The
equivalent capacitance is then given by:

(9.21)

The final capacitance value will always be smaller than the smallest value.
In a similar way, the equivalent capacitance of parallel connected capacitors is

(9.22)

and the final value of C is always larger than the largest capacitance in the circuit.

Distributed Capacitances in Circuits

Since capacitance is inherent whenever an electric potential exists between two conducting surfaces, its
effect will be most noticeable in coils and in transmission lines at high frequencies. In the case of coils,
there are small capacitances between adjacent turns, between turns that are not adjacent, between terminal
leads, between turns and ground, etc. Each of the various capacitance associated with the coil stores a
quantity of electrostatic energy that is determined by the capacitance involved and the fraction of the

FIGURE 9.12  Series and parallel connection of capacitors: (a) series connection, and (b) parallel connection. In a
series connection, the final capacitance value will always be smaller than the smallest value of the capacitor at the
circuit element, whereas in parallel connection the final value is greater than the largest capacitance.
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total coil voltage that appears across it. The total effect is that the numerous small coil capacitances can
be replaced by a single capacitor of appropriate size shunted across the coil terminals. This equivalent
capacitance is called either the distributed capacitance or the self-capacitance of the coil, and it causes the
coil to show parallel resonance effects under some conditions. In the case of a mismatched or untermi-
nated transmission line, the distributed capacitance, together with the inductive effect, will create a phase
difference between the voltage and current in the line. This phase difference depends on the type of
termination and the electrical length of the line and, as a result, the input impedance of the line can
effectively be an equivalent capacitor when its electrical length is less than a quarter wavelength for an
open-circuit termination, or between a quarter wavelength and half a wavelength for a short-circuit
termination.

Capacitor Equivalent Circuits

The electric equivalent circuit of a capacitor consists of a pure capacitance (Cp), plate inductances (L1, L2),
plate resistances (R1, R2), and a parallel resistance Rp that represents the resistance of the dielectric or
leakage resistance, as shown in Figure 9.13. The capacitors that have high leakage currents flowing through
the dielectric have relatively low Rp values. Very low leakage currents are represented by extremely large
Rp values. Examples of these two extremes are electrolytic capacitors that have high leakage current (low
Rp), and plastic film capacitors, which have very low leakage current (high Rp). Typically, an electrolytic
capacitor might easily have several microamperes of leakage current (Rp < 1 MW), while a plastic film
capacitor could have a resistance greater than 100,000 MW.

It is usual to represent a low leakage capacitor (high Rp) by a series RC circuit, while those with high
leakage (low Rp) are represented by parallel RC circuits. However, when a capacitor is measured in terms
of the series C and R quantities, it is desirable to resolve them into parallel equivalent circuit quantities.
This is because the (parallel) leakage resistance best represents the quality of the capacitor dielectric.

Capacitive Bridges and Measurement of Capacitance

of some known external capacitances and resistances. Most commonly used bridges are: series-resistance-
capacitance bridge, parallel-resistance-capacitance bridge, Wien bridge, and Schering bridge.

Series-Resistance-Capacitance Bridge

capacitance with an unknown capacitance. The unknown capacitance is represented by Cx and Rx. A
standard adjustable resistance R1 is connected in series with a standard capacitor C1. The voltage drop
across R1 balances the resistive voltage drop when the bridge is balanced. The additional resistor in series
with Cx increases the total resistive component, so that small values of R1 will not be required to achieve

FIGURE 9.13  Capacitor equivalent circuit. A practical capacitor has resistance and inductances. Often, the electrical
equivalent circuit of a capacitor can be simplified by a pure capacitance Cp and a parallel resistance Rp by neglecting
resistances R1, R2 and inductances L1, L2. In low-leakage capacitors where Rp is high, the equivalent circuit can be
represented by a series RC circuit.
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Bridges are used to make precise measurements of unknown capacitances and associated losses in terms

Figure 9.14 is a series-resistance-capacitance (RC) bridge, which is used for the comparison of a known
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balance. Generally, the bridge balance is most easily achieved when capacitive branches have substantial
resistive components. To obtain balance, R1 and either R3 or R4 are adjusted alternately. This type of bridge
is found to be most suitable for capacitors with a high-resistance dielectric and hence very low leakage
currents.

At balance:

(9.23)

Substituting impedance values gives:

(9.24)

Equating the real terms gives:

(9.25)

and equating imaginary terms gives:

(9.26)

An improved version of the series RC bridge is the substitution bridge, which is particularly useful to
determine the values of capacitances at radio frequencies. In this case, a series-connected RC bridge is
balanced by disconnecting the unknown capacitance Cx and resistance Rx, and replacing it by an adjustable
standard capacitor Cs and adjustable resistor Rs. After having obtained the balance position, the unknown
capacitance and resistance Cx and Rx are connected in parallel to the capacitor Cs. The capacitor Cs and

FIGURE 9.14  A series RC bridge. In these bridges, the unknown capacitance is compared with a known capacitance.
The voltage drop across R1 balances the resistive voltage drop in branch Z2 when the bridge is balanced. The bridge
balance is most easily achieved when capacitive branches have substantial resistive components. The resistors R1 and
either R3 or R4 are adjusted alternately to obtain the balance. This type of bridge is found to be most suitable for
capacitors with a high-resistance dielectric, hence very low leakage currents.
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resistor Rs are adjusted again for the re-balance of the bridge. The changes in the DCs and DRs lead to
unknown values as:

(9.27)

where Cs1 is the value of Cs in the initial balance condition.

The Parallel-Resistance-Capacitance Bridge

Figure 9.15 illustrates a parallel-resistance-capacitance bridge. In this case, the unknown capacitance is
represented by its parallel equivalent circuit Cx in parallel with Rx. The Z2 and Z3 impedances are pure
resistors with either or both being adjustable. The Z1 is balanced by a standard capacitor C1 in parallel
with an adjustable resistor R1. The bridge balance is achieved by adjustment of R1 and either R2 or R3.
The parallel-resistance-capacitance bridge is found to be most suitable for capacitors with a low-resistance
dielectric, hence relatively high leakage currents. At balance:

(9.28)

Equating real terms gives:

(9.29)

and equating imaginary terms gives:

(9.30)

FIGURE 9.15  A parallel-resistance-capacitance bridge. The unknown capacitance is represented by its parallel
equivalent circuit; Cx in parallel with Rx. The bridge balance is achieved by adjustment of R1 and either R3 or R4. The
parallel-resistance-capacitance bridge is found to be most suitable for capacitors with a low-resistance dielectric,
hence relatively high leakage currents.
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The Wien Bridge

Figure 9.16 shows a Wien bridge. This is a special resistance-ratio bridge that permits two capacitances
to be compared once all the resistances of the bridge are known. At balance, it can be proven that the
unknown resistance and the capacitance are:

(9.31)

and

(9.32)

It can also be shown that:

(9.33)

As indicated in Equation 9.33, the Wien bridge has an important application in determining the
frequency in RC oscillators. In frequency meters, C1 and Cx are made equal and the two capacitors are
ganged together so that the frequency at which the null occurs varies linearly with capacitances.

The Schering Bridge

capacitance, the dissipation factors, and the loss angles. The unknown capacitance is directly proportional

3

(9.34)

FIGURE 9.16  The Wien bridge. This bridge is used to compare two capacitors directly. It finds applications partic-
ularly in determining the frequency in RC oscillators. In some cases, capacitors C1 and Cx are made equal and ganged
together so that the frequency at which the null occurs varies linearly with capacitance.
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to the known capacitance C . That is, the bridge equations are:

Figure 9.17 illustrates the configuration of the Schering bridge. This bridge is used for measuring the
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Usually, R2 and R3 are fixed, and C2 and C3 are made variable. Schering bridges are frequently used in
highvoltage applications with high-voltage capacitor C3. They are also used as high-frequency bridges
since the use of two variable adjustment capacitors are convenient for precise balancing.

Further Information

J.C. Whitaker, The Electronics Handbook, Boca Raton, FL: CRC Press & IEEE Press, 1996.
D.G. Fink and D. Christiansen, Electronics Engineers’ Handbook, New York: McGraw-Hill, 1982.
L.J. Giacoletto, Electronics Designers’ Handbook, 2nd ed., New York: McGraw-Hill, 1977.
F.F. Mazda, Electronics Engineers’ Reference Book, 5th ed., London: Butterworth, 1983.

FIGURE 9.17  The Schering bridge. This bridge is particularly useful for measuring the capacitance, associated
dissipation factors, and the loss angles. The unknown capacitance is directly proportional to the known capacitance
C1. The Schering bridge is frequently used as a high-voltage bridge with a high-voltage capacitor as C1.
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Dielectric materials possess relatively few free charge carriers. Most of the charge carriers are bound and
cannot participate in conduction. However, these bound charges can be displaced by applying an external
electric field. In such cases, the atom or molecule forms an electric dipole that maintains an electric field.
Consequently, each volume element of the material behaves as an electric dipole. The dipole field tends
to oppose the applied field. Dielectric materials that exhibit nonzero distribution of such bound charge
separations are said to be 

 

polarized

 

. The volume density of those electric dipoles is described by the
volume density of polarization,

 

Æ

 

P

 

. When a material is linear and isotropic in nature, the polarization
density is related to applied electric field intensity,

 

Æ

 

E

 

, as follows:

(10.1)

where 
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 farad per meter) is the permittivity of free-space and 

 

c

 

e

 

 is called the electric
susceptibility of the material. 

The electric flux density or displacement,

 

Æ

 

D

 

, is defined as follows:

(10.2)

where 

 

e

 

 is called the permittivity of the material and 

 

e

 

r

 

 is its relative permittivity or dielectric constant.
Electric flux density is expressed in Coulombs per square meter. 

Equation 10.2 represents a relation between the electric flux density and the electric field intensity in
the frequency domain. It will hold in time-domain only if the permittivity is independent of frequency.
A material is called 

 

dispersive

 

 if its characteristics are frequency dependent. The product relation of
Equation 10.2 in frequency domain will be replaced by a convolution integral for the time-domain fields.

Assuming that the fields are time-harmonic as 

 

e

 

j

 

w

 

t

 

, the generalized Ampere’s law can be expressed in
phasor form as follows:

(10.3)
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where 

 

H

 

 is the magnetic field intensity in Amperes per meter and 

 

J

 

e

 

 is the current-source density in
Amperes per square meter. 

 

J

 

 is the conduction current density in Amperes per square meter, and the last
term represents the displacement current density. 

 

J

 

e

 

 will be zero for a source-free region.
The conduction current density is related to the electric field intensity through Ohm’s law as follows.

(10.4)

where 

 

s

 

 is the conductivity of material in siemens per meter.
From Equations 10.2 to 10.4, we have,

(10.5)

Conduction current represents the loss of power. There is another source of loss in dielectric materials.
When a time-harmonic electric field is applied, the dipoles flip constantly back and forth. Because the
charge carriers have finite mass, the field must do work to move them and they may not respond
instantaneously. This means that the polarization vector will lag behind the applied electric field. This
factor shows up at high frequencies. Therefore, Equation 10.5 is modified as follows:

(10.6)

Complex relative permittivity of a material is defined as follows:

(10.7)

where 

 

e

 

r

 

¢

 

and 

 

e

 

r

 

≤

 

represent real and imaginary parts of the complex relative permittivity. The imaginary
part is zero for a lossless material. The term tan

 

d

 

 is called the 

 

loss-tangent

 

. It represents the tangent of
the angle between the displacement phasor and total current, as shown in Figure 10.1. Thus, it will be
close to zero for a low-loss material. Dielectric characteristics of selected substances are given in

 

FIGURE 10.1  

 

A phasor diagram representing displacement and loss currents.
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Dispersion characteristics of a large class of materials can be represented by the following empirical
equation of Cole-Cole.

(10.8)

where 

 

e

 

�

 

 and 

 

e

 

s

 

 are the relative permittivities of material at infinite and zero frequencies, respectively. 

 

w

 

is the signal frequency in radians per second and 

 

t

 

 is the characteristic relaxation time in seconds. For

 

a

 

 equal to zero, Equation 10.8 reduces to the Debye equation. Dispersion parameters for a few liquids
are given in Table 10.3.

Complex permittivity of a material is determined using lumped circuits at low frequencies, and
distributed circuits or free-space reflection and transmission of waves at high frequencies. Capacitance
and dissipation factor of a lumped capacitor are measured using a bridge or a resonant circuit. The
complex permittivity is calculated from this data. At high frequencies, the sample is placed inside a

 

TABLE 10.1

 

Complex Permittivity of Some Substances 

 

at Room Temperature

 

Substance 60 Hz 1 MHz 10 GHz

 

Nylon 3.60–j 0.06 3.14–j 0.07 2.80–j 0.03
Plexiglass 3.45–j 0.22 2.76–j 0.04 2.5–j 0.02
Polyethylene 2.26–j 0.0005 2.26–j 0.0005 2.26–j 0.0011
Polystyrene 2.55–j 0.0077 2.55–j 0.0077 2.54–j 0.0008
Styrofoam 1.03–j 0.0002 1.03–j 0.0002 1.03–j 0.0001
Teflon 2.1–j 0.01 2.1–j 0.01 2.1–j 0.0008
Glass (lead barium) 6.78–j 0.11 6.73–j 0.06 6.64–j 0.31

 

TABLE 10.2

 

Dielectric Properties of Biological Tissues at Selected Frequencies
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Lung (inflated) 9 
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Spleen 12 

 

¥

 

 10

 

3
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Dielectric Dispersion Parameters for Some 

 

Liquids at Room Temperature
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Water 5 78 0 8.0789
Methanol 5.7 33.1 0 53.0516
Ethanol 4.2 24 0 127.8545
Acetone 1.9 21.2 0 3.3423
Ethylene glycol 3 37 0.23 79.5775
Propanol 3.2 19 0 291.7841
Butanol 2.95 17.1 0.08 477.4648
Chlorobenzene 2.35 5.63 0.04 10.2920
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transmission line or a resonant cavity. Propagation constants of the transmission line or resonant fre-
quency and the quality factor of the cavity resonator are used to calculate the complex permittivity.
Propagation characteristics of electromagnetic waves are influenced by the complex permittivity of that
medium. Therefore, a material can be characterized by monitoring the reflected and transmitted wave
characteristics as well.

 

10.1 Measurement of Complex Permittivity 

 

at Low Frequencies [1,2]

 

A parallel-plate capacitor is used to determine the complex permittivity of dielectric sheets. For a
separation 

 

d

 

 between the plates of area 

 

A

 

 in vacuum, the capacitance is given by

(10.9)

where all dimensions are measured in meters. If the two plates have different areas, then the smaller one
is used to determine 

 

C

 

0

 

. Further, it is assumed that the field distribution is uniform and perpendicular
to the plates. Obviously, the fringing fields along the edges do not satisfy this condition. As shown in

condition. For best results, the width of the guard electrode must be at least 2

 

d

 

 and the unguarded plate
must extend to the outer edge of the guard electrode. Further, the gap between the guarded and guard
electrodes must be as small as possible.

The radius of guarded electrode is 
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 and the inner radius of guard electrode is 
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. It is assumed that
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. The area 
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 for this parallel plate capacitor is 
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, where 

 

r

 

 is defined as follows:

(10.10)

(10.11)

Using the Debye model (i.e., 

 

a

 

 = 0 in Equation 10.8), an equivalent circuit for a dielectric-filled parallel

   

I

 

 can be found as follows [2].
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FIGURE 10.2  

 

Geometry of a guarded capacitor.
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plate capacitor can be drawn as shown in Figure 10.3. If a step voltage V is applied to it, then the current

Figure 10.2, the guard electrodes are used to ensure that the field distribution is close to the assumed
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The first term in Equation 10.12 represents the charging current of capacitor e� C0 in the upper branch.
This current is not measured because it disappears instantaneously. In practice, it needs to be bypassed
briefly to protect the detector from overloading or burning. The second term of Equation 10.12 represents
charging current of the lower branch of an equivalent circuit. The time constant, t, is determined
following the decay characteristics of this current. Further, the resistance R can be found after extrapo-
lating this current-time curve to t = 0. The discharging current characteristics are used to remove V at t = 0.

A typical circuit arrangement for the characterization of dielectric materials using a step voltage is
shown in Figure 10.4. A standard resistor R1 of either 1010 or 1012 W is connected between the guarded
electrode and the load resistor R2. A feedback circuit is used that forces the voltage drop across R1 to be
equal in magnitude but opposite in polarity to that of across R2. It works as follows. Suppose that the
node between capacitor and R1 has a voltage V1 with respect to the ground. It is amplified but reversed
in polarity by the amplifier. Therefore, the current through R1 will change. This process continues until
the input to the amplifier is zero. The junction between R1 and the capacitor will then be at the ground
potential. Thus, the meter M measures voltage across R2 that is negative of the voltage across R1. Since
R1 is known, the current through it can be calculated. This current also flows through the sample. S1 is
used to switch from the charging to discharging mode while S2 is used to provide a path for surge currents.

FIGURE 10.3  Equivalent circuit of a parallel-plate capacitor based on the Debye’s model.

FIGURE 10.4  Circuit arrangement for the characterization of dielectric materials using a step voltage.
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Capacitance and the dissipation factor of the dielectric-loaded parallel-plate capacitor are used in the
medium frequency range to determine the complex permittivity of materials. A substitution method is
generally employed in the Schering bridge circuit for this measurement. 

In the Schering bridge shown in Figure 10.5, assume that the capacitor Cv is disconnected for the time
being, and the capacitor Cs contains the dielectric sample. In case of a lossy dielectric sample, it can be
modeled as an ideal capacitor Cx in series with a resistor Rx. The bridge is balanced by adjusting Cd and
Rc. An analysis of this circuit under the balanced condition produces the following relations.

(10.13)

and, 

(10.14)

Quality factor Q of a series RC circuit is defined as the tangent of its phase angle while the inverse of
Q is known as the dissipation factor D. Hence,

(10.15)

For a fixed Rd, the capacitor Cd can be calibrated directly in terms of the dissipation factor. Similarly,
the resistor Rc can be used to determine Cx. However, an adjustable resistor limits the frequency range.
A substitution method is preferred for precision measurement of Cx at higher frequencies. In this
technique, a calibrated precision capacitor Cv is connected in parallel with Cs as shown in Figure 10.5
and the bridge is balanced. Assume that the settings of two capacitors at this condition are Cd1 and Cv1.
The capacitor Cs is then removed and the bridge is balanced again. Let the new settings of these capacitors

FIGURE 10.5  Schering bridge.
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be Cd2 and Cv2, respectively. Equivalent circuit parameters of the dielectric-loaded capacitor Cs are then
found as follows.

(10.16)

(10.17)

where dD = wRd (Cd1 – Cd2).
Complex permittivity of the specimen is calculated from this data as follows:

(10.18)

and, 

(10.19)

So far, a series RC circuit equivalent model is used for the dielectric-loaded capacitor. As illustrated
in Figure 10.6, an equivalent parallel RC model can also be obtained for it. The following equations can
be used to switch back and forth between these two equivalent models. 

(10.20)

(10.21)

(10.22)

(10.23)

and,

(10.24)

FIGURE 10.6  Series and parallel equivalent circuits of a dielectric-loaded capacitor.
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Proper shielding and grounding arrangements are needed for a reliable measurement, especially at
higher frequencies. Grounding and edge capacitances of the sample holder need to be taken into account
for improved accuracy. Further, a guard point needs to be obtained that may require balancing in some
cases. An inductive-ratio-arm capacitance bridge may be another alternative to consider for such appli-
cations [1].

10.2 Measurement of Complex Permittivity Using 
Distributed Circuits

Measurement techniques based on the lumped circuits are limited up to the lower end of VHF band.
The characterization of materials at microwave frequencies requires the distributed circuits. A number
of techniques have been developed on the basis of wave reflection and transmission characteristics inside
a transmission line or in free-space. Some other methods employ a resonant cavity that is loaded with
the sample. Cavity parameters are measured and the material characteristics are deduced from that. A
number of these techniques are described in [3,4] that can be used for a sheet material. These techniques
require cutting a piece of sample to be placed inside a transmission line or a cavity. In case of liquid or
powder samples, a so-called modified infinite sample method can be used. In this technique, a waveguide

embedded in the sample, the wave incident on it dissipates with negligible reflection and it looks like
the sample is extending to infinity. The impedance at its input port depends on the electrical properties
of filling sample. Its VSWR S and location of first minimum d from the load plane are measured using
a slotted line. The complex permittivity of the sample is then calculated as follows [5].

(10.25)

and,

(10.26)

where l is the free-space wavelength; lc is the cut-off wavelength for the mode of propagation in the
empty guide, and b is the propagation constant in the feeding guide. It is assumed that the waveguide
supports the TE10 mode only.

FIGURE 10.7  A waveguide termination filled with liquid or powder sample.
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termination is filled completely with the sample as shown in Figure 10.7. Since a tapered termination is
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Resonant Cavity Method

A cavity resonator can be used to determine the complex permittivity of materials at microwave frequen-
cies. If a cavity can be filled completely with the sample, then the following procedure can be used.

Measure the resonant frequency f1 and the quality factor Q1 of an empty cavity. Next, fill that cavity
with the sample material and measure its new resonant frequency f2 and quality factor Q2. The dielectric
parameters of the sample are then calculated from the following formulas [3].

(10.27)

and,

(10.28)

On the other hand, a cavity perturbation technique will be useful for smaller samples [4]. If the sample
is available in a circular cylindrical form, then it may be placed inside a TE101 rectangular cavity through
the center of its broad face where the electric field is maximum. Its resonant frequency and quality factor
with and without sample are then measured. The complex permittivity of the sample is calculated as follows.

(10.29)

and,

(10.30)

where V and v are cavity and sample volumes, respectively.
Similarly, for a small spherical sample of radius r that is placed in a uniform field at the center of the

rectangular cavity, the dielectric parameters are found as follows.

(10.31)

and,

(10.32)

where a, b, and d are the width, height, and length of the rectangular cavity, respectively. For the highest
accuracy with the cavity perturbation method, the shift in frequency (f1 – f2) must be very small.

Free-Space Method for Measurement of Complex Permittivity

When a plane electromagnetic wave is incident on a dielectric interface, its reflection and transmission
depend upon the contrast in the dielectric parameters. Many researchers have used it for determining
the complex permittivity of dielectric materials placed in free-space. An automatic network analyzer and
phase-corrected horn antennas may be used for such measurements [6]. The system is calibrated using
the TRL (through, reflect, and line) technique. A time-domain gating is used to minimize error due to
multiple reflections. The sample of thickness d is placed in front of a conducting plane and its reflection
coefficient S11 is measured. A theoretical expression for this reflection coefficient is found as follows.

er = + -Ê
ËÁ

�
�̄1 1 2

2

2
f f

f

tan d = -1 1

2 1

1

2Q Q

f

f

¢ = + -er 1
1

2
1 2

2

f f

f

V

v

¢¢ = -er

V

v

Q Q

Q Q4
2 1

1 2

¢ = -e
pr

abd

r

f f

f8 3
1 2

2

¢¢ = -Ê
ËÁ

�
�̄e

pr

abd

r

Q Q

Q Q16 3
2 1

1 2

1733 FrameBook  Page 9  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



10-10 Electrical Measurement, Signal Processing, and Displays

(10.33)

where,

(10.34)

(10.35)

and l is the free-space wavelength of electromagnetic signal.
Equation 10.33 is solved for er* after substituting the measured S11. Since it represents a nonlinear

relation, an iterative numerical procedure may be used.

A Nondestructive Method for Measuring the Complex Permittivity 
of Materials

Most of the techniques described so far require cutting and placing part of a sample in the test fixture.
Sometimes it may not be permissible to do so. Further, the dielectric parameters may change in that
process. It is especially important in the case of a biological specimen to perform in vivo measurements.
In one such technique, an open-ended coaxial line is placed in close contact with the sample and its
input reflection coefficient is measured using an automatic network analyzer [7,8]. Open-ended coaxial
lines are used as sensors for in situ measurement of electrical properties of materials because they possess
several advantages over others [9–13]. Besides its usefulness over a broad frequency band, coaxial probes
require almost no preparation of samples [9,13]. Further, a needle-like coaxial probe can be inserted
easily into the sample for in vivo characterization of materials [11]. As recommended by the manufac-
turers, the network analyzer is calibrated initially using an open circuit, a short circuit, and a matched
load. The reference plane is then moved to the measuring end of the coaxial line using a short circuit.
Electrical parameters of the material are extracted subsequently via a suitable admittance model of the
coaxial opening [12]. If the coaxial opening is electrically small such that its radiation fields are negligible
and the sample volume is large enough to contain the aperture fields in it, then a significantly simple
procedure can be adopted. This does not require the usual calibration of the network analyzer and shifting
of the reference plan. It utilizes four standards (materials of known electrical properties) to calibrate the
measurement setup. Typically, an open circuit, a short circuit, and two different materials of known
electrical characteristics are used in this technique. Since this procedure is not based on the manufacturer’s
recommended calibration (does not require exact reflection coefficient data), a reflectometer arrangement
with amplitude and phase measurement options can produce fairly accurate results [14]. One such

One end of the coaxial line is connected to the automatic network analyzer and the other is left open
in the air. The reflection coefficient for this case is recorded as G1. Next, the probe is dipped in distilled
water and then in methanol, and the corresponding reflection coefficients are recorded as G2 and G4,
respectively. With aluminum foil pressed against the opening, its reflection coefficient is recorded as G3.
These four measurements are used to calibrate the system. Now, a coefficient x is computed as follows:

(10.36)

where er1*, er2* , and er4* are complex relative permittivities of air, water, and methanol at the frequency of
measurement, and
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arrangement is illustrated in Figure 10.8. The procedure is summarized below.
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 (10.37)

It should be noted that the magnitudes of these reflection coefficients �Gi� may occasionally exceed
unity because the measurement system is not calibrated for this.

The equivalent admittance parameter (dimensionless) at the aperture is represented by

(10.38)

Note that y is not exactly the admittance of the aperture that is terminated by a material of complex
relative permittivity er*. The parameters y1 and y2 are determined via this equation using er1*, and er2*,
respectively.

Next, repeating the measurement with the sample material, the reflection coefficient is recorded as Gs.
The aperture-admittance parameter with the sample is then computed as follows:

(10.39)

where, 

(10.40)

The complex permittivity ers* of the sample is determined from Equations 10.38 and 10.39 as follows:

(10.41)

FIGURE 10.8  A reflectometer arrangement for measuring the complex permittivity of materials using a coaxial
probe.
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Only one of the solutions to Equation 10.41 is found to be a physically possible value because the real
part of the complex permittivity must be a positive number and its imaginary part must be negative (the
formulation is based on the time-harmonic representation of ejwt).
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Electric field strength is defined as the ratio of the force on a positive test charge at rest to the magnitude
of the test charge in the limit as the magnitude of the test charge approaches zero. The units of electric
field strength are volts per meter (V m

 

–1

 

). Electric charges and currents are sources of electric and magnetic
fields, and Maxwell’s equations [1] provide the mathematical relationships between electromagnetic (EM)
fields and sources.

The electric field at a point in space is a vector defined by components along three orthogonal axes.
For example, in a rectangular coordinate system, the electric field

 

Æ

 

E 

 

can be written as:

(11.1)

where ˆ

 

x,

 

ˆ

 

y,

 

 and ˆ

 

z 

 

are unit vectors and 

 

E

 

x

 

, 

 

E

 

y

 

, and 

 

E

 

z

 

 are scalar components. For electrostatic fields, the
components are real scalars that are independent of time. For steady-state, time-harmonic fields, the
components are complex phasors that represent magnitude and phase. The time dependence, 

 

e

 

j

 

w

 

t

 

,

 

 is
suppressed.

 

11.1 Electrostatic Fields

 

Electrostatic fields are present throughout the atmosphere, and there are strong electrostatic fields near
high-voltage dc power lines. The commonly used electrostatic field meters generate an ac signal by
periodic conductor motion (either rotation or vibration). This ac signal is proportional to the electric
field strength, and field meter calibration is performed in a known electrostatic field.

 

Field Mills

 

Field mills (also called generating voltmeters) determine electric field strength by measuring modulated,
capacitively induced charges or currents on metal electrodes. Two types of field mills — the shutter type
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and the cylindrical type — are described in the technical literature [2]. The shutter type is more common;
a simplified version is shown in Figure 11.1. The sensing electrode is periodically exposed to and shielded
from the electric field by a grounded, rotating shutter. The charge 

 

q

 

s

 

 induced on the sensing electrode
and the current 

 

i

 

s

 

 between the sensing electrode and ground are both proportional to the electric field
strength 

 

E 

 

normal to the electrode:

(11.2)

  

0

   

s

   

at time 

 

t.

 

Thus, the field strength can be determined by measuring the induced charge or current (or voltage
across the impedance 

 

Z

 

). If the induced signal is rectified by a phase-sensitive detector (relative to the
shutter motion), the dc output signal will indicate both the polarity and magnitude of the electric field [3].

Shutter-type field mills are typically operated at the ground or at a ground plane, but a cylindrical
field mill can be used to measure the electric field at points removed from a ground plane. A cylindrical

the two sensing electrodes are varied periodically by rotating the sensing electrodes about the cylinder
axis at a constant angular frequency 

 

w

 

c

 

. The charge 

 

q

 

c

 

 induced on a half-cylinder of length 

 

L 

 

and the
current 

 

i

 

c

 

 between the half-cylinders are given by:

(11.3)

where 

 

r

 

c

 

 is the cylinder radius. Equation 11.3 is based on the two-dimensional solution for a conducting
cylinder in an electric field and neglects end effects for finite 

 

L.

 

 Equation 11.3 shows that the electric
field strength 

 

E 

 

can be determined from a measurement of the induced charge or current.

 

FIGURE 11.1  

 

Shutter-type electric field mill for measurement of the polarity and magnitude of an electrostatic field.
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field mill consists of two half-cylinder sensing electrodes as shown in Figure 11.2. Charges induced on

where e  is the permittivity of free space [1] and a (t) is the effective exposed area of the sensing electrode
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11

 

-3

 

A third type of electric field meter uses a vibrating plate [4] to generate an ac signal that is proportional
to the electric field strength. With any type of electric field strength meter, the observer should be at a
sufficient distance from the measurement location to avoid perturbing the electric field.

 

Calibration Field

 

A known uniform field for meter calibration can be produced between a pair of parallel plates [2]. If a
potential difference 

 

V 

 

is applied between a pair of plates with a separation 

 

d

 

p

 

, the field strength away from
the plate edges is 

 

V

 

/

 

d

 

p

 

. The plate dimensions should be much larger than 

 

d

 

p

 

 to provide an adequate region
of uniform field. Also, 

 

d

 

p

 

 should be much larger than the field meter dimensions so that the charge distribution
on the plates is not disturbed. The parallel plates can be metal sheets or tightly stretched metal screens.

The field meter should be located in the type of environment in which it will be used. Shutter-type
field mills that are intended to be located at a ground plane should be located at one of the plates.
Cylindrical field mills that are not intended to be used at a ground plane should be located in the center
of the region between the plates.

For simplicity, only field mills and calibration in the absence of space charge were mentioned. However,
near power lines or in the upper atmosphere [5], the effects of space charge can be significant and require
modifications in field mill design. A field mill for use in a space charge region and a calibration system
with space charge are described in [6].

 

11.2 ELF and ULF Electric Fields

 

In this section, measurement techniques for extremely low frequency (ELF, 3 Hz to 3 kHz) and ultralow
frequency (ULF, below 3 Hz) electric fields are considered. Natural ELF fields are produced by thunder-
storms, and natural ULF fields are produced by micropulsations in the earth’s magnetic field [7]. Geo-
physicists make use of these natural fields in the magnetotelluric method for remote sensing of the Earth’s
crust [8]. Ac power lines are dominant sources of fields at 50 Hz or 60 Hz and their harmonics.

An ac electric field strength meter [9] includes two essential parts: (1) an antenna and (2) a detector
(receiver). Other possible features are a transmission line or optical link, frequency-selective circuits,
amplifying and attenuating circuits, an indicating device, and a nonconducting handle. The antenna
characteristics can be calculated for simple geometries or determined by calibration. For example, linear
antennas are often characterized by their effective length 

 

L

 

eff

 

 [10], which determines the open-circuit
voltage 

 

V

 

oc

 

 induced at the antenna terminals:

(11.4)

where 

 

E

 

inc

 

 is the component of the incident electric field parallel to the axis of the linear antenna. The
detector could respond to the terminal voltage or current or to the power delivered to the load.

 

FIGURE 11.2  

 

Cylindrical field mill for measurement of electrostatic field strength.
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Natural Horizontal Electric Field at the Earth’s Surface

 

Magnetotelluric sounding of the Earth’s crust requires measurement of the horizontal electric and
magnetic fields at the Earth’s surface [8]. The magnetic field is measured with a horizontal axis loop,
and the electric field is measured with a horizontal wire antenna as shown in Figure 11.3. The antenna
wire is insulated since it lies on the ground, but it is grounded at its end points. Nonpolarizing grounding
electrodes should be used to avoid polarization potentials between the electrodes and the ground.

Since the natural electric field strength to be measured is on the order of 1 

 

m

 

V m

 

–1

 

, the antenna length

 

L

 

h

 

 needs to be on the order of 1 km to produce a measurable voltage. Since the effective length of a
grounded antenna is equal to the physical length (

 

L

 

eff

 

 = 

 

L

 

h

 

), the horizontal component 

 

E

 

h

 

 of the electric
field parallel to the antenna is equal to the open-circuit voltage divided by the antenna length:

(11.5)

The frequencies used in typical magnetotelluric sounding range from approximately 0.1 mHz to 10 Hz.
If both horizontal components of the electric field are needed, a second orthogonal antenna is required.

 

Free-Body Electric Field Meters

 

ELF electric fields in residential and industrial settings are most conveniently measured with free-body
field meters [11, 12], which measure the steady-state current or charge oscillating between two halves of
a conducting body in free space. (Ground reference meters [13] are also available for measuring the
electric field normal to the ground or some other conducting surface.) Geometries for free-body electric
field meters are shown in Figure 11.4. Commercial field meters are usually rectangular in shape, and
typical dimensions are on the order of 10 cm. A large dynamic range (1 V m

 

–1

 

 to 30 kV m

 

–1

 

) is required
to cover the various field sources (ac power lines, video display terminals, mass transportation systems,
etc.) of interest. (Electro-optic field meters with less sensitivity are described in [12].) A long, noncon-
ducting handle is normally attached perpendicular to the field-meter axis for use in measurement surveys.

 

FIGURE 11.3  

 

Grounded horizontal antenna for measurement of the horizontal component of the electric field.

 

FIGURE 11.4  

 

Electric field meters for measurement of the axial component of the electric field: (a) spherical
geometry and (b) rectangular geometry.
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The charge 

 

Q 

 

on half of the field meter is proportional to the incident electric field 

 

E 

 

along the meter
axis:

(11.6)

where 

 

e

 

0

 

 is the permittivity of free space [1] and 

 

A 

 

is a constant proportional to the surface area. For the

     

2

     

the two halves is equal to the time derivative of the charge, for time-harmonic fields it can be written:

(11.7)

This allows 

 

E 

 

to be determined from the measured current. For commercial field meters that are not
spherical, the constant 

 

A 

 

needs to be determined by calibration. A known calibration field can be
generated between a pair of parallel plates where the plates are sufficiently large compared to the
separation to produce a uniform field with small edge effects. This technique produces a well-character-

cause less accurate meter readings in field surveys.

 

11.3 Radio-Frequency and Microwave Techniques

 

Dipole Antennas

 

A thin, linear dipole antenna of length 

 

L 

 

is shown in Figure 11.5. Its effective length is approximately [10]:

(11.8)

where 

 

l

 

 is the free-space wavelength. Resonant half-wave dipoles (

 

L 

 

= 

 

l

 

/2) have an effective length of

 

L

 

eff

 

 = 2 

 

L

 

/

 

p

 

 and are of convenient length for frequencies from 30 to 1000 MHz. The physical length of a
dipole at resonance is actually slightly shorter than 

 

l

 

/2 to account for the effect of a finite length-to-
diameter ratio. Resonant dipoles are used as standard receiving antennas to establish a known standard
field in the 

 

standard antenna method 

 

[9]. Commercial antennas and field meters are calibrated in such
standard fields.

For 

 

L 

 

< 

 

l

 

/2, Equation 11.8 must be used to determine 

 

L

 

eff

 

. For very short dipoles (

 

L

 

/

 

l

 

 

 

�

 

 1), the current
distribution is approximately linear, and the effective length is approximately one half the physical length
(

 

L

 

eff

 

 

 

ª

 

 

 

L

 

/2). Short dipoles are frequently used as electric field probes.

 

Aperture Antennas

 

Aperture antennas are commonly used for receiving and transmitting at microwave frequencies (above
1 GHz). As receiving antennas, they are conveniently characterized by their on-axis gain 

 

g 

 

or effective
area 

 

A

 

eff 

 

. Effective area is defined as the ratio of the received power 

 

P

 

r 

 

to the incident power density 

 

S

 

inc

and can also be written in terms of the gain [9]:

FIGURE 11.5  Dipole antenna for measurement of the axial component of the electric field.
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spherical geometry in Figure 11.4(a), A = 3pa , where a is the sphere’s radius. Since the current I between

ized field with an uncertainty less than 0.5% [11]. However, the presence of harmonic frequencies can
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(11.9)

Equation 11.9 applies to the case where the incident field is polarization-matched to the receiving antenna.
The incident power density in a plane wave is Sinc = E2/h0, where E is the rms electric field strength and
h0 is the impedance of free space (ª377 W). Thus, the electric field strength can be determined from the
received power:

(11.10)

In general, the gain can be measured using the two-antenna method [9]. For a pyramidal horn antenna
as shown in Figure 11.6, the gain can be calculated accurately from [14]:

(11.11)

where RE and RH are gain reduction factors due to the E and H plane flare of the horn. The gain reduction
factors are

(11.12)

Where:  

The Fresnel integrals C and S are defined as [15]:

(11.13)

FIGURE 11.6  Pyramidal horn for measuring power density or electric field strength.
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Well-characterized aperture antennas are also used to generate standard fields [16] for calibrating
commercial antennas and field strength meters. This method of calibration is called the standard field
method [9]. The electric field strength E at a distance d from the transmitting antenna is:

(11.14)

where Pdel is the net power delivered to the transmitting antenna and is typically measured with a
directional coupler [16]. The gain g for a pyramidal horn can be calculated from Equation 11.11. The
National Institute of Standards and Technology (NIST) uses rectangular open-ended waveguides from
200 MHz to 500 MHz and a series of pyramidal horns from 500 MHz to 40 GHz to generate standard
fields in an anechoic chamber [16]. The uncertainty of the field strength is less than 1 dB over the entire
frequency range of 200 MHz to 40 GHz.

11.4 Three-Loop Antenna System

Electronic equipment can emit unintentional electromagnetic radiation that can interfere with other
electronic equipment. If the radiating source is electrically small (as is a video display terminal), then it
can be characterized by equivalent electric and magnetic dipole moments. The three-loop antenna system
(TLAS), shown in Figure 11.7, consists of three orthogonal loop antennas that are terminated at diamet-
rically opposite points. The unique feature of loop antennas with double terminations [17] is that they
can measure both electric and magnetic fields. For electromagnetic interference (EMI) applications, a
device under test (DUT) is placed at the center of the TLAS. On the basis of six terminal measurements,
the TLAS determines three equivalent electric dipole components and three equivalent magnetic dipole
moments of the DUT and hence its radiation characteristics.

Here, the theory [18] is summarized for one of the three loops. The DUT in Figure 11.7 is replaced
by an electric dipole moment

Æ
me and a magnetic dipole moment

Æ
mm, both located at the origin of the

coordinate system. The dipole moments can be written in terms of their rectangular components:

(11.15)

The loop in the xy plane has radius r0 and has impedance loads Zxy located at the intersections with the
x axis (f = 0, p).

FIGURE 11.7  Geometry of the three-loop antenna system and the device under test.

E P g d= ( )h p0 4del ,

r r
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11-8 Electrical Measurement, Signal Processing, and Displays

The solution for the current induced in the loop is based on Fourier series analysis [19]. The incident
azimuthal electric field Ei

f(f) tangent to the loop is:

(11.16)

Where:  

and k = 2p/l is the free-space wavenumber. An approximate solution [17] for the loop current I(f) yields
the following results for the load currents I(0) and I(p):

(11.17)

where Y0 and Y1 are the admittances for the constant and cosf currents [17].
One can solve Equation 11.17 for the magnetic and electric dipole components:

(11.18)

Where:  

Thus, the sum current IS can be used to measure the magnetic dipole moment, and the difference current
ID can be used to measure the electric dipole moment. The four remaining dipole components can be
obtained in an analogous manner. The loop in the xz plane can be used to measure mmy and mex, and
the loop in the yz plane can be used to measure mmx and mez.

The total power PT radiated by the source can be written in terms of the magnitudes of the six dipole
components:

(11.19)

The expression for the power pattern is more complicated and involves the amplitudes and phases of
the dipole moments [20]. The TLAS has been constructed with 1-m diameter loops and successfully
tested from 3 kHz to 100 MHz [21]. It is currently being used to measure radiation from video display
terminals and other inadvertent radiators.
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11.5 Broadband Dipole Antennas

The EM environment continues to grow more severe and more complex as the number of radiating
sources increases. Broadband antennas are used to characterize the EM environment over a wide fre-
quency range. For electric-field measurements, electrically short dipole antennas with a high capacitive
input impedance are used with a capacitive load, such as a field-effect transistor (FET). The transfer
function S of frequency f is defined as the ratio of the output voltage VL of the antenna to the incident
electric field Ei [22]:

(11.20)

Where:  

ra = Antenna radius
C = Load capacitance
Ca = Antenna capacitance

c = Free-space speed of light
Wa = Antenna thickness factor

Since the input impedance of an electrically short dipole is predominantly a capacitive reactance, a
very broadband frequency response can be achieved with a high-impedance capacitive load. However,
given the present state of the art, it is not possible to build a balanced, high-input impedance FET with
high common-mode rejection above 400 MHz. For this reason, it is more common practice to use a
high-frequency, beam-lead Schottky-barrier diode with a very small junction capacitance (less than
0.1 pF) and very high junction resistance (greater than several M3) for frequencies above 400 MHz.

The relationship between the time-dependent diode current id(t) and voltage vd(t) is

(11.21)

where Is and ad are constants of the diode. For very small incident fields Ei(t), the output detected dc
voltage vo is:

(11.22)

Where:  
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ṽ t v t v

b
C

C C

i i i

d
a d

a d

( ) = ( ) -

=
+
a

1733 FrameBook  Page 9  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

h = Half the physical length of the dipole antenna, as shown in Figure 11.5
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Ca = Dipole capacitance
Cd = Diode capacitance
Le = Effective length of the dipole antenna
< > Indicates time average

Thus, the dc detected voltage is frequency independent and is directly proportional to the average of
(Ei – <Ei>)2.

For large incident fields Ei(t), the output detected dc voltage is:

(11.23)

where Ṽi is the peak value of vi(t). Consequently, for a large incident field, vo is also frequency independent
and is directly proportional to the peak field.

Conventional dipole antennas support a standing-wave current distribution; thus, the useful frequency
range of this kind of dipole is usually limited by its natural resonant frequency. In order to suppress this
resonance, a resistively loaded dipole (traveling-wave dipole) has been developed. If the internal imped-
ance per unit length Zl(z) as function of the axial coordinate z (measured from the center of the dipole)
has the form:

(11.24)

then the current distribution Iz(z) along the dipole is that of a traveling wave. Its form is

(11.25)

where 2h = Total physical length of the dipole
V0 = Driving voltage

(11.26)

C(x,y) and S(x,y) = Generalized cosine and sine integrals
ad = Dipole radius

This type of resistively tapered dipole has a fairly flat frequency response from 100 kHz to 18 GHz [23].

Defining Terms

Electric field strength: The ratio of the force on a positive test charge to the magnitude of the test charge
in the limit as the magnitude of the test charge approaches zero.

Electrostatic field: An electric field that does not vary with time.
Field mill: A device used to measure an electrostatic field.
Antenna: A device designed to radiate or to receive time-varying electromagnetic waves.
Microwaves: Electromagnetic waves at frequencies above 1 GHz.
Power density: The time average of the Poynting vector.
Aperture antenna: An antenna that radiates or receives electromagnetic waves through an open area.
Dipole antenna: A straight wire antenna with a center feed used for reception or radiation of electro-

magnetic waves.

v
b V

o
d i

d

= -
˜

a

Z z
h z1

60( ) =
-

y

I z
V

j kh

z

h
ez

jk z( ) =
-( ) -

È

Î
Í

ù

û
ú

-0

60 1
1

y

y = - ( ) - ( )È

Î
Í

ù

û
ú + -( )- -2 2 2 2 2 11 2sinh , ,

h

a
C ka kh jS ka kh

j

kh
e j kh

d
d d

1733 FrameBook  Page 10  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Electric Field Strength 11-11

References

1. J.A. Stratton, Electromagnetic Theory, New York: McGraw-Hill, 1941.
2. ANSI/IEEE Std. 1227-1990, IEEE Guide for the Measurement of dc Electric-Field Strength and Ion

Related Quantities.
3. P.E. Secker and J.N. Chubb, Instrumentation for electrostatic measurements, J. Electrostatics, 16,

1–19, 1984.
4. R.E. Vosteen, Dc electrostatic voltmeters and fieldmeters, Conference Record of Ninth Annual Meet-

ing of the IEEE Industrial Applications Society, October 1974.
5. P.J.L. Wildman, A device for measuring electric field in the presence of ionisation, J. Atmos. Terr.

Phys., 27, 416–423, 1965.
6. M. Misakian, Generation and measurement of dc electric fields with space charge, J. Appl. Phys.,

52, 3135–3144, 1981.
7. G.V. Keller and F.C. Frischknecht, Electrical Methods in Geophysical Prospecting, Oxford, U.K.:

Pergamon Press, 1966.
8. A.A. Kaufman and G.V. Keller, The Magnetotelluric Sounding Method, Amsterdam: Elsevier, 1981.
9. IEEE Std. 291-1991, IEEE Standard Methods for Measuring Electromagnetic Field Strength of Sinu-

soidal Continuous Waves, 30 Hz to 30 GHz.
10. E.C. Jordan and K.G. Balmain, Electromagnetic Waves and Radiating Systems, 2nd ed., Englewood

Cliffs, NJ: Prentice-Hall, 1968.
11. ANSI/IEEE Std. 644-1987, IEEE Standard Procedures for Measurement of Power Frequency Electric

and Magnetic Fields from Ac Power Lines.
12. IEEE Std. 1308-1994, IEEE Recommended Practice for Instrumentation: Specifications for Magnetic

Flux Density and Electric Field Strength Meters — 10 Hz to 3 kHz.
13. C.J. Miller, The measurements of electric fields in live line working, IEEE Trans. Power Apparatus

Sys., PAS-16, 493–498, 1967.
14. E.V. Jull, Aperture Antennas and Diffraction Theory, Stevenage, U.K.: Peter Peregrinus, 1981.
15. M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions, Nat. Bur. Stand. (U.S.),

Spec. Pub. AMS 55, 1968.
16. D.A. Hill, M. Kanda, E.B. Larsen, G.H. Koepke, and R.D. Orr, Generating standard reference

electromagnetic fields in the NIST anechoic chamber, 0.2 to 40 GHz, Natl. Inst. Stand. Technol.
Tech. Note 1335, 1990.

17. M. Kanda, An electromagnetic near-field sensor for simultaneous electric and magnetic-field
measurements, IEEE Trans. Electromag. Compat., EMC-26, 102–110, 1984.

18. M. Kanda and D.A. Hill, A three-loop method for determining the radiation characteristics of an
electrically small source, IEEE Trans. Electromag. Compat., 34, 1–3, 1992.

19. T.T. Wu, Theory of the thin circular antenna, J. Math. Phys., 3, 1301–1304, 1962.
20. I. Sreenivasiah, D.C. Chang, and M.T. Ma, Emission characteristics of electrically small radiating

sources from tests inside a TEM cell, IEEE Trans. Electromag. Compat., EMC-23, 113–121, 1981.
21. D.R. Novotny, K.D. Masterson, and M. Kanda, An optically linked three-loop antenna system for

determining the radiation characteristics of an electrically small source, IEEE Int. EMC Symp.,
1993, 300–305.

22. M. Kanda, Standard probes for electromagnetic field measurements, IEEE Trans. Antennas Propa-
gat., 41, 1349–1364, 1993.

23. M. Kanda and L.D. Driver, An isotropic electric-field probe with tapered resistive dipoles for
broadband use, 100 kHz to 18 GHz, IEEE Trans. Microwave Theory Techniques, MTT-35, 124–130,
1987.

1733 FrameBook  Page 11  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

12

 

-1

  

12

 

Magnetic Field

  

12.1 Magnetic Field Fundamentals .........................................

 

12

 

-2
Low-Field Vector Magnetometers ...................................

 

12

 

-4

  

12.3 High-Field Vector Gaussmeters.....................................

 

12

 

-17

  

12.4 Scalar Magnetometers ....................................................

 

12

 

-23

 

Magnetometer

 

Magnetic field strength is measured using a variety of different technologies. Each technique has unique
properties that make it more suitable for particular applications. These applications can range from
simply sensing the presence or change in the field to the precise measurements of a magnetic field’s scalar
and vector properties. A very good and exhaustive fundamental description of both mechanical and
electrical means for sensing magnetic fields can be found in Lion [1]. Less detailed but more up-to-date
surveys of magnetic sensor technologies can be found in [2, 3]. It is not possible to adequately describe
all of these technologies in the space available. This chapter concentrates on sensors that are commonly
used in magnetic field measuring instruments.

magnitude types. The vector types can be further divided into sensors that are used to measure low fields
(<1 mT) and high fields (>1 mT). Instruments that measure low fields are commonly called 

 

magnetom-
eters.

 

 High-field instruments are usually called 

 

gaussmeters.

 

The induction coil and fluxgate magnetometers are the most widely used vector measuring instru-
ments. They are rugged, reliable, and relatively less expensive than the other low-field vector measuring
instruments. The fiber optic magnetometer is the most recently developed low-field instrument. Although
it currently has about the same sensitivity as a fluxgate magnetometer, its potential for better performance
is large. The optical fiber magnetometer has not yet left the laboratory, but work on making it more
rugged and field worthy is under way. The superconducting quantum interference device (SQUID)
magnetometers are the most sensitive of all magnetic field measuring instruments. These sensors operate
at temperatures near absolute zero and require special thermal control systems. This makes the SQUID-
based magnetometer more expensive, less rugged, and less reliable.

The Hall effect device is the oldest and most common high-field vector sensor used in gaussmeters.
It is especially useful for measuring extremely high fields (>1 T). The magnetoresistive sensors cover the
middle ground between the low- and high-field sensors. Anisotropic magnetoresistors (AMR) are cur-
rently being used in many applications, including magnetometers. The recent discovery of the giant
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As shown in Figure 12.1, magnetic field sensors can be divided into vector component and scalar
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magnetoresistive (GMR) effect, with its tenfold improvement in sensitivity, promises to be a good
competitor for the traditional fluxgate magnetometer in medium-sensitivity applications.

The proton (nuclear) precession magnetometer is the most popular instrument for measuring the
scalar magnetic field strength. Its major applications are in geological exploration and aerial mapping of
the geomagnetic field. Since its operating principle is based on fundamental atomic constants, it is also
used as the primary standard for calibrating magnetometers. The proton precession magnetometer has
a very low sampling rate, on the order of one to three samples per second, so it cannot measure fast
changes in the magnetic field. The optically pumped magnetometer operates at a higher sampling rate
and is capable of higher sensitivities than the proton precession magnetometer, but it is more expensive
and not as rugged and reliable.

Table 12.1 lists various magnetic field strength instruments and their characteristics.

 

12.1 Magnetic Field Fundamentals

 

An understanding of the nature of magnetic fields is necessary in order to understand the techniques
used for measuring magnetic field strength. The most familiar source of a magnetic field is the bar

both a magnitude and a direction. The field of a bar magnet or any other magnetized object, when
measured at a distance much greater than its longest dimension, is described by Equation 12.1:

 

FIGURE 12.1  

 

Magnetic field sensors are divided into two categories based on their field strengths and measurement
range: magnetometers measure low fields and gaussmeters measure high fields.

 

TABLE 12.1

 

Field Strength Instrument Characteristics

 

Range Resolution Bandwidth
Instrument (mT) (nT) (Hz) Comment

 

Induction coil 10

 

–10

 

 to 10

 

6

 

Variable 10

 

–1

 

 to 10

 

6

 

Cannot measure static fields
Fluxgate 10

 

–4

 

 to 0.5 0.1 Dc to 2 

 

¥

 

 10

 

3

 

General-purpose vector magnetometer

SQUID 10

 

–9

 

 to 0.1 10

 

–4

 

Dc to 5 Highest sensitivity magnetometer
Hall effect 0.1 to 3 

 

¥

 

 10

 

4

 

100 Dc to 10

 

8

 

Best for fields above 1T
Magnetoresistance 10

 

–3

 

 to 5 10 Dc to 10

 

7

 

Good for mid-range applications
Proton precession 0.02 to 0.1 0.05 Dc to 2 General-purpose scalar magnetometer
Optically pumped 0.01 to 0.1 0.005 Dc to 5 Highest resolution scalar magnetometer
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magnet. The field it produces is shown in Figure 12.2. Magnetic field is a vector quantity; that is, it has
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(12.1)

where 

 

â

 

r

 

 is a unit vector along 

 

r,

 

 

 

r 

 

is the distance between the magnetic field source and the measurement
point, and

 

Æ

 

m 

 

is called the magnetic dipole moment. The derivation of this equation can be found in
many textbooks on electromagnetics. This is a very convenient equation for estimating the field produced
by many magnetized objects.

The strength or intensity of a magnetized object depends on the density of its volume-distributed
moments. This intensity is called its magnetization 

 

M,

 

 which is defined as the moments per unit volume:

(12.2)

Like magnetic field, magnetization is a vector quantity. Magnetization is a material property that can
arise from internal magnetic sources as well as be induced by an external magnetic field.

There is a third magnetic vector

 

Æ

 

B  

 

called magnetic induction or flux density. In free space, magnetic
field and magnetic induction are proportional to one another by a constant factor 

 

m

 

0

 

.

(12.3)

Things are different in matter. Equation 12.4 describes the relationship among the magnetic field, mag-
netic induction, and magnetization vectors in matter:

(12.4)

In this case, the magnetic induction and the magnetic field vectors do not necessarily have the same
direction. Some materials have anisotropic magnetic properties that make these two vectors point in
different directions. The magnetization vector can consist of permanent and induced magnetization
components. The permanent magnetization vector does not depend on the presence of an external field.
The induced magnetization vector does depend on an external magnetic field and only exists while the
inducing field is present.

 

FIGURE 12.2  

 

Magnets produce magnetic fields. A magnetic field is a vector quantity with both magnitude and
direction properties.
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Magnetic materials can be loosely classified as magnetically “soft” or magnetically “hard.” In a mag-
netically hard material, the permanent magnetization component dominates (a magnet is an example).
Magnetization in a soft magnetic material is largely induced and is described by the following equation:

(12.5)

where 

 

c

 

 is called the material’s magnetic susceptibility. In an isotropic material (magnetic properties are
not direction dependent), 

 

c

 

 is a scalar quantity, and the magnetization and field vectors are proportional
and aligned. In anisotropic material (magnetic properties depend on direction), 

 

c

 

 is a tensor represented
by a 3 

 

¥

 

 3 matrix; therefore, the magnetization vector magnitude and direction depend on the direction
and strength of the inducing field. As a result, the magnetization vector will not always align with the

the following:

(12.6)

where 

 

m

 

 is called the relative permeability of the material.
A magnetized object with a magnetic moment

 

Æ

 

m  

 

will experience torque

 

Æ

 

T  

 

in the presence of a uniform
magnetic field

 

Æ

 

H.

 

 Equation 12.7 expresses this relationship.

(12.7)

Torque is the cross-product of the magnetic moment and field vectors. The magnitude equation is:

(12.8)

where 

 

q

 

 is the angle between the direction of

 

Æ

 

m  

 

and

 

Æ

 

H.

 

There is an intimate relationship between electric and magnetic fields. Oersted discovered that passing
a current through a wire near a compass causes the compass needle to rotate. The compass was the first
magnetic field strength sensor. Faraday found that he could produce an electric voltage at the terminals

Magnetic fields are produced by the flow of electric charge (i.e., electric currents). In effect, a magnetic
field is a velocity-transformed electric field (through a Lorentz transformation). Current flowing through

Units are always a problem when dealing with magnetic fields. The Gaussian cgs (centimeter, gram,

  

0

 

and flux density have the same numeric value in air, and their units (oerstedt for field and gauss for flux

been replaced by the International System of Units (SI). The SI system uses, among others, the meter
(m), kilogram (kg), second (s), and ampere (A) as the fundamental units. Payne [4] gives a very good

summarizes the relationships between the two systems of units.
The SI system of units is used throughout this chapter.

 

12.2 Low-Field Vector Magnetometers

 

The Induction Coil Magnetometer

 

The induction or search coil, which is one of the simplest magnetic field sensing devices, is based on
Faraday’s law. This law states that if a loop of wire is subjected to a changing magnetic flux, 

 

f,

 

 

 

through
the area enclosed by the loop, then a voltage will be induced in the loop that is proportional to the rate
of change of the flux:

r r
M H= c

r r r
B H H= +( ) =m c m m0 01
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a straight wire, a loop of wire, or a solenoid will also produce a magnetic field as illustrated in Figure 12.3.

density) are often indiscriminately interchanged. This has led to great confusion. The cgs system has now

and second) system of units was favored for many years. Since m  = 1 in the cgs system, magnetic field

of a loop of wire if he moved a magnet near it. This led to the induction or search coil sensor.

magnetization inducing field vectors. Equation 12.5 can be modified for magnetically “soft” material to

explanation of the differences between these systems of units as they relate to magnetic fields. Table 12.2
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(12.9)

Since magnetic induction

 

Æ

 

B  

 

is flux density, then a loop with cross-sectional area

 

Æ

 

A  

 

will have a terminal
voltage:

(12.10)

for spatially uniform magnetic induction fields.

 

Æ

   

Æ

   

Æ

  

will produce a terminal voltage. If the coil remains fixed with respect to

 

Æ

 

B,

 

 then static fields cannot be

 

Æ

  

static field. The relationship described by Equation 12.10 is exploited in many magnetic field measuring

 

FIGURE 12.3  

 

Magnetic fields are also produced by electric currents.

 

TABLE 12.2

 

Factors for Converting from cgs to SI Magnetic Field Units

 

Description Symbol SI unit Gaussian cgs unit Multiply by

 

Magnetic induction
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detected; but if the loop is rotated or the magnitude of A is changed, then it is possible to measure a

Equation 12.10 states that a temporal change in B  or the mechanical orientation of A relative to B

instruments (see [1]).
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Figure 12.4 shows the two most common induction coil configurations for measuring field strength:
the air core loop antenna and the rod antenna. The operating principle is the same for both configurations.
Substituting 

 

m

 

0

 

m

 

e

 

H

 

(

 

t

 

) for 

 

B 

 

in Equation 12.10 and, assuming the loop is stationary with respect to the
field vector, the terminal voltage becomes:

(12.11)

where 

 

n 

 

is the number of turns in the coil, and 

 

m

 

e

 

 is the effective relative permeability of the core. The
core of a rod antenna is normally constructed of magnetically “soft” material so one can assume the flux
density in the core is induced by an external magnetic field and, therefore, the substitution above is valid.
With an air (no) core, the effective relative permeability is one. The effective permeability of an induction
coil that contains a core is usually much greater than one and is strongly dependent on the shape of the
core and, to some extent, on the configuration of the winding.

Taking the Laplace transform of Equation 12.11 and dividing both sides by 

 

H, 

 

one obtains the following
transfer function 

 

T

 

(

 

s

 

) for an induction coil antenna:

(12.12)

where 

 

E

 

(

 

s

 

) = 

 

T

 

(

 

s

 

) 

 

H

 

(

 

s

 

), 

 

E

 

(

 

s

 

) and H(s) are the Laplace transforms of e(t) and H(t), and s is the Laplace
transform operator. Inspection of Equation 12.12 reveals that the magnitude of the coil voltage is pro-
portional to both the magnitude and frequency of the magnetic field being measured. The coil constant
or sensitivity of the loop antenna is:

(12.13)

FIGURE 12.4  Induction or search coil sensors consist of a loop of wire (or a solenoid), which may or may not
surround a ferromagnetic core. (a) Air core loop antenna; (b) solenoid induction coil antenna with ferromagnetic
core.
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Figure 12.5 is the equivalent circuit for an induction coil antenna. The actual voltage measured at the
terminals of the loop is modified by the inductance L, resistance R, and the distributed stray and shield
capacitances represented by the lumped capacitor C. These circuit parameters depend on the geometry
of the core, coil, and winding.

in the design of an induction coil. It prevents coupling of electric fields into the coil, thereby assuring
that the signal seen at the coil terminals is only that due to a magnetic field. The shield should not be
placed too close to the winding since it contributes to coil capacitance and noise.

The Air Core Loop Antenna

The air core loop antenna consists of a circular or rectangular loop containing one or more turns of wire
and no magnetic core. The diameter of the loop is usually much greater than the dimensions of the
winding cross-section. The sensitivity of a circular loop antenna with a winding inside diameter d and
rectangular cross-section is approximately:

(12.14)

where t is the thickness of the winding and n is the number of turns.
The resistance of the coil is:

(12.15)

where dw is the diameter of the bare wire and r is its resistivity in W m (1.7 ¥ 10–8
 W m for copper).

The inductance of the coil is more difficult to compute since it depends heavily on the geometry of
the coil. Those who are interested in computing very accurate inductance values for a wide variety of
coil shapes should consult [5]. Equation 12.16 is a general expression that gives a good approximation
for the inductance of a circular air core coil.

(12.16)

where w is the width of the winding,
–
d is the average diameter, and k is Nagaoka’s constant:

(12.17)

FIGURE 12.5  The induction coil equivalent circuit is a frequency-dependent voltage source in series with an
inductor, resistor, and lumped capacitor.
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The electrostatic shield made of nonmagnetic material shown in Figure 12.4 is an important element
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The distributed capacitance of the coil contributes the most to the overall antenna capacitance. The
parasitic capacitances can usually be ignored. Equation 12.18 can be used to estimate the distributed
capacitance of a coil.

(12.18)

where ew is the dielectric constant of the wire insulation, el is the dielectric constant of the interlayer
insulation if any, tw is the thickness of the wire insulation, tl is the thickness of the interlayer insulation,
and nl is the number of layers. Adding a second layer to a single-layer coil significantly increases the
capacitance but, as the number of layers increases, the capacitance decreases.

The air core loop antenna is particularly useful for measuring magnetic fields with frequencies from
100 Hz to several megahertz. Because it has a linear response to magnetic field strength, it has virtually
no intermodulation distortion. On the negative side, the size of the sensor can get quite large for
applications that require high sensitivities at low frequencies.

The Rod Antenna

The rod antenna is a good alternative to an air core loop antenna. It is smaller in size than a loop antenna
with the same sensitivity, and it can be designed to operate at lower frequencies. Unfortunately, its
response to magnetic field strength can be nonlinear and the core adds noise.

core. The core can have a circular or rectangular cross-section and can be made from a ferrite, a nickel-
iron alloy, an amorphous metal glass alloy, or some other material with high relative permeability. The
winding can be wound directly on the core or on a form through which the core is inserted. Insulation
is sometimes placed between layers of the winding to reduce distributed capacitance. An electrostatic
shield is placed around the winding to attenuate any electric field coupling into the signal. The shield
has a gap that runs the length of the winding. This prevents circulating currents in the shield from
attenuating the magnetic field within the coil.

The most common rod antenna configuration is a core with a circular cross-section and a tightly
coupled winding that runs most of the length of the core. The sensitivity of the rod antenna is computed
by substituting me in Equation 12.13 with the following:

(12.19)

where dc is the core diameter and
–m is the core average effective permeability. The core effective or apparent

permeability depends on its geometry and initial permeability, as well as the winding length relative to
the core length. A rod becomes magnetized when a magnetic field is applied to it. In response, a magnetic
field is created within the rod that opposes the externally applied field and reduces the flux density. The
demagnetizing field is proportional to the magnetization and the net field H in the core is:

(12.20)

where H ¢ is the applied external field, N is the demagnetizing factor, and M is the magnetization. The
apparent relative permeability of a core is the ratio of the flux density B in the middle of the core to the
flux density in air:

(12.21)

where mi is the initial relative permeability of the core material. Initial relative permeability is the slope
of the B–H magnetization curve near zero applied field for a closed magnetic path.
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Figure 12.4(b) is a typical configuration for a rod antenna. It is basically a solenoid with a magnetic



Magnetic Field Measurement 12-9

The value of N is shape dependent. As the length-to-diameter ratio m of a rod increases, N decreases
and the apparent relative permeability approaches the initial permeability. Table 12.3, which is reproduced
from [6], lists demagnetizing factors for a rod, prolate ellipsoid (cigar shape), and oblate ellipsoid (disk
shape).

Equation 12.22 can be used to approximate the value of N for cylindrical rods with m > 10 and mi >
1000:

(12.22)

The apparent permeability of a rod with a small m and large mi is almost exclusively determined by
m alone. Table 12.4 lists the magnetic properties of several ferromagnetic materials that can be used to
construct a core.

Bozorth [7] found that the apparent permeability of a rod is not constant throughout the length of
the rod. It reaches a maximum at the center of the rod and continuously drops in value until the ends
of the rod are reached. The variation in permeability can be approximated by:

(12.23)

TABLE 12.3 Demagnetizing Factors, N for Rods 
and Ellipsoids Magnetized Parallel to Long Axis

Dimensional ratio Prolate Oblate
(length/diameter) Rod ellipsoid ellipsoid

0 1.0 1.0 1.0
1 0.27 0.3333 0.3333
2 0.14 0.1735 0.2364
5 0.040 0.0558 0.1248

10 0.0172 0.0203 0.0696
20 0.00617 0.00675 0.0369
50 0.00129 0.00144 0.01472

100 0.00036 0.000430 0.00776
200 0.000090 0.000125 0.00390
500 0.000014 0.0000236 0.001576

1000 0.0000036 0.0000066 0.000784
2000 0.0000009 0.0000019 0.000392

TABLE 12.4 Magnetic Properties of Typical Core Material

Name Composition Manufacturer mi mmax

Mild steel 0.2 C, 99 Fe 120 2000
Silicon iron 4.0 Si, 96 Fe 500 7000
CN20 Ni-Zn Ferrite Ceramic Magnetics 800 4500
MN60 Mn-Zn Ferrite Ceramic Magnetics 5000 10,500
“49” Alloy 48 Ni, 52 Fe Carpenter 6500 75,000
2605S-2 Fe-based amorphous alloy Allied-Signal 10,000 600,000
4-79 Permalloy 4 Mn, 79 Ni, 17 Fe Magnetics 20,000 100,000
Mumetal 5 Cu, 2 Cr, 77 Ni, 16 Fe Magnetics 20,000 100,000
HyMu “80” 4.2 Mo, 80 Ni, 15 Fe Carpenter 50,000 200,000
2826MB NiFe-based amorphous alloy Allied-Signal 100,000 800,000

Note: mi is the slope of the magnetization curve at the origin. mmax is the maximum incremental
slope of the magnetization curve.
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where l is the distance from the center of the rod to the measurement point, l0 is the half length of the
rod, and F is a constant that varies from 0.72 to 0.96. The average permeability seen by the coil is the
integral of Equation 12.23 over the length of the coil:

(12.24)

where lw is the length of the winding and lc is the length of the core. Equation 12.24 is substituted into
Equation 12.19 to compute the rod’s effective relative permeability which is used in Equation 12.13 to
compute sensitivity.

The inductance of the rod antenna can be computed using the following equations:

(12.25)

(12.26)

(12.27)

The function f (lw /lc) accounts for the variation in flux density from the middle of the winding to its ends
and assumes the winding is centered about the middle of the core.

Equations 12.15 and 12.16 can be used to compute the resistance and capacitance of a rod antenna.

Signal Conditioning

To be useful, the induction coil signal must be conditioned using either a voltage or a current amplifier.

amplifier can have either a single-ended or differential input and it can be tuned or untuned. The signal
output of the voltage amplifier is proportional to the magnitude and frequency of the field for frequencies
well below resonance. Its output will peak at the resonant frequency of the coil or at the tuning frequency.
Because its output signal depends on both the frequency and strength of the magnetic field, the voltage
amplifier is more suited to narrow band or tuned frequency applications.

In the current amplifier configuration, the induction coil terminals are connected to a virtual ground.
As long as the product of the amplifier forward gain and the coil ohmic resistance is much greater than
the feedback resistor, the output signal magnitude is independent of the frequency of the magnetic field
beyond the R/L (rad s–1) corner of the coil. This remains true up to the coil’s resonant frequency. For
this reason, the current amplifier configuration is particularly suited to broadband magnetic field strength
measurements. The current amplifier configuration minimizes intermodulation distortion in induction
coils with magnetic cores. The current flowing through the coil produces a magnetic field that opposes
the ambient field. This keeps the net field in the core near zero and in a linear region of the B–H curve.

Current-amplifier-based induction coil magnetometers have been built that have a flat frequency
response from 10 Hz to over 200 kHz. Some magnetometers designed for geophysical exploration
applications have low frequency corners that extend down to 0.1 Hz. For further information on this

The Fluxgate Magnetometer

The fluxgate magnetometer has been and is the workhorse of magnetic field strength instruments both
on Earth and in space. It is rugged, reliable, physically small, and requires very little power to operate.
These characteristics, along with its ability to measure the vector components of magnetic fields over a
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Figure 12.6 illustrates the circuit configurations for both of these signal conditioning methods. The voltage

subject, see [8, 9].
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0.1 nT to 1 mT range from dc to several kHz, make it a very versatile instrument. Geologists use them
for exploration and geophysicists use them to study the geomagnetic field (about 20 mT to 75 mT on the
Earth’s surface). Satellite engineers use them to determine and control the attitude of spacecraft, scientists
use them in their research, and the military uses them in many applications, including mine detection,
vehicle detection, and target recognition. Some airport security systems use them to detect weapons.

The Fluxgate

The heart of the magnetometer is the fluxgate. It is the transducer that converts a magnetic field into an
electric voltage. There are many different fluxgate configurations. Two of the more popular ones are

fluxgate configurations is given in [10].
The ring core fluxgate is constructed from a thin ribbon of easily saturable ferromagnetic material,

alternating current is applied through a coil that is wound about the toroid. This creates a magnetic field
that circulates around the magnetic core. This magnetic field causes the flux in the ferrous material to
periodically saturate first clockwise and then counterclockwise. A pick-up (signal) winding is wrapped
around the outside of the toroid. While the ferrous material is between saturation extremes, it maintains
an average permeability much greater than that of air. When the core is in saturation, the core permeability
becomes equal to that of air. If there is no component of magnetic field along the axis of the signal
winding, the flux change seen by the winding is zero. If, on the other hand, a field component is present
along the signal winding axis, then each time the ferrous material goes from one saturation extreme to
the other, the flux within the core will change from a low level to a high level. According to Faraday’s
law, a changing flux will produce a voltage at the terminals of the signal winding that is proportional to
the rate of change of flux. For dc and low-frequency magnetic fields, the signal winding voltage is:

FIGURE 12.6  (a) The amplitude of a voltage-amplified induction coil signal is proportional to the frequency and
strength of the field. (b) The amplitude of a current-amplified induction coil signal is only proportional to field
strength beyond its L/R corner frequency.
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shown in Figure 12.7. A very comprehensive explanation of the fluxgate principle and the different

such as 4-79 Permalloy wrapped around a bobbin to form a ring or toroid. As shown in Figure 12.8, an
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(12.28)

where H = Component of the magnetic field being measured
n = Number of turns on the signal winding
A = Cross-sectional area of the signal winding

me (t) = Effective relative permeability of the core

As the core permeability alternates from a low value to a high value, it produces a voltage pulse at the
signal winding output that has an amplitude proportional to the magnitude of the external magnetic
field and a phase indicating the direction of the field. The frequency of the signal is twice the excitation
frequency since the saturation-to-saturation transition occurs twice each excitation period.

The discussion about effective permeability in the induction coil section applies here as well. Consult
[10, 13] for comprehensive discussions about fluxgate effective permeability and signal characteristics as
they relate to excitation field level, excitation waveform, and winding geometry.

Signal Conditioning

The signal from the fluxgate is an amplitude-modulated suppressed carrier signal that is synchronous
with the second harmonic of the excitation signal. In a simple low-power magnetometer, this signal is
converted to the base band using a synchronous demodulator, filtered, and presented as the final output.
Example circuits are given in [11, 12]. The accuracy of magnetometers that use this open-loop architecture
is limited by the linearity of the core’s magnetization curve and is about 5% for Earth’s field (60 mT)
applications.

FIGURE 12.7  In Schonstedt (a) and ring core (b) fluxgate sensors, the excitation field is at right angles to the signal
winding axis. This configuration minimizes coupling between the excitation field and the signal winding.
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More precise and stable magnetometers use magnetic field feedback rather than the open-loop struc-
ture described above. A simplified schematic of a typical second harmonic field feedback fluxgate mag-
netometer is shown in Figure 12.9. The circuitry to the left of the fluxgate is called the excitation circuit.
It consists of an oscillator tuned to twice the excitation frequency, a flip-flop that divides the oscillator
frequency by two, and a power amplifier driven by the flip-flop and, in turn, provides the excitation
current to the excitation winding.

FIGURE 12.8  The excitation field of a fluxgate magnetometer alternately drives the core into positive or negative
saturation, causing the core’s effective permeability to switch between 1 and a large value twice each cycle.

FIGURE 12.9  Typical circuit configuration for a field feedback fluxgate magnetometer. The sensor output is ac
amplified, synchronously demodulated, and filtered. A magnetic field that nulls the ambient field at the sensor is
produced by connecting the resistor Rf between the output and the signal winding.
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The circuitry to the right of the fluxgate is called the signal channel circuit. It amplifies the output
from the fluxgate signal winding, synchronously demodulates the ac signal using the oscillator signal as
a reference, integrates and amplifies the base band output, and then feeds back the output through a
resistor to the signal winding. The fed-back signal produces a magnetic field inside the sensor that opposes
the external field. This keeps the field inside the sensor near zero and in a linear portion of the magne-
tization curve of the ferromagnetic core.

The flow diagram for the magnetometer is given in Figure 12.10. The external field Ha is opposed by
the feedback field Hf , and the difference is converted into a voltage signal (Ks represents the transfer
function from field to voltage). This signal is amplified (A), and the amplified signal is converted into a
current If and then into the feedback field (Kc represents the transfer function from current to field).
The overall transfer function for the magnetometer is:

(12.29)

The amplifier gain is normally very high such that the second term in the denominator is much larger
than one, and Equation 12.29 reduces to

(12.30)

Under these circumstances, the transfer function becomes almost completely determined by the ratio of
Rf (the feedback resistor) to Kc (the current-to-field coil constant of the sensor winding). Both of these
constants can be very well controlled. The consequence of this circuit topology is a highly stable and
accurate magnetometer that is insensitive to circuit component variations with temperature or time. An
accuracy of 1% over a temperature range of –80°C to 80°C is easily achievable. Accuracy and stability
can be improved using a current feedback circuit, like the one described in [13], that compensates for
the resistance of the signal winding or by using a separate feedback winding and a high-quality voltage-
to-current converter instead of a simple feedback resistor.

The SQUID Magnetometer

Brian D. Josephson in 1962, while a graduate student at Cambridge University, predicted that supercon-
ducting current could flow between two superconductors that are separated by a thin insulation layer.
The magnitude of the superconductor (critical) current through this “Josephson junction” is affected by
the presence of a magnetic field and forms the basis for the SQUID magnetometer.

FIGURE 12.10  Block diagram of a field feedback fluxgate magnetometer. Kc is the current-to-field constant for the
coil. Ks is the field-to-voltage transduction constant for the sensor. The feedback field Hf opposes the ambient field
Ha, thus keeping the net sensor field very small.
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Figure 12.11 illustrates the general structure of a Josephson junction and the voltage–current (V–I )
relationship. Two superconductors (e.g., niobium) are separated by a very thin insulating layer (e.g.,
aluminum oxide). The thickness of this layer is typically 1 nm. When the temperature of the junction is
reduced to below 4.2 K (–269°C), a superconductor current will flow in the junction with 0 V across the
junction. The magnitude of this current, called the critical current Ic, is a periodic function of the magnetic
flux present in the junction. Its maximum magnitude occurs for flux values equal to nf0, where f0 is one
flux quantum (2 fW), and its minimum magnitude occurs for flux values equal to (n + 1/2)f0. The period
is one flux quantum. This phenomenon is called the “DC Josephson effect” and is only one of the
“Josephson effects.”

Magnetometers based on the Superconducting Quantum Interference Device (SQUID) are currently
the most sensitive instruments available for measuring magnetic field strength. SQUID magnetometers
measure the change in the magnetic field from some arbitrary field level; they do not intrinsically measure
the absolute value of the field. Biomedical research is one of the more important applications of SQUID
magnetometers. SQUID magnetometers and gradiometers (measure spatial variation in the magnetic
field) have the high sensitivities needed to measure the weak magnetic fields generated by the body [15].
Other application areas include paleomagnetics (measuring remnant magnetism in rocks) and magne-
totellurics (Earth resistivity measurements). Descriptions of these applications as well as the general
theory of SQUIDs can be found in [16]. Clark [17], one of the pioneers in SQUID magnetometers,
provides a good contemporary overview of SQUID technology and applications.

A DC SQUID magnetometer uses two Josephson junctions in the two legs of a toroid as shown in

of the junctions. When the flux through the toroid is an integral multiple of f0, the voltage across the
junctions is determined by the intersection of Ib and the nf0 V–I curve (point A). As the flux increases,
the critical current decreases. The V–I curve and thus the intersection point move to the right (the
junction voltage increases). The critical current reaches a minimum when the flux has increased by 1/2f0

and the junction voltage is at its maximum (point B). As the flux continues to increase, the critical current
increases back toward its maximum value and the junction voltage decreases. Thus, the period of the
flux cycle is f0.

Signal Conditioning

for wide dynamic range field measurements. A large superconducting loop, which is exposed to the

FIGURE 12.11  The Josephson junction in (a) consists of a superconductor such as niobium separated by a thin
insulation layer. The voltage (V) vs. current (I) curve in (b) shows that a superconducting current flows through the
junction with zero volts across the junction.
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Figure 12.12(a). The toroid is biased with a constant current that exceeds the maximum critical current

Figure 12.13 is a block diagram of one implementation of a DC SQUID magnetometer that can be used
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magnetic field being measured, is connected to a multiturn signal winding that is magnetically coupled
directly to the SQUID. At cryogenic temperatures, the loop and signal winding effectively form a dc
induction coil. External flux applied to the coil will generate a current in the loop that keeps the net flux
within the loop constant, even for dc magnetic fields. The signal winding magnifies the flux that is applied
to the SQUID.

The SQUID is magnetically biased at an optimal sensitivity point. A small ac magnetic field at 100 kHz
to 500 kHz is superimposed on the bias field. The output of the SQUID is a suppressed carrier amplitude
modulated signal where the amplitude indicates the change in magnetic field from the bias point, and
the phase indicates the polarity of the change. The output signal is amplified and then synchronously
demodulated down to the base band. The resulting dc signal is amplified and fed back through a resistor
to a coil coupled to the SQUID. The current through the coil generates a magnetic field at the SQUID
that opposes the applied field. This keeps the SQUID operating point very near the bias point. The scale
factor of the magnetometer depends on the feedback resistor and the coil constant of the feedback winding
in the same manner that it does for a field feedback fluxgate magnetometer.

FIGURE 12.12  Use of a DC SQUID to measure magnetic flux. The DC SQUID in (a) consists of a superconductor
loop and two Josephson junctions with a bias current that is greater than the maximum critical current Ih. The V–I
curve in (b) illustrates how the voltage across the SQUID oscillates with a period equal to one flux quantum f0.
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The pick-up loop, signal coil, SQUID, feedback coil, and feedback resistor are kept in a cryogenic
temperature chamber and, except for the pick-up coil, are magnetically shielded. The rest of the circuit
is operated at room temperature.

12.3 High-Field Vector Gaussmeters

The Hall Effect Gaussmeter

The Hall effect device, which is probably the most familiar and widely used sensor for measuring strong
magnetic fields, is based on the discovery of the Hall effect by Edwin H. Hall in 1897. The Hall effect is
a consequence of the Lorentz force law, which states that a moving charge q, when acted upon by a
magnetic induction field

Æ
B,  will experience a force

Æ
F that is at right angles to the field vector and the

velocity vector v of the charge as expressed by the following equation:

(12.31)

The Hall effect device consists of a flat, thin rectangular conductor or semiconductor with two pairs

x 

along the x or control axis. When a magnetic field Bz is applied perpendicular to the surface of the device,
the free charge, which is flowing along the x-axis as a result of Ex, will be deflected toward the y or Hall
voltage axis. Since current cannot flow in the y-axis under open-loop conditions, this will cause a buildup
of charge along the y-axis that will create an electric field which produces a force opposing the motion
of the charge:

(12.32)

where vx is the average drift velocity of the electrons (or majority carriers). In a conductor that contains
n free charges per unit volume having an average drift velocity of vx, the current density is:

(12.33)

FIGURE 12.13  Wide dynamic range DC SQUID magnetometer. A magnetic field produced by connecting resistor
Rf between the output and a feedback coil keeps the field in the SQUID within one flux quantum over its operating
range. (Adapted from Wellstood, Heiden, and Clark, 1984.)
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of electrodes at right angles to one another as illustrated in Figure 12.14. An electric field E is applied



12-18 Electrical Measurement, Signal Processing, and Displays

and

(12.34)

where RH is called the Hall coefficient.
A semiconductor is treated in terms of the mobility m (drift velocity/field) of the majority carrier

(electron or hole) and conductivity s. In this case,

(12.35)

Therefore,

(12.36)

The value of RH varies substantially from one material to another and is both temperature and field
magnitude dependent. Its characteristics can be controlled to a certain extent by doping the base material
with some impurities. For example, doping germanium with arsenic can reduce the temperature depen-
dence at the expense of magnitude.

The voltage measured across the y-axis terminals is the integral of the electric field along the y-axis.
If a constant control current I is flowing along the x axis, then:

(12.37)

and the measured output voltage is:

(12.38)

where t is thickness (m) and w is the distance between the y-axis terminals.
Another characteristic specified by manufacturers of Hall effect devices is the magnetic sensitivity gb

at the rated control current Ic:

(12.39)

FIGURE 12.14  Hall effect sensor. A magnetic field H applied normal to the surface of the sensor, which is conducting
current along the x-direction, will generate a voltage along the y-direction. Ex is the applied electric field along the
x-direction, and Ey is the Hall effect electric field along the y-direction.

E
J B

qn
R J By

x z
x z= = H

E E B E
J

y x z x
x= =m

s
   and   

E J B Ry x z= =m
s

m
s

   and   H

J
I

wtx =

e
R IB

ty
z= H

g b
H c= =

e

B

R I

t
y

z

1733 FrameBook  Page 18  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Magnetic Field Measurement 12-19

Although conductors such as copper (Cu) can be used to make a Hall effect device, semiconductor
materials, such as gallium arsenide (GaAs), indium antimonide (InSb), and indium arsenide (InAs),
produce the highest and most stable Hall coefficients. InAs, because of its combined low temperature
coefficient of sensitivity (<0.1%/°C), low resistance, and relatively good sensitivity, is the material favored
by commercial manufacturers of Hall effect devices.

The typical control current for Hall effect devices is 100 mA, but some do operate at currents as low
as 1 mA. Sensitivities range from 10 mV/T to 1.4 V/T. Linearity ranges from 1/4% to 2% over their rated
operating field range. The control input and the voltage output resistance are typically in the range of
1 W to 3 W. The sensor element is usually tiny (on the order of 10 mm square by 0.5 mm thick), and a
three-axis version can be housed in a very small package. These devices are most effective for measuring
flux densities ranging from 50 mT to 30 T.

Signal Conditioning

A simple Hall effect gaussmeter can be constructed using the signal conditioning circuit shown in
Figure 12.15. The voltage reference, operational amplifier, and sense resistor Rs form a precision constant-
current source for the Hall effect device control current Ic. For best performance, the voltage reference
and Rs should be very stable with temperature and time. A general-purpose operational amplifier can be
used for low control currents. A power amplifier is required for control currents above 20 mA.

The Hall voltage can be conditioned and amplified by any high input impedance (>1 kW) differential
amplifier. A precision instrumentation amplifier is a good choice because it has adequate input imped-
ance, its gain can be determined by a stable resistor, and the amplifier zero offset trim resistor can be
used to cancel the zero offset of the Hall effect device. Some devices require a load resistor across the
Hall voltage terminal to achieve optimum linearity.

The zero offset and 1/f noise of the Hall voltage amplifier limit the performance of a Hall effect
gaussmeter for low field strength measurements. Sometimes, these effects can be reduced by using an ac
precision current source. The ac amplitude modulated Hall voltage can then be amplified in a more
favorable frequency band and synchronously detected to extract the Hall voltage signal. If the field to be
measured requires this amount of signal conditioning, it probably is better to use a fluxgate magnetometer
for the application.

The Magnetoresistive Gaussmeter

The magnetoresistance effect was first reported by William Thomson (Lord Kelvin) in the middle of the
19th

 century. He found that a magnetic field applied to a ferromagnetic material caused its resistivity to
change. The amount of change depends on the magnetization magnitude and the direction in which the

FIGURE 12.15  Example of how to construct a Hall effect gaussmeter. The operational amplifier and resistor Rs form
a stable constant-current source for the Hall effect sensor. An instrumentation or differential amplifier amplifies and
scales the Hall voltage. A load resistor is sometimes required across the Hall voltage output terminals.
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current used to measure resistivity is flowing. Nickel–iron alloys show the greatest change in resistivity
(about 5% maximum). Figure 12.16 illustrates how the resistivity changes in Permalloy (a nickel–iron
alloy) for a field applied parallel to the current flow. As magnetic field is increased, the change in resistivity
increases and asymptotically approaches its maximum value when the material approaches saturation.
Bozorth [6] points out that the shape of the curve and the magnitude of the change depend on the
composition of the alloy. Permalloy with 80% Ni and 20% Fe provides a high magnetoresistance effect
with near-zero magnetostriction and is a favorite material for magnetoresistors.

The change in resistivity in permalloy film [18] is also a function of the angle q between the magne-
tization direction and the current direction:

(12.40)

where Drm is the magnetoresistivity anisotropy change and r0 is the resistivity for q = p/2.
It was mentioned earlier that magnetic materials have anisotropic magnetic properties (their magnetic

properties are direction dependent). The physical shape of an object (see the discussion on demagnetizing
factor above) and the conditions that exist during fabrication strongly determine its anisotropic charac-
teristics. A thin long film of permalloy can be made to have highly uniaxial anisotropic properties if it
is exposed to a magnetizing field during deposition. This characteristic is exploited in the anisotropic
magnetoresistance (AMR) sensor.

The basic resistor element in an AMR is a thin rectangular shaped film as shown in Figure 12.17. One
axis, called the anisotropy or easy axis, has a much higher susceptibility to magnetization than the other
two. The easy axis is normally along the length of the film. Because of its thinness, the axis normal to

FIGURE 12.16  Change in resistivity in a ferromagnetic material. As field is applied, the resistivity changes rapidly
at first. As the material approaches magnetic flux saturation, the resistivity change approaches its maximum value.

FIGURE 12.17  An AMR resistor element. During fabrication, a magnetic field is applied along the strip’s length to
magnetize it and establish its easy axis. Current I is passed through the film at 45° to the easy or anisotropic axis. A
magnetic field Ha applied at right angles to the magnetization vector M causes the magnetization vector to rotate
and the magnetoresistance to change.

r q r r q( ) = +0
2D m cos
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the film has virtually no magnetic susceptibility. The axis transverse to the easy axis (across the width)
has very little susceptibility as well.

A bias field Hb is used to saturate the magnetization along the easy axis and establish the magnetization
direction for zero external field. For a simplified analysis, the film can be modeled as a single domain.
The effect of an external field in the plane of the film and normal to the anisotropy axis is to rotate the
magnetization vector and, according to Equation 12.40, change the resistivity. Kwiatkowski and Tumanski
[19] stated that the change in resistance of the film can be approximated by Equation 12.41:

(12.41)

where ha is the normalized externally applied field (i.e., ha = Ha /Hk), Rs is the nominal resistance, and
Drm /r is the maximum resistivity change. Hk is the anisotropy field. Optimum linear performance is
obtained when q = p/4 and Equation 12.41 reduces to:

(12.42)

The anisotropy field is given by:

(12.43)

where Hk0 is the film anisotropy field, N is the demagnetizing factor (ª thickness(t)/width(w)) and Ms is
the saturation magnetization.

An AMR is constructed using long thin film segments of deposited permalloy. During deposition, a
magnetic field is applied along the length of the film to establish its easy axis of magnetization. The shape
of the film also favors the length as an easy axis. As shown in Figure 12.18, a series of these permalloy
films is connected together to form the magnetoresistor. The current is forced to flow at a 45° angle to
the easy axis by depositing thin strips of highly conductive material (e.g., gold) across the permalloy film.
The level of magnetization of the film is controlled by a bias field that is created through the deposition

FIGURE 12.18  Magnetoresistor construction. (a) A typical AMR element consists of multiple strips of permalloy
connected together in a serpentine pattern. Current shunts force the current to flow through the permalloy at 45°
to the easy axis. (b) A close-up view.
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of a thin layer of cobalt over the resistors, which is then magnetized parallel to the easy axis of the
permalloy.

A typical AMR sensor suitable for a gaussmeter or magnetometer consists of four AMRs connected
in a Wheatstone bridge as shown in Figure 12.19. The transfer function polarity of the A and D resistors
is made to be opposite that of the B and C resistors by rotating the current shunt 90°. This complementary
arrangement enhances the output voltage signal for a given field by a factor of four over a single resistor.
Kwiatkowski and Tumanski [19] showed that the transfer function for the bridge configuration is
described by:

(12.44)

Where:

(12.45)

(12.46)

For best linearity, Ha < 0.1 Hk. The linearity of the bridge can be controlled during fabrication by adjusting
the l/w ratio and Hk0. The bias field can also be used to optimize linearity and establish the measurement

comprehensive discussion of AMR theory can be found in [21–23].

Signal Conditioning

Conventional Wheatstone bridge signal conditioning circuits can be used to process the AMR bridge.
The bridge sensitivity and zero offset are proportional to the bridge voltage, so it is important to use a
well-regulated supply with low noise and good temperature stability.

As Equation 12.44 shows, the polarity of the transfer function is determined by the polarity of
(Hk + Hb). If the sensor is exposed to an external field that is strong enough to reverse this field, then
the transfer function polarity will reverse. To overcome this ambiguity, the polarity should be established

FIGURE 12.19  AMR bridge sensor. In an AMR bridge, the current shunts of resistors A and D are the same and
reversed from B and C. Thus, the resistors on diagonal legs of the bridge have the same response to an applied field
and opposite that of the other diagonal pair. Bridge leg resistance varies from 1 kW to 100 kW.
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field range. Some transfer functions for a typical AMR bridge [20] are shown in Figure 12.20. A more
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prior to making a measurement. This can be accomplished by momentarily applying a strong magnetic
field along the easy axis of the AMR bridge. Some commercial AMR bridges come with a built-in method
for performing this action.

flipping property to eliminate zero offset errors and low frequency 1/f noise. A square wave oscillator is
used to alternately change the direction of the bias field and thus the polarity of the transfer function.
The duration of the current used to set the bias field direction should be short in order to minimize
power consumption. The amplitude of the ac signal from the bridge is proportional to the field magnitude,
and its phase relative to the oscillator gives the field direction. This signal can be amplified and then
phase-detected to extract the field-related voltage. Optionally, the output signal can be fed back through
a coil that produces a magnetic field opposing the field being measured. This feedback arrangement
makes the AMR bridge a null detector and minimizes the influence of changes in its transfer function
on overall performance. Of course, the added circuitry increases the size, cost, and complexity of the
instrument.

12.4 Scalar Magnetometers

Scalar magnetometers measure the magnitude of the magnetic field vector by exploiting the atomic and
nuclear properties of matter. The two most widely used scalar magnetometers are the proton precession
and the optically pumped magnetometer. When operated under the right conditions, these instruments
have extremely high resolution and accuracy and are relatively insensitive to orientation. They both have
several common operating limitations. The instruments require the magnetic field to be uniform through-
out the sensing element volume. They have a limited magnetic field magnitude measurement range:
typically 20 mT to 100 mT. And they have limitations with respect to the orientation of the magnetic field
vector relative to the sensor element.

The proton precession magnetometer uses a strong magnetic field to polarize the protons in a hydro-
carbon and then detects the precession frequency of the protons while they decay to the nonpolarized
state after the polarizing field is turned off. The precession frequency is proportional to the magnitude
of any ambient magnetic field that is present after the polarizing field is removed. This sampling of the
magnetic field strength through the polarize-listen sequence makes the proton precession magnetometer
response very slow. Maximum rates of only a few samples per second are typical. Because of its dependence
on atomic constants, the proton precession magnetometer is the primary standard for calibrating systems
used to generate magnetic fields and calibrate magnetometers.

FIGURE 12.20  Typical AMR bridge sensor transfer functions. The sensitivity of an AMR bridge can be adjusted by
changing its bias field. Increases in sensitivity are accompanied by corresponding decreases in range.
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The optically pumped magnetometer is based on the Zeeman effect. Zeeman discovered that applying
a field to atoms, which are emitting or absorbing light, will cause the spectral lines of the atoms to split
into a set of new spectral lines that are much closer together than the normal lines. The energy-related
frequency interval between these hyperfine lines is proportional to the magnitude of the applied field.
These energy levels represent the only possible energy states that an atom can possess. The optically
pumped magnetometer exploits this characteristic by optically stimulating atoms to produce an over-
populated energy state in one of the hyperfine spectral lines and then causing the energy state to
depopulate using an RF magnetic field. The RF frequency required to depopulate the energy state is equal
to the spectral difference of the hyperfine lines produced by a magnetic field and, therefore, is proportional
to the magnetic field strength. The optically pumped magnetometer can be used to sample the magnetic
field at a much higher rate than the proton precession magnetometer and generally can achieve a higher
resolution. The sample rate and instrument resolution are interdependent.

The Proton Precession Magnetometer

The proton precession magnetometer works on the principle that a spinning nucleus, which has both
angular momentum

Æ
L and a magnetic moment

Æ
mp, will precess about a magnetic field like a gyroscope,

r is proportional to the applied field. When the
magnetic field

Æ

Ha  is applied to the nucleus, it will produce a torque:

FIGURE 12.21  Example AMR gaussmeter. The magnetization direction can be alternately flipped to eliminate zero
offset. The resulting ac signal can then be amplified and synchronously phase-detected to recover the field-related
signal. Optionally, the range and stability of the AMR gaussmeter can be increased by connecting the output voltage
through a resistor to a feedback coil that produces a field that nulls the applied field.
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(12.47)

on the nucleus. Because the nucleus has angular momentum, this torque will cause the nucleus to precess
about the direction of the field. At equilibrium, the relationship between the torque, precession rate, and
angular momentum is:

(12.48)

Solving for the magnitude of the (Larmor) precession frequency, one finds that:

(12.49)

where g is called the gyromagnetic ratio and equals (2.6751526 ± 0.0000008) ¥ 10–8
 T–1

 s–1.

hydrocarbon rich in free hydrogen nuclei. A solenoid wrapped around the container is used to both
polarize the nuclei and detect the precession caused by the ambient field. Before the polarizing field is
applied, the magnetic moments of the nuclei are randomly oriented, and the net magnetization is zero.
Application of the polarizing field (typically 3 mT to 10 mT) causes the nuclei to precess about the field.
The precession axis can be parallel or antiparallel (nuclear magnetic moment pointing in the direction
of the field) to the applied field. From a quantum mechanical standpoint, the antiparallel state is a lower
energy level than the parallel state. In the absence of thermal agitation, which causes collisions between
atoms, the fluid would remain unmagnetized. When a collision occurs, the parallel precession-axis nuclei
lose energy and switch to the antiparallel state. After a short time, there are more nuclei with magnetic
moments pointing in the direction of the field than away from it, and the fluid reaches an equilibrium
magnetization M0. The equation that relates magnetization buildup to time is:

(12.50)

where te is the spin-lattice relaxation time.
The equilibrium magnetization is based on thermodynamic considerations. From Boltzmann statistics

for a system with spins of 1/2:

(12.51)

FIGURE 12.22  Nuclear precession. A spinning proton with angular momentum L and magnetic moment mr, when
subjected to a magnetic field Ha, will precess about the field at an angular rate wr equal to mrHa /L.
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Figure 12.23 is a block diagram of a proton precession magnetometer. The sensor is a container of
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where np is the number of precession spin axes parallel to Ha, na is the number of precession spin axes
antiparallel to Ha, k is Boltzmann’s constant, and T is temperature (kelvin). If n is the number of magnetic
moments per unit volume, then:

(12.52)

and

(12.53)

Once the fluid has reached equilibrium magnetization, the field is removed and the nuclei are allowed
to precess about the local ambient field until they become randomized again. This process of
excitation–relaxation can take as long as several seconds.

The hydrocarbon spin-lattice relaxation time can be adjusted by mixing paramagnetic salts, such as
ferrous nitrate, into the solution. The trade-off in reduced relaxation time is increased signal-to-noise
and resolution. Benzene is a good general-purpose hydrocarbon that can be used in a proton precession
magnetometer.

Signal Conditioning

The block diagram shown in Figure 12.23 is an example of the signal conditioning required for a proton
precession magnetometer. The coil surrounding the bottle containing the hydrocarbon serves two purposes.

FIGURE 12.23  Typical proton precession magnetometer. A polarizing field is applied to the hydrocarbon when S1
is closed. The amplifier input is shorted to prevent switching transients from overdriving it. After a few seconds, S1
is opened and the coil is connected to the signal processor to measure the Larmor frequency.
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At the beginning of a measurement, the current source is connected to the coil to generate the magnetic
field that polarizes the fluid. This field is on the order of 10 mT. After a few seconds, the current source
is disconnected and the coil, which now has a decaying nuclear precession signal at its output, is connected
to the input of the amplifier. The signal is amplified, filtered, and then the period of the Larmor frequency
is measured, averaged, scaled, and presented to the user in magnetic field units on a digital display.

The scale factor of the proton precession magnetometer is based on the gyromagnetic ratio, which is
0.042579 Hz nT–1. High resolution, up to 0.01 nT, is achieved by measuring the period of the signal
rather than the frequency. The signal frequency can be divided down and used to gate a high-frequency
oscillator that is driving a counter.

The sampling of the field is controlled manually in many commercially available proton precession
magnetometers. Some magnetometers have an internally controlled sample rate. The sample rate and
resolution are inversely related to one another. A higher sample rate produces a poorer resolution.

The Optically Pumped Magnetometer

As explained earlier, the optically pumped magnetometer is based on the Zeeman effect. This effect is
most pronounced in alkaline vapors (rubidium, lithium, cesium, sodium, and potassium). Figure 12.24
is the hyperfine spectral structure for the valence electrons of rubidium (Rb) 85, which is commonly
used in these types of magnetometers. The energy-related frequency interval between these hyperfine
lines is proportional to the applied field. The magnetic quantum number m is related to the angular
momentum number and specifies the possible component magnitude of the magnetic moment along
the applied field. The optically pumped magnetometer takes advantage of this characteristic.

FIGURE 12.24  Rb-85 energy diagram. When a magnetic field is applied, the energy levels split into Zeeman sublevels
that diverge as the field increases. Quantum mechanical factors determine the number of sublevels at each primary
energy level.
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Transitions occur between levels of different m values and obey the rule that the change in m can only
have the values 0, 1, and –1. Table 12.5 lists the relationship between the polarization of the light
stimulating the transition and the allowable change in m.

When not optically excited, the energy states of the valence electrons will be distributed according to
Boltzmann statistics and will be in a state of equilibrium. If the electrons are excited with circularly
polarized light at the D1 frequency (794.8 nm wavelength), they will absorb photons and transition from
the 2S1/2 state to the 2P1/2 state according to the transition rules. The excited electrons will then fall back
in a random fashion to the lower states, being distributed with an equal probability among all the m states.

But the rules state that the change in m can only be 1 or –1 for polarized light. If one uses right
circularly polarized light, then the change in m can only be 1, and the electrons in the m = 3 level of the
2S1/2 state cannot transition since there is no m = 4 level at the 2P1/2 state. Therefore, these electrons remain
in the m = 3 state. All other electrons transition to the higher state and then fall back to the lower state
with equal probability of arriving at any of the m levels, including m = 3. Thus, the m = 3 level fills up,
and the other levels empty until all the electrons are in the m = 3 level, and no more transitions to the
higher state can take place. Pumping stops.

When pumping begins, the vapor is opaque. As time goes on, less electrons are available for absorbing
photons, and the vapor becomes more transparent until, finally, pumping action stops and the vapor is
completely transparent.

If a small RF magnetic field at the Larmor frequency is applied at right angles to the magnetic field
being measured, the electrons in the m = 3 state will be depumped to the other m levels, making them
available for further pumping. The optically pumped magnetometer exploits this situation in a positive
feedback arrangement to produce an oscillator at the Larmor frequency.

The scale factors for optically pumped magnetometers are significantly higher than for the proton
precession magnetometer. Table 12.6 lists these scale factors for a number of alkali vapors.

As a result, the sample rate and resolution can be much higher. A resolution of 0.005 nT is possible.
Sampling rates can be as high as 15 samples per second.

Signal Conditioning

Descriptions of several optically pumped magnetometers and their operating principles can be found in
[24–26]. There are a number of different signal conditioning arrangements that can be used to derive a

TABLE 12.5 The Allowable Change in m 
When Jumping from One Energy Level 
to Another Depends on the Polarization 
of the Light Causing the Transition

Polarization m

Left circular –1
Parallel 0
Right circular 1

TABLE 12.6 The Change in 
Frequency for a Change in Field Is 
Much Higher in Optically Pumped 
Magnetometers Than in Proton 
Precession Magnetometers

Alkali
Scale factor
(Hz nT–1)

Rb-85 4.66737
Rb-87 ~7
Cesium 3.4986
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useful readout of the measured fields. Two of the more common methods are described in [26] and are
shown in Figure 12.25.

In the servoed type shown in Figure 12.25(a), the magnetic field being measured and the RF field are
coaxial. The frequency of the RF oscillator is modulated with a fixed low-frequency oscillator. This causes
the RF frequency to sweep through the Larmor frequency. If the sweeped RF oscillator is not centered
about the Larmor frequency, the photocell output signal will contain a fundamental component of the
RF modulation frequency. The phase of the signal relative to the modulator oscillator determines whether
the central RF frequency is above or below the Larmor frequency. The photocell output is phase-detected
to produce an error voltage that is used to drive the RF frequency toward the Larmor frequency. The RF

FIGURE 12.25  Two examples of optically pumped scalar magnetometers. The servoed magnetometer: (a) slightly
modulates the RF field at a low frequency, causing the vapor transmissivity to modulate. A phase detector provides
an error signal that is used to lock the RF oscillator to the Larmor frequency. (b) A self-oscillating magnetometer: the
transmissivity of the vapor, at right angles to the applied field, is made to oscillate at the Larmor frequency by phase-
shifting the detected light modulation and feeding it back to the RF field generator. (Adapted from Hartmann, 1972.)

1733 FrameBook  Page 29  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



12-30 Electrical Measurement, Signal Processing, and Displays

frequency can be measured to determine the magnetic field. If a linear voltage controlled oscillator is
used as the RF oscillator, its control voltage can also be used as an output since it is a measure of the
Larmor frequency.

that is at right angles to the field being measured. The intensity of this cross-beam will be modulated at
the Larmor frequency. The photocell signal will be shifted by 90° relative to the RF field. By amplifying
the photocell signal, shifting it 90° and feeding it back to drive the RF field coil, an oscillator is created
at the Larmor frequency. In practice, only one light source is used, and the field being measured is set
at an angle of 45°.

Defining Terms

Anisotropic: The material property depends on direction.
Gaussmeter: An instrument used to measure magnetic fields greater than 1 mT.
Induced magnetization: The object’s magnetization is induced by an external magnetic field and disap-

pears when the inducing field is removed.
Initial permeability: The slope at the origin of the magnetization curve.
Isotropic: The material property is the same in all directions.
Magnetic dipole moment: A vector quantity that describes the strength and direction of a magnetic field

source, such as a small current loop or spinning atomic nucleus.
Magnetically “hard” material: The material has a significant residual (permanent) magnetization after

an external magnetic field is removed.
Magnetically “soft” material: The material’s magnetization is induced by an external magnetic field and

the material has no significant residual (permanent) magnetization after the field is removed.
Magnetization curve: A plot of flux density B vs. magnetic field H for an initially unmagnetized ferro-

magnetic material.
Magnetization: A vector quantity describing the average density and direction of magnetic dipole

moments.
Magnetometer: An instrument used to measure magnetic fields with magnitudes up to 1 mT.
Magnetoresistance: The change in the electrical resistivity of a material in response to an applied magnetic

field.
Maximum permeability: The maximum slope of the line drawn from the origin of the magnetization

curve to a point on the magnetization curve.
Permanent magnetization: The source of an object’s magnetization is internal and does not depend on

the presence of an external field.
Permeability: A function that describes the relationship between an applied magnetic field and the

resulting flux density.
Relative permeability: The permeability of a material normalized (divided) by the permeability of a

vacuum.
Scalar magnetometer: A magnetometer that measures the magnitude of a magnetic field vector.
Vector magnetometer: A magnetometer that measures one or more of the individual components of a

magnetic field vector.
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Magnetic fields are typically conceptualized with so-called “flux lines” or “lines of force.” When such flux
lines encounter any sort of matter, an interaction takes place in which the number of flux lines is either
increased or decreased. The original magnetic field therefore becomes amplified or diminished in the
body of matter as a result of the interaction. This is true whether the matter is a typical “magnetic”
material, such as iron or nickel, or a so-called “nonmagnetic” material, such as copper or air.

The 

 

magnetic permeability 

 

of a substance is a numerical description of the extent to which that
substance interacts with an applied magnetic field. In other words, permeability refers to the degree to
which a substance can be magnetized.

Different substances possess varying degrees of magnetization. The aforementioned examples of
strongly magnetic materials have the ability to strengthen an applied magnetic field by a factor of several
thousand. Such highly magnetizable materials are called 

 

ferromagnetic.

 

 Certain other substances, such
as Al, only marginally increase an applied magnetic field. Such weakly magnetizable materials are called

 

paramagnetic.

 

 Still other substances, such as Cu and the rare gases, slightly weaken an applied magnetic
field. Such “negatively magnetizable” substances are called 

 

diamagnetic.

 

In common parlance, diamagnetic and paramagnetic substances are often called 

 

nonmagnetic.

 

 How-
ever, as detailed below, all substances are magnetic to some extent. Only empty space is truly nonmagnetic.

The term 

 

hysteresis 

 

has been used to describe many instances where an effect lags behind the cause.
However, Ewing was apparently the first to use the term in science [1] when he applied it to the particular
magnetic phenomenon displayed by ferromagnetic materials. Magnetic hysteresis occurs during the
cyclical magnetization of a ferromagnet. The magnetization path created while increasing an externally
applied field is not retraced on subsequent decrease (and even reversal) of the field. Some magnetization,
known as 

 

remanence,

 

 remains in the ferromagnet after the external field has been removed. This rema-
nence, if appreciable, allows for the permanent magnetization observed in common bar magnets.
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13.1 Definition of Permeability

 

Let an externally applied field be described by the vector quantity 

 

H.

 

 This field may be produced by a
solenoid or an electromagnet. Regardless of its source, 

 

H 

 

has units of ampere turns per meter (A m

 

–1

 

).
On passing through a body of interest, 

 

H 

 

magnetizes the body to a degree, 

 

M,

 

 formally defined as the
magnetic moment per unit volume. The units of 

 

M 

 

are usually webers per square meter. A secondary
coil (and associated electronics) is typically used to measure the combined effects of the applied field
and the body’s magnetization. This sum total flux-per-unit-area (flux density) is known as the induction,

 

B,

 

 which typically has units of Wb/m

 

2

 

, commonly referred to as a Tesla (T). Because 

 

H,

 

 

 

M,

 

 and 

 

B 

 

are
usually parallel to one another, the vector notation can be dropped, so that:

(13.1)

where 

 

m

 

0

 

 is the permeability of free space (4

 

p

 

 

 

¥

 

 10

 

–7

 

 Wb/A

 

–1

 

 m

 

–1

 

).
The absolute permeability, 

 

m,

 

 of a magnetized body is defined as the induction achieved for a given
strength of applied field, or:

(13.2)

Often, the absolute permeability is normalized by 

 

m

 

0

 

 to result in the relative permeability, 

 

m

 

r

 

 (=

 

m

 

/

 

m

 

0

 

).
This relative permeability is numerically equal and physically equivalent to the cgs version of permeability.
This, unfortunately, is still in common usage, and often expressed in units of gauss per oersted (G Oe

 

–1

 

),
although the cgs permeability is actually dimensionless. Conversion factors between the mks and cgs
systems are listed in Table 13.1 for the important quantities encountered.

 

13.2 Types of Material Magnetization

 

All substances fall into one of three magnetic groups: diamagnetic, paramagnetic, or ferromagnetic. Two
important subclasses, antiferromagnetic and ferrimagnetic, will not be included here. The interested

 

Diamagnetism

 

Diamagnetic and paramagnetic (see next section) substances are usually characterized by their magnetic
susceptibility rather than permeability. Susceptibility is derived by combining Equations 13.1 and 13.2,
viz.

(13.3)

where 

 

k

 

 is the susceptibility with units of Wb A

 

–1

 

 m

 

–1

 

. This so-called 

 

volume susceptibility 

 

is often
converted to a mass susceptibility (

 

c)

 

 or a molar susceptibility (

 

c

 

M

 

). Values for the latter are readily

 

TABLE 13.1

 

Conversion Factors Between the mks and cgs 

 

Systems for Important Quantities in Magnetism

 

Quantity mks cgs

 

H,

 

 applied field A/m = 4

 

p

 

  

 

¥

 

  10

 

–3

 

 Oe

 

B,

 

 flux density Wb/m

 

2

 

 = 10

 

4

 

 G

 

M,

 

 magnetization Wb/m

 

2

 

= 10

 

4

 

/4

 

p

 

 emu/cm

 

3

 

k,

 

 susceptibility Wb/(A·m) = 16

 

p

 

2

 

 

 

¥

 

 10

 

–7

 

 emu/Oe·cm

 

3

B H M= +m0

m = B

H

m
m

k
mr

M

H
= + = +1 1

0 0
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available for many pure substances and compounds [2]. Susceptibility is also often called “intrinsic
permeability” [3].

In any atom, the orbiting and spinning electrons behave like tiny current loops. As with any charge
in motion, a magnetic moment is associated with each electron. The strength of the moment is typically
expressed in units of Bohr magnetons.

Diamagnetism represents the special case in which the moments contributed by all electrons cancel.
The atom as a whole possesses a net zero magnetic moment. An applied field, however, can induce a
moment in the diamagnetic material, and the induced moment opposes the applied field. The magne-
tization, 

 

M,

 

 in Equation 13.3 is therefore antiparallel to the applied field, 

 

H,

 

 and the susceptibility, 

 

k,

 

 is
negative. For diamagnetic materials, 

 

m

 

 < 1. Figure 13.1 shows a schematic 

 

M 

 

vs. 

 

H 

 

curve for graphite
with 

 

k

 

 = –1.78 

 

¥

 

 10

 

–11

 

 Wb A

 

–1

 

 m

 

–1

 

. Note that 

 

k

 

 is a constant up to very high applied field values.

 

Paramagnetism

 

In a paramagnetic substance, the individual electronic moments do not cancel and the atom possesses
a net nonzero moment. In an applied field, the weak diamagnetic response is dominated by the atom’s
tendency to align its moment parallel with the applied field’s direction. Paramagnetic materials have
relatively small positive values for 

 

k,

 

 and 

 

m

 

 > 1.
Thermal energy retards a paramagnet’s ability to align with an applied field. Over a considerable range

of applied field and temperature, the paramagnetic susceptibility is constant. However, with very high
applied fields and low temperatures, a paramagnetic material can be made to approach saturation — the

alum, a paramagnetic salt. Even at a temperature as low as 1.30 K, an applied field in excess of about
3.8 

 

¥

 

 10

 

6

 

 A m

 

–1

 

 is necessary to approach saturation. [Note in Figure 13.2, that 1 Bohr magneton = 9.27 

 

¥

 

10

 

–24

 

 J T

 

–1

 

.]

 

Ferromagnetism

 

Ferromagnetic substances are actually a subclass of paramagnetic substances. In both cases, the individual
electronic moments do not cancel, and the atom has a net nonzero magnetic moment that tends to align
itself parallel to an applied field. However, a ferromagnet is much less affected by the randomizing action

 

FIGURE 13.1  

 

For diamagnetic substances, magnetization 

 

M 

 

is small and opposite the applied field 

 

H 

 

as in this
schematic example for graphite (

 

k

 

 = –1.78 

 

¥

 

 10

 

–11

 

 Wb A

 

–1

 

 m

 

–1

 

).
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of thermal energy compared to a paramagnet. This is because the individual atomic moments of a
ferromagnet are coupled in rigid parallelism, even in the absence of an applied field.

With no applied field, a demagnetized ferromagnet is comprised of several magnetic domains. Within
each domain, the individual atomic moments are parallel to one another, or coupled, and the domain
has a net nonzero magnetization. However, the direction of this magnetization is generally opposed by
a neighboring domain. The vector sum of all magnetizations among the domains is zero. This condition
is called the 

 

state of spontaneous magnetization.

 

With an increasing applied field, domains with favorable magnetization directions, relative to the
applied field direction, grow at the expense of the less favorably oriented domains. This process is

are explained by Heisenberg’s quantum mechanical model [4]. Above a critical temperature known as
the Curie point, the exchange forces disappear and the formerly ferromagnetic material behaves exactly
like a paramagnet.

During magnetization, ferromagnets show very different characteristics from diamagnets and para-

      

linear with 

 

H 

 

except in the very low- and very high-field regions. Because of this, the permeability 

 

m

 

 for
a ferromagnet must always be specified at a certain applied field, 

 

H,

 

 or, more commonly, a certain achieved
induction, 

 

B.

 

 Note that 

 

m

 

 is the slope of the line connecting a point of interest on the 

 

B

 

–

 

H 

 

curve to the
origin. It is not the slope of the curve itself, although this value, d

 

B

 

/d

 

H

 

, is called the 

 

differential
permeability 

 

[3].
Another ferromagnetic characteristic evident in Figure 13.4 is 

 

saturation

 

. Once the applied field has
exceeded a certain (and relatively low) value, the slope of the magnetization curve assumes a constant
value of unity. At this point, 

 

M 

 

in Equation 13.1 has reached a maximum value, and the ferromagnet is
said to be saturated. For all practical purposes, all magnetic moments in the ferromagnet are aligned
with the applied field at saturation. This maximum magnetization is often called the saturation induction,

 

B

 

s 

 

[5]. Note that 

 

B

 

s

 

 is an intrinsic property — it does not include the applied field in its value.

 

FIGURE 13.2  

 

For paramagnetic substances, the susceptibility is constant over a wide range of applied field and
temperature. However, at very high 

 

H 

 

and low 

 

T,

 

 saturation can be approached, as in this example for potassium
chromium alum. (After W. E. Henry, 

 

Phys. Rev., 

 

88, 559-562, 1952.)
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magnets. Figure 13.4 is a so-called B–H curve for a typical soft ferromagnet. Note that B is no longer
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13.3 Definition of Hysteresis

 

If H is decreased from HM in Figure 13.4, B does not follow the original magnetization path in reverse.
Even if H is repeatedly cycled from HM to –HM, B will follow a path on increasing H that is different
from decreasing H. The cyclical B–H relationship for a typical soft ferromagnet is displayed by the

independent measurements. The two differ in the value of maximum applied field: HM¢   for the minor
loop was below saturation while HM2 for the major loop was near saturation. Both loops are symmetrical
about the origin as a point of inversion since in each case HM = �–HM �.

Notice for the minor loop that when the applied field is reduced from HM¢ to 0, the induction does
not also decrease to zero. Instead, the induction assumes the value Br, known as the residual induction.

FIGURE 13.3  With no applied field (a) a ferromagnet assumes spontaneous magnetization. With an applied field
(b) domains favorably oriented with H grow at the expense of other domains.

FIGURE 13.4  Magnetization (B–H) curve for a typical soft ferromagnet. Permeability at point (H¢, B¢ ) is the slope
of the dashed line.
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If the peak applied field exceeds the point of saturation, as for the major loop in Figure 13.5, Br assumes
a maximum value known as the retentivity, Brs.

Note that Br and Brs are short-lived quantities observable only during cyclical magnetization conditions.
When the applied field is removed, Br rapidly decays to a value Bd, known as the remanent induction. Bd

is a measure of the permanent magnetization of the ferromagnet. If the maximum applied field was in
excess of saturation, Brs rapidly decays to a maximum value of permanent magnetization, or remanence,
Bdm.

The minor loop in Figure 13.5 shows that in order to reduce the induction B to zero, a reverse applied
field, Hc, is needed. This is known as the coercive force. If the maximum applied field was in excess of
saturation, the coercive force assumes a maximum value, Hcs, known as the coercivity. Note that Hc and
Hcs are usually expressed as positive quantities, although they are negative fields relative to HM¢ and HM2.

The hysteresis loops in Figure 13.5 are known as dc loops. Typical sweep times for such loops range
from 10 s to 120 s. At faster sweep times, the coercivity will show a frequency dependence, as shown

metallurgical condition of the ferromagnet [6].

13.4 Core Loss

During ac magnetization, some of the input energy is converted to heat in ferromagnetic materials. This
heat energy is called core loss and is classically comprised of three parts. The first, hysteresis loss, Ph, is
proportional to the ac frequency, f, and the area of the (slow-sweep) dc hysteresis loop:

FIGURE 13.5  Major and minor dc hysteresis loops for a typical soft ferromagnet. Labeled points of interest are
described in the text.
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experimentally in Figure 13.6. For soft magnetic materials, this dependence can be influenced by the
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(13.4)

The second part is the loss due to eddy current formation, Pe. In magnetic testing of flat-rolled strips
(e.g., the Epstein test; see next section), this core loss component is classically expressed as

(13.5)

where B = Peak induction
t = Strip thickness
d = Material density
r = Material resistivity

The sum total Ph + Pe almost never equals the observed total core loss, Pt. The discrepancy chiefly
originates from the assumptions made in the derivation of Equation 13.5. To account for the additional
observed loss, an anomalous loss term, Pa, has often been included, so that

(13.6)

13.5 Measurement Methods

Reference [3] is a good source for the various accepted test methods for permeability and hysteresis in
diamagnetic, paramagnetic, and ferromagnetic materials. Unfortunately, only a few of the instruments

The instruments in Table 13.2 include hysteresigraphs (LDJ models 3500, 5600, and 5500) and vibrat-
ing sample magnetometers (LDJ and Lakeshore Cryotronics VSM models). Also included are two Donart
models of Epstein testers. The Epstein test is commonly used to characterize flat-rolled soft ferromagnets

FIGURE 13.6  With increasing test frequency, coercivity for a soft ferromagnet also increases.

P kf BdHh = Ú

P
Bft

de = ( )p
r

2

6
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described there are available commercially. Examples of these are listed in Table 13.2.
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such as silicon electrical steels in sheet form. A recent alternative to the Epstein test is the single-sheet
test method. The Soken instrument in Table 13.2 is an example of such a tester. This method requires
much less sample volume than the Epstein test. It can also accommodate irregular sample geometries.
However, the Soken instrument is not yet accepted by the American Society for Testing and Materials
(ASTM) for reasons explained in the next section.

Note that all instruments in Table 13.2 can measure permeability (or susceptibility), but not all can
provide hysteresis loop measurements. Diamagnetic and paramagnetic materials generally require VSM
instruments unless one is prepared to construct their own specialty apparatus [3]. All instruments in
Table 13.2 can measure ferromagnetic materials, although only a few can accommodate hard (i.e., per-
manently magnetizable) ferromagnets.

software, high-frequency capabilities, etc.

13.6 Validity of Measurements

For a ferromagnet under sinusoidal ac magnetization, the induction will show a waveform distortion
(i.e., B is nonsinusoidal) once Hm 

determine H from its sinusoidal waveform and B from its distorted waveform.
The single exception is the Soken instrument. Here, feedback amplification is employed to deliberately

distort the H waveform in a way necessary to force a sinusoidal B waveform. In general, this will result
in a smaller measured value for permeability compared to the case where feedback amplification is not
used. Some suggest this to be the more precise method for permeability measurement, but the use of
feedback amplification has prevented instruments such as the Soken from achieving ASTM acceptance
to date.

Defining Terms

Permeability: The extent to which a material can be magnetized.
Hysteresis: A ferromagnetic phenomenon in which the magnetic induction B is out of phase with the

magnetic driving force H.

TABLE 13.2 Commercially Available Instruments for Measurement of Permeability and Hysteresis

Material Ferromagnetic Hysteresis Core Cost
Manufacturer Model Power Typea Type Loop? Loss? ($U.S.)

LDJ 3500/5600 Ac/dc F Soft & hard Y Y 30–90k
Troy, MI 5500 Dc F Soft & hard Y N 30–90k
(810) 528-2202 VSM Dc D, P, F Soft & hard Y N 50–110k
Lakeshore Cryotronics VSM Dc D, P, F Soft & hard Y N 45–120k
Westerville, OH Susceptometer Ac F Soft & hard N N 50–110k
(614) 891-2243 Magnetometer Dc F Soft & hard N N 50–110k
Donart Electronics 3401 Dc F Soft Y N 20k+
Pittsburgh, PA MS-2 Ac F Soft N Y 20k+
(412) 796-5941
Soken/Magnetech DAC-BHW-2 Ac F Soft Y Y 38k+
Racine, WI
(501) 922-6899

a D — diamagnetic, P — paramagnetic, F — ferromagnetic.
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discussed such waveform distortion in detail. With one exception, all ac instruments in Table 13.2

The price ranges in Table 13.2 account for such options as temperature controls, specialized test

exceeds the knee of the B–H curve in Figure 13.4. Brailsford [7] has
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Inductance 

 

is an electrical parameter that characterizes electric circuit elements (two- or four-terminal
networks) that become magnetic field sources when current flows through them. They are called induc-
tors, although inductance is not a unique property of them. Electric current 

 

i 

 

(A) and magnetic flux 

 

F

 

(Wb) are interdependent; that is, they are coupled. Inductance is a measurable parameter; therefore, it
has a physical dimension, a measurement unit (the henry), as well as reference standards. Inductance is
a property of all electrical conductors. It is found as 

 

self-inductance L 

 

of a single conductor and as 

 

mutual
inductance M 

 

in the case of two or more conductors. Inductors can vary in construction, but windings
in the form of coils are the most frequent. In this case, they have characteristic geometrical dimensions:
surface 

 

A,

 

 length 

 

l, 

 

and 

 

N 

 

number of turns of windings. The path of magnetic flux can be specially shaped

Figures 14.1a and b

 

 

 

present windings with self-inductance made as a coreless coil (a), and wound on
a ferromagnetic core that is the concentrator of the magnetic field (b). A transformer loaded by impedance

 

Z

 

L

 

 and an electromagnet loaded by impedance of eddy currents in the metal board, shown in
Figures 14.1c and d, will have not only self-inductance of windings, but also mutual inductance between
windings (c) or between winding and eddy currents (d). Self-inductances and mutual inductances can

  

circuit boards as in Figure 14.1f

 

.

 

 Couplings between currents and electromagnetic fields can be made
deliberately but can also be harmful, e.g., due to energy losses caused by eddy currents, or due to
electromagnetic disturbances induced in the tracks of printed circuit boards. Inductors made as windings
on ferromagnetic cores have numerous other applications.

The presence of a ferromagnetic core changes the shape of a magnetic field and increases inductance;
but in the case of closed cores, it also causes nonlinear relations between inductance and current as well
as current frequency. Closed magnetic cores then have a nonlinear and ambiguous magnetization char-
acteristic 

 

F

 

(

 

i

 

) because of magnetic saturation and hysteresis. Inductances of open magnetic cores with
an air gap are mainly dependent on the length of the magnetic path in the air. Real coils made of metal
(e.g., copper) wire also show resistance 

 

R.

 

 However, if resistance is measured at the coil terminals with
ac current, it depends not only on the cross section, length, and resistivity of the wire, but also on losses
of active power in the magnetic core. These losses depend on both the current value and frequency.
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be detected in busbars of electric power stations as shown in Figure 14.1e, and also on tracks on printed

by magnetic cores. Figure 14.1 shows examples of different inductive elements of electric circuits.
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Resistances of inductive elements can also depend on the skin effect. This phenomenon consists of the
flow of electric current through a layer of the conductor, near its outer surface, as the result of the effects
of the conductor’s own magnetic field generated by the current flowing inside the conductor. Notice that
the coils have also interturns and stray (to Earth) capacitances 

 

C.

 

 From its terminals, the inductive
elements can then be described by impedances (two-terminal networks) or transmittances (four-terminal
networks), values that are experimentally evaluated by current and voltage measurements, or by com-
paring them with reference impedances. The measured values and the equivalent circuit models of
inductive elements are used for evaluation of model parameters: self-inductances, mutual inductances,
resistances, and capacitances.

 

14.1 Definitions of Inductance

 

Self-inductance 

 

is defined as the relation between current 

 

i 

 

flowing through the coil and voltage 

 

v 

 

measured
at its terminals [1].

(14.1)

Using Equation 14.1, the unit of inductance, i.e., the henry, can be defined as follows:

One henry (1 H) is the inductance of a circuit in which an electromotive force of one volt (1 V) is
induced, when the current in the circuit changes uniformly by one ampere (1 A) per second (1 s).

The definition of the unit implies the use of uniform-ramp current excitation (the derivative is
constant); in practice, however, mainly sinusoidal current excitation is used in inductance measurement.

Mutual inductance 

 

M 

 

of windings coupled by magnetic flux 

 

F

 

 is a parameter that depends on the
coupling coefficient. The coupling coefficient is defined as 

 

perfect coupling 

 

in the case in which the total
flux of one winding links the second one; 

 

partial coupling 

 

is the case in which only a fraction of flux links
the second one; and 

 

zero coupling 

 

is the case in which no part of the flux of one winding links the second
one. Assuming that, as in Figure 14.1c

 

,

 

 the second 

 

N

 

s

 

 winding is not loaded (i.e., 

 

i

 

s

 

 = 0) and the flux 

 

F

 

is a part of the total flux produced by current 

 

i

 

p

 

, then voltage 

 

v

 

s

 

 is described by:

(14.2)

 

FIGURE 14.1  

 

Examples of different inductive elements: coreless coil (a), coil with ferromagnetic concentrating core
(b), transformer (c), electromagnet (d), element of electrical power station bus-bars (e), and printed circuit board
with conductive tracks (f).
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where ±

 

k 

 

is the coupling coefficient of the primary (p) and secondary (s) windings. Its sign depends on
the direction of the windings. Because of the similarity between Equations 14.1 and 14.2, mutual inductance
is defined similarly to self-inductance. The definitions of self-inductance and mutual inductance described
above are correct when 

 

L 

 

and 

 

M 

 

can be assumed constant, i.e., not depending on current, frequency, or time.

 

14.2 Equivalent Circuits and Inductive Element Models

 

Equivalent circuits of inductive elements and their mathematical models are built on the basis of analysis
of energy processes in the elements. They are as follows: energy storage in the parts of the circuits
represented by lumped inductances (

 

L

 

) and capacitances (

 

C

 

), and dissipation of energy in the parts of
the circuits represented by lumped resistances (

 

R

 

). Essentially, the above-mentioned energy processes are
never lumped, so the equivalent circuits and mathematical models of inductive elements only approximate
reality. Choosing an equivalent circuit (model), one can influence the quality of the approximation. In
Figure 14.2, the basic models of typical coreless inductive elements of electric circuits are presented, using
the type of inductance (self-inductance 

 

L,

 

 mutual inductance 

 

M

 

) and frequency band (low LF, high HF)
as criteria. Models of inductive elements with ferromagnetic cores and problems concerning model
parameter evaluation are beyond the scope of this chapter. The equivalent circuits of coreless inductive
elements at low frequencies contain only inductances and series resistances. At high frequencies, parallel
and coupling equivalent capacitances are included. Calculations of 

 

LCR 

 

values of complicated equivalent
circuits (with many 

 

LCR 

 

elements) are very tedious, so often for that purpose a special dedicated processor
with appropriate software is provided in the measuring device.

In metrology, complex notation [1] is frequently used to describe linear models of inductive elements.
In complex notation, the impedances and transmittances are as follows:

(14.3)

(14.4)

 

FIGURE 14.2  

 

Basic equivalent circuits of inductive elements with self-inductance 

 

L,

 

 mutual inductance 

 

M 

 

for low
(LF) and high (HF) frequencies.
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The components of impedances and transmittances can be described as algebraic functions of the 

 

LCR

 

elements determined for the equivalent circuit. In each case, the forms of the functions depend on the
assumed equivalent circuit. By measuring the real and imaginary components or modules and phase
angles of impedances or transmittances and comparing them to corresponding quantities determined
for the equivalent circuit, and then solving the obtained algebraic equations, the 

 

LCR 

 

values of the
equivalent circuit can be determined.

  

(14.5)

(14.6)

For the HF equivalent circuits shown in Figure 14.2, the models are more complex. More particularly,
models of circuits with mutual inductance can represent:

• Ideal transformers, with only their self-inductances and mutual inductances of the coils

• Perfect transformers, without losses in the core

• Real transformers, having a specific inductance, resistance, and capacity of the coils, and also a
certain level of losses in the core

The quality factor 

 

Q 

 

and dissipation factor 

 

D 

 

are defined for the equivalent circuits of inductive
elements. In the case of a circuit with inductance and resistance only, they can be defined as follows:

(14.7)

where parameter 

 

t

 

 is a time constant.
The presented models with lumped inductance are not always a sufficiently good approximation of

the real properties of electric circuits. This particularly applies to circuits made with geometrically large
wires (i.e., of a significant length, surface area, or volume). In such cases, the models applied use an
adequately distributed inductance (linearly, over the surface, or throughout the volume). Inductances
determined to be the coefficients of such models depend on the geometrical dimensions and, in the case
of surface conductivity or conduction by the surface or volume, by the frequencies of the currents flowing
in the conductor lines.

A complex formulation is used to represent and analyze circuits with lumped and linear inductances.
Sometimes the same thing can be done using simple linear differential equations or the corresponding
integral operators.

The analytical methodology for such circuits is described in [1]. In the case of nonlinear inductances,
the most frequently used method is the linearized equivalent circuit, also represented in a simplified form
using a complex formulation. Circuits with distributed inductance are represented by partial differential
equations.

 

14.3 Measurement Methods

 

Impedance (or transmittance) measurement methods for inductors are divided into three basic groups:

1. Current and voltage methods based on impedance/transmittance determination.
2. Bridge and differential methods based on comparison of the voltages and currents of the measured

and reference impedances until a state of balance is reached.
3. Resonance methods based on physical connection of the measured inductor and a capacitor to

create a resonant system.

Z R j L R j X R R L X= + = + Æ = =w wz z z z,

T j M R j X R M X= = + Æ = =w wT T T T0,

Q
D

L

R
= = =1 w tw
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An example for the LF equivalent circuit in Figure 14.2 can be obtained:
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Current–Voltage Methods

 

Current–voltage measurement methods are used for all types of inductors. A current–voltage method
using vector voltmeters is shown in Figure 14.3. It is based on evaluation of the modules and phase angles
of impedances (in the case of self-inductance) or transmittances (in the case of mutual inductance) using
Equations 14.8 and 14.9.

(14.8)

(14.9)

where

 

R

 

r

 

 = Sampling resistor used for measurement of current

 

v

 

1

 

 = Voltage proportional to the current

 

v

 

2

 

 = Voltage across the measured impedance

 

v

 

pr

 

 = Voltage proportional to primary current

 

v

 

s

 

 = Voltage of the secondary winding of the circuit with mutual inductance

A block diagram illustrating the principle of the vector voltmeter is shown in Figure 14.4a

 

.

 

 The system
consists of the multiplier or gated synchronous phase-sensitive detector (PSD) [3, 4] of the measured

 

FIGURE 14.3  

 

Circuit diagram for impedance measurement by current and voltage method.

 

FIGURE 14.4  

 

Block diagram (a) and phasor diagram (b) illustrating the principle of operation of a vector voltmeter.
Block abbreviations: “Det” — phase-sensitive amplitude detector, “Int” — integrator, “Volt” — voltmeter, “Proc” —
processor, “Ph. mult” — controlled phase multiplexer.
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voltage 

 

v 

 

with the switching system of the phase of the reference voltage 

 

v

 

dn

 

, integrator, digital voltmeter,
and processor. The principle of vector voltmeter operation is based on determination of the magnitude

 

V

 

m

 

 and phase angle 

 

f

 

 of the measured voltage 

 

v 

 

in reference to voltage 

 

v

 

1

 

, which is proportional to the
current 

 

i.

 

 Assume that voltages 

 

v 

 

and 

 

v

 

dn

 

 are in the following forms:

(14.10)

(14.11)

Phase angle n 

 

p

 

/2 of voltage 

 

v

 

dn

 

 can take values from the set {0, 

 

p

 

/2, 

 

p

 

, 3/2 

 

p

 

} by choosing the number 

 

n

 

that gives the possibility of detecting the phase angle 

 

f

 

 in all four quadrants of the Cartesian coordinate

   

v

 

dn 

 

and bilinearly, and the integrator averages the multiplication result during time 

 

T

 

i 

 

.

(14.12)

Averaging time 

 

T

 

i 

 

= 

 

k T

 

, 

 

k 

 

= 1,2,3… is a multiple of the period 

 

T 

 

of the measured voltage. From
Equations 14.10 through 14.12, an example for 0 

 

£

 

 

 

f

 

 £ p/2 (e.g., n = 0 and n = 1), a pair of numbers is
obtained:

(14.13)

which are the values of the Cartesian coordinates of the measured voltage v. The module and phase angle
of voltage are calculated from:

(14.14)

Both coordinates of the measured voltage v can be calculated in a similar way in the remaining
quadrants of the Cartesian coordinate system. A vector voltmeter determines the measured voltage as
vector (phasor) by measurement of its magnitude and angle as shown in Figure 14.4.

The current and voltage method of impedance or transmittance measurement is based on measurement
of voltages v1 = iRr and v2 or vpr = iRr and vs, and the use of Equations 14.8 or 14.9. Calculation of the
voltage measurement results and control of number n is performed by a processor. References [11–13]
contain examples of PSD and vector voltmeter applications. Errors of module and phase angle measure-
ment of impedance when using vector voltmeters are described in [11] as being within the range of 1 to
10% and between 10–5

 rad and 10–3
 rad, respectively, for a frequency equal to 1.8 GHz. Publications [9]

and [10] contain descriptions of applications of comparative methods which have had an important
influence on the development of the methods.

Another method of comparative current/voltage type is a modernized version of the “three-voltmeter”
method [7]. A diagram of a measurement system illustrating the principle of the method is shown in

The method is based on the properties of an operational amplifier (OA), in which output voltage v2

is proportional to input voltage v1 and to the ratio of the reference resistance Rr to measured impedance Z.
The phasor difference v3 of voltages v1 and v2 can be obtained using the differential amplifier (DA). The
three voltages (as in Figure 14.5b) can be used for the module Zm and phase j calculation using relations:

v V t V t t= +( ) = +( )m msin sin cos cos sinw f w f w f

v V t n ndn md= +Ê
ËÁ

�
�̄ =sin ,     , , ,w p

2
0 1 2 3

V
T

vv dt

T

in
i

dn

i

= Ú1

0

V V V V V Vi m md i m m0 10 5 0= .  cos ,    .    sinf f

V
V

V V
V
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md

i 0 i1
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i 0
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system, as is shown in Figure 14.4b. A multiplying synchronous phase detector multiplies voltages v and

Figure 14.5a and b.
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(14.15)

(14.16)

where V1, V2, V3 are the results of rms voltage measurements in the circuit. The advantage of the method
lies in limiting the influence of stray capacitances as a result of attaching one of the terminals of the
measured impedance to a point of “virtual ground.” However, to obtain small measurement errors,
especially at high frequencies, amplifiers with very good dynamic properties must be used.

Joint errors of inductance measurement, obtained by current and voltage methods, depend on the
following factors: voltmeter errors, errors in calculating resistance Rr , system factors (residual and leakage
inductances, resistances, and capacitances), and the quality of approximation of the measured impedances
by the equivalent circuit.

Bridge Methods

There are a variety of bridge methods for measuring inductances. Bridge principles of operation and
their circuit diagrams are described in [2–5] and [7]. The most common ac bridges for inductance

The procedure referred to as bridge balancing is based on a proper selection of the reference values of
the bridge so as to reduce the differential voltage to zero (as referred to the output signal of the balance
indicator). It can be done manually or automatically.

The condition of the balanced bridge v0 = 0 leads to the following relation between the impedances
of the bridge branches; one of them (e.g., Zl) is the measured impedance:

(14.17)

Putting Equation 14.17 into complex form and using expressions for the impedances of each branch,
two algebraic equations are obtained by comparing the real and imaginary components. They are used
to determine the values of the equivalent circuit elements of the measured impedance. In the most simple
case, they are L and R elements connected in series. More complicated equivalent circuits need more

FIGURE 14.5  Block diagram (a) and phasor diagram (b) of the “three-voltmeter” method. Operational and differ-
ential amplifiers are represented by blocks “OA” and “DA.”
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measurements and the formulae for calculating measurement results are shown in Figure 14.6.
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equations to determine the equivalent circuit parameters. Additional equations can be obtained from
measurements made at different frequencies.

In self-balancing bridges, vector voltmeters preceded by an amplifier of the out-of-balance voltage v0

are used as “zero” detectors. The detector output is coupled with variable standard bridge components.
The Maxwell-Wien bridge shown in Figure 14.6a is one of the most popular ac bridges. Its range of

measurement values is large and the relative error of measurement is about 0.1% of the measured value.
It is used in the wide-frequency band 20 Hz to 1 MHz. The bridge is balanced by varying the R2 and R3

resistors or by varying R3 and capacitor C3. Some difficulties can be expected when balancing a bridge
with inductors with high time constants.

FIGURE 14.6  Bridge circuits used for inductance measurements: Maxwell-Wien bridge (a), Hay bridge (b), Carey-
Foster bridge (c), and ac bridge with Wagner branch (d). Block abbreviations: “Osc” — oscillator, “Amp” — amplifier,
“Det” — amplitude detector.
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with high time constants. The balance conditions of the bridge depend on the frequency value, so the
frequency should be kept constant during the measurements, and the bridge supply voltage should be
free from higher harmonic distortions. The dependence of bridge balance conditions on frequency also
limits the measurement ranges. The bridge is balanced by varying R3 and R4 resistors and by switching
capacitor C3.

Mutual inductance M of two windings with self-inductances Lp and Ls can be determined by Maxwell-
Wien or Hay bridges. For this, two inductance measurements have to be made for two possible combinations
of the series connection of both coupled windings: one of them for the corresponding directions of the
windings, and one for the opposite directions. Two values of inductances L1 and L2 are obtained as the
result of the measurements:

(14.18)

Mutual inductance is calculated from:

(14.19)

The Carey-Foster bridge described in Figure 14.6c is used for mutual inductance measurement. The
self-inductances of the primary and secondary windings can be determined by two consecutive measure-
ments. The expressions presented in Figure 14.6c yield the magnetic coupling coefficient k. The bridge
can be used in a wide frequency range. The bridge can be balanced by varying R1 and R4 resistances and
switching the remaining elements.

For correct measurements when using ac bridges, it is essential to minimize the influence of harmful
couplings among the bridge elements and connection wires, between each other and the environment.
Elimination of parallel (common) and series (normal) voltage distortions is necessary for high measure-
ment resolution. These couplings are produced by the capacitances, inductances, and parasitic resistances
of bridge elements to the environment and among themselves. Because of their appearance, they are
called stray couplings. Series voltage distortions are induced in the bridge circuit by varying common
electromagnetic fields. Parallel voltage distortions are caused by potential differences between the refer-
ence point of the supply voltage and the points of the out-of-balance voltage detector system.

Magnetic shields applied to connection wires and bridge-balancing elements are the basic means of
minimizing the influence of parasitic couplings and voltage distortions [8]. All the shields should be
connected as a “star” connection; that is, at one point, and connected to one reference (“ground”) point
of the system. For these reasons, amplifiers of out-of-balance voltage with symmetric inputs are frequently
used in ac bridges, as they reject parallel voltage distortions well.

When each of the four nodes of the bridge has different stray impedances to the reference ground, an
additional circuit called a Wagner branch is used (see Figure 14.6d). By varying impedances Z5 and Z6

in the Wagner branch, voltage vc can be reduced to zero; by varying the other impedances, voltage v0 can
also be reduced to zero. In this way, the bridge becomes symmetrical in relation to the reference ground
point and the influence of the stray impedances is minimized.

The joint error of the inductance measurement results (when using bridge methods) depends on the
following factors: the accuracy of the standards used as the bridge elements, mainly standard resistors
and capacitors; errors of determining the frequency of the bridge supplying voltage (if it appears in the
expressions for the measured values); errors of the resolution of the zero detection systems (errors of
state of balance); errors caused by the influence of residual and stray inductances; resistances and
capacitances of the bridge elements and wiring; and the quality of approximation of the measured
impedances in the equivalent circuit.

The errors of equivalent resistance measurements of inductive elements using bridge methods are
higher than the errors of inductance measurements. The number of various existing ac bridge systems

L L L M L L L M1 22 2= + + = + -p s p s,   

M L L= -( )0 25 1 2.
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The Hay bridge presented in Figure 14.6b is also used for measurement of inductors, particularly those
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is very high. Often the bridge system is built as a universal system that can be configured for different
applications by switching elements. One of the designs of such a system is described in [3]. Reference
[13] describes the design of an automatic bridge that contains, as a balancing element, a multiplying
digital-to-analog converter (DAC), controlled by a microcontroller.

Differential Methods

Differential methods [7] can be used to build fully automatic digital impedance meters (of real and
imaginary components or module and phase components) that can also measure inductive impedances.
Differential methods of measurement are characterized by small errors, high resolution, and a wide
frequency band, and often utilize precise digital control and digital processing of the measurement results.
The principle of differential methods is presented through the example of a measuring system with an
inductive voltage divider and a magnetic current comparator (Figure 14.7). An inductive voltage divider
(IVD) is a precise voltage transformer with several secondary winding taps that can be used to vary the
secondary voltage in precisely known steps [7]. By combining several IVDs in parallel, it is possible to
obtain a precise voltage division, usually in the decade system. The primary winding is supplied from a
sinusoidal voltage source. A magnetic current comparator (MCC) is a precise differential transformer
with two primary windings and a single secondary winding. The primary windings are connected in a
differential way; that is, the magnetic fluxes produced by the currents in these windings subtract. The
output voltage of the secondary winding depends on the current difference in the primary windings.
MCCs are characterized by very high resolution and low error but are expensive. In systems in common
use, precise control of voltages (IVD) is provided by digitally controlled (sign and values) digital voltage
dividers (DVD), and the magnetic comparator is replaced by a differential amplifier.

The algorithms that enable calculation of L and R element values of the series equivalent circuit of an
inductive impedance Z in a digital processor result from the mathematical model described in Figure 14.7.
When the system is in a state of equilibrium, the following relations occur:

(14.20)

(14.21)

FIGURE 14.7
voltm” — vector voltmeter, “Proc” — processor, “DVD” — digital voltage divider.
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 Scheme of the differential method. Block abbreviations: “Osc”, “Amp” — as in Figure 14.6, “Vect.
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where 0 < Dr £ 1 is the coefficient of v1 voltage division and the values a and b are equivalent to the
binary signals used by the processor to control DVD. Multiple digital-to-analog converters (DACs) are
used as digitally controlled voltage dividers. They multiply voltage Drv1 by negative numbers (–a), which
is needed in the case of using a standard capacitor Cr for measurements of inductance. After substituting
Equation 14.21 into Equation 14.20 and equating the real and imaginary parts, the following formulae
are obtained:

(14.22)

(14.23)

The lengths N of the code words {an} � a and {bn} � b, n = 1, 2, …, N determine the range and
resolution of the measurement system; that is, the highest measurable inductance and resistance values
and the lowest detectable values. The range can be chosen automatically by changing the division
coefficients Dr. Achieved accuracy is better than 0.1% in a very large range of impedances and in a
sufficiently large frequency range. Measurements can be periodically repeated and their results can be
stored and processed.

Resonance Methods

Resonance methods are a third type of inductance measurement method. They are based on application
of a series or parallel resonance LC circuits as elements of either a bridge circuit or a two-port (four-
terminal) “T”-type network. Examples of both circuit applications are presented in Figure 14.8.

In the bridge circuit shown in Figure 14.8a, which contains a series resonance circuit, the resonance
state is obtained by varying the capacitor Cr, and then the bridge is balanced (v0 = 0) using the bridge
resistors. From the resonance and balance conditions, the following expressions are obtained:

(14.24)

To calculate the values of the LR elements of the series equivalent circuit of the measured impedance,
it is necessary to measure (or know) the angular frequency w of the supply voltage. The frequency band
is limited by the influence of unknown interturn capacitance value. In the “shunted T” network presented
in Figure 14.8b, the state of balance (i.e., the minimal voltage v0 value) is achieved by tuning the multiloop

FIGURE 14.8  Circuits diagrams applied in resonance methods: bridge circuit with series resonance circuit (a), and
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two-port “shunted T” type with parallel resonance circuit (b). Block abbreviations as in Figure 14.6.
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LCR circuit to parallel resonance. The circuit analysis [7] is based on the “star-delta” transformation of
the CrRrCr element loop and leads to the relations for L and R values:

(14.25)

According to reference [7], a “double T” network can be used for inductive impedance measurements
at high frequencies (up to 100 MHz).

14.4 Instrumentation

Instruments commonly used for inductance measurements are built as universal and multifunctional
devices. They enable automatic (triggered or cyclic) measurements of other parameters of the inductive
elements: capacitance, resistance, quality, and dissipation factors. Equipped with interfaces, they can also
work in digital measuring systems. Table 14.1 contains a review of the basic features of the instruments
called LCR meters, specified on the basis of data accessible from the Internet [15]. Proper design of LCR
meters limits the influence of the factors causing errors of measurement (i.e., stray couplings and
distortions). The results of inductance measurements also depend on how the measurements are per-
formed, including how the measured inductor is connected to the meter. Care should be taken to limit
such influences as inductive and capacitive couplings of the inductive element to the environment, sources
of distortion, and the choice of operating frequency.
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Electronic circuits consist of numerous elements that can be lumped, distributed, or a combination of
both. The components are regarded as 

 

lumped 

 

if their size is much smaller than the signal wavelength.
This condition holds for resistors, inductors, capacitors, transformers, diodes, transistors, or similar
devices operating in printed circuits at frequencies up to a few hundred megahertz or even higher in
small integrated circuits. In the microwave or millimeter-wave region, the elements and their connecting
transmission lines must be considered as 

 

distributed.

 

 While in lumped circuits a change of voltage or
current at one single point immediately affects these quantities at all other points, in distributed circuits
the propagation properties now have to be taken into account. The same holds for long connecting cables
even at lower frequencies.

To describe the effect of any element within an electronic circuit or of the connection of different
circuits, the 

 

immittance 

 

is used as a characteristic quantity. It simply provides a relation of sinusoidal
voltage and current at the terminals of the element as a function of frequency. The immittance therefore
also characterizes arbitrarily complicated networks considered as one port. This is useful, since in practice
the single elements are interconnected to networks. On the other hand, the elements themselves are not
ideal. A resistor, for example, made of wound resistive wire, has parasitic components such as capacitance
and inductance of winding and terminals. It must be represented by an equivalent circuit forming a
complex network [1].

The word “immittance” was proposed by Bode [2] and is a combination of the words “impedance”
and the reverse quantity called “admittance.” These terms do not only occur in electrodynamics but
wherever wave propagation takes place — in acoustics as well as in elasticity. The emphasis of this chapter
is on lumped networks and guided electromagnetic waves. Readers interested in more general propagation
and scattering phenomena are referred to [3].
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15.1 Definitions

 

Assume a stable linear and time-invariant (LTI) network with only one port. Linearity and time
independence are generally met for combinations of passive elements but also for active devices with
small-signal driving under constant physical conditions (temperature, humidity, dimensions, etc.). In
the steady state, a voltage 

 

v

 

(

 

t

 

) = 

 

V

 

m 

 

cos(

 

w

 

t 

 

+ 

 

j

 

v

 

) with amplitude 

 

V

 

m 

 

varying harmonically with the angular
frequency 

 

w

 

 = 2

 

p

 

f 

 

which is applied to the terminal then only produces voltages and currents of the same
frequency within the network (Figure 15.1). Using complex notation:

(15.1)

the current flowing into the network is given by:

(15.2)

The phasors 

 

V 

 

and 

 

I 

 

are time independent and can be represented in the complex plane (Figure 15.2).
Relating voltage and current at the terminal, the network is uniquely described by means of a complex
frequency-dependent quantity, the impedance 

 

Z:

 

(15.3)

For a given frequency, an arbitrarily complex network within a circuit thus can be replaced by a single
element without changing the electrical properties at the terminals. Sometimes it is more convenient to
use the inverse of 

 

Z

 

, the admittance 

 

Y

 

:

 

FIGURE 15.1  

 

An arbitrarily complex network can be replaced by its impedance for a given frequency without
changing the electrical properties at the terminal.

 

FIGURE 15.2  

 

Voltage and current phasors in the complex plane.
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(15.4)

Both quantities are combined to form the word “immittance.” Figure 15.3 shows their representation in
the complex plane. Equations 15.3 and 15.4 give the definition in polar coordinates. In data sheets, they
are often written as:

(15.5)

Using Euler’s identity 

 

e

 

j

 

j

 

 

 

= cos 

 

j

 

 + 

 

j 

 

sin 

 

j

 

, one obtains in rectangular coordinates:

(15.6)

From Figure 15.3, the following relations between rectangular and polar coordinate representation can
be deduced immediately:

(15.7)

The real parts are the resistance 

 

R 

 

and the conductance 

 

G

 

. They indicate the losses within the network.
The imaginary parts, which are termed reactance 

 

X 

 

and susceptance 

 

B

 

, respectively, are a measure of the
reactive energy stored in the network during one period. In general, all these quantities are frequency
dependent.

Note that the correct sign of the imaginary parts must be used: the angle 

 

j

 

 is in the range of –180° <

 

j

 

 

 

£

 

 180° and 

 

j

 

 < 0 always corresponds to 

 

X,

 

 

 

B 

 

< 0.
For elements with low losses, the loss angle 

 

d

 

 or loss factor 

 

D 

 

are often given instead of the phases 

 

j

 

z

 

and 

 

j

 

y

 

. They are always positive small quantities and tend to 0 for a lossless device

 

FIGURE 15.3  

 

Representation of impedance and admittance in the complex plane showing the relations between
rectangular and polar coordinates. Note that the units are different for each vector.
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(15.8)

The inverse quantity is the quality factor 

 

Q 

 

= 1/

 

D.

 

 It involves a ratio of stored electric energy to power
dissipated. A high 

 

Q 

 

indicates a nearly pure reactive component.
In high-power electronics, it is necessary to reduce losses on transmission lines and therefore avoid

currents associated with reactive load components. To obtain a criterion for the application and efficiency
of compensation techniques, a power factor is defined. From complex power representation:

(15.9)

(the asterisk indicates the conjugate complex number) follows from Equations 15.3 and 15.4.

(15.10)

and since the effective power is given by the real part of 

 

P:

 

(15.11)

the power factor is:

(15.12)

In general, rms values are used for the phasors. Otherwise, a factor 1/2 has to be taken into account
in Equations 15.9 and 15.10, since 

 

�

 

 

 

P

 

 

 

�

 

 = 

 

½

 

V

 

m

 

I

 

m 

 

for sinusoidal quantities.
It can also be seen from Equations 15.9 and 15.10 that the immittances are directly related to the

apparent power:

(15.13)

 

15.2 Ideal Lumped Components

 

The immittances of the fundamental passive circuit elements are derived from their instantaneous voltage
current relations using Equations 15.1 through 15.4 and the differentiation rules.

 

Resistances

 

From Equation 15.14:

(15.14)

it follows 

 

V 

 

= 

 

RI 

 

and thus 

 

Z 

 

= 

 

R 

 

or 

 

Y 

 

= 

 

G.

 

 The immittance of a resistance is real and identical to its dc
resistance or conductance.

 

Inductances

 

Voltage and current are related via the differential equation:

(15.15)
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with inductance 

 

L,

 

 from which follows that 

 

V 

 

= 

 

j

 

w

 

LI 

 

and

(15.16)

 

Capacitances

 

From Equation 15.17:

(15.17)

with capacitance 

 

C,

 

 it follows that 

 

I 

 

= 

 

j

 

w

 

CV 

 

and

(15.18)

The immittance of ideal inductors and capacitors is purely imaginary with different signs according
to the phase shift of ±90° between voltage and current. A general element or network is therefore called
inductive or capacitive at a given frequency corresponding to the sign of the imaginary part of its
impedance. Note, however, that the frequency dependence can be much more complicated than for these
ideal elements and the impedance can even change several times between capacitive and inductive
characteristic.

 

15.3 Distributed Elements

 

At high frequencies, the size of the elements may no longer be small compared to the signal wavelength.
Propagation effects must then be taken into account and the components can no longer be described by
means of simple lumped equivalent circuits. If at all possible, they are replaced by transmission line
circuits, which are easier to characterize; they realize the required electrical properties more exactly within
a defined frequency range.

 

Transmission Lines

 

Assuming a simplifying transverse electromagnetic wave (TEM mode) with no field components in the
propagation direction, voltages and currents can be uniquely defined and are given as solutions of the
corresponding wave equations [4]:

(15.19)

They vary along the line in the 

 

z

 

-direction according to:

(15.20)

These solutions are sums of forward (
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) and backward (
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g
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) traveling waves with amplitudes
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0
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and a propagation constant:

(15.21)
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The equivalent circuit of the transmission line is shown in Figure 15.4. The energy storage in the
electric field is accounted for by the distributed shunt capacitance C ¢ per unit length, while the effect of
the magnetic field is represented by the series inductance L¢ per unit length. The series resistance R¢ per
unit length and the shunt conductance G¢ per unit length represent the power losses in the conductors
and in the dielectric, respectively. The amplitudes of voltage and current are related by means of the
characteristic impedance Z0:

(15.22)

Of special interest for the use within a network is the input impedance Zin of the transmission line. It
depends also on the termination ZL at the other end of the line. For a transmission line of length l, it is
given by:

(15.23)

that is, a transmission line transforms the impedance ZL into Zin at the input.
A quantity more suitable to wave propagation and measurement at high frequencies is the reflection

coefficient G. It is defined by the relation of the voltages associated with forward and backward traveling
waves. At the end of the line, using V(l) = ZLI(l), one finds:

(15.24)

For devices that support quasi or strong non-TEM waves like microstrip lines, hollow waveguides,
dielectric and optical waveguides, a voltage cannot be uniquely defined. That is why several definitions
of the characteristic impedance Z0 exist [5].

15.4 Interconnections and Graphical Representations

Since Kirchhoff ’s laws for voltages and currents also holds for complex quantities, the rules for series
and parallel connections of resistances and susceptances in the dc case apply as well for immittances.

Series connection: (15.25)

Parallel connection: (15.26)

As an example, consider a simplified equivalent circuit of a resistor with the nominal value R0

FIGURE 15.4  Equivalent circuit of a differential length of transmission line. The wave equations can be obtained
by simply applying Kirchhoff ’s laws to voltages and currents.
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(Figure 15.5). Gradually using the rules for series and parallel connection and the impedances for
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inductances (Equation 15.16) and capacitances (Equation 15.18), the impedance of the real resistor with
parasitic elements as given leads to:

(15.27)

0 0 0  as
the resonant frequency defined by the parasitic elements, which might be caused by the windings of a
wire-wound resistor. The network is inductive for low (jz > 0) and capacitive for high frequencies. An
alternative representation is to plot real and imaginary parts in the impedance plane with the frequency

immittance changes caused by parameters like frequency or adjustable elements within the network. Note
that both real and imaginary parts are parameter dependent and vary with frequency.

In high-frequency applications, one obtains the impedance more easily from the reflection coefficient.
Rewriting Equation 15.24 in the form:

(15.28)

It can be regarded as two coordinate systems lying one on top of the other. The reflection coefficient is
given in polar coordinates around the center, the circles give the real and imaginary part of the associated
impedance. The Smith chart is very useful for solving transmission line and waveguide impedance
matching problems [6].

15.5 Measurement Techniques

Since immittances are complex quantities, one must determine two parameters: magnitude and phase
or real and imaginary part, described as vector measurements. There exist several techniques depending
on frequency range and required accuracy [7].

Current–Voltage Methods

A simple way to measure immittances follows directly from the defining Equation 15.3. Applying a well-
known sinusoidal voltage to the terminal and measuring magnitude and phase of the current gives the

A of the ammeter should be known
exactly and the unknown impedance is then given by:

FIGURE 15.5  The simple equivalent circuit of a wire-wound resistor with nominal value R0, inductance of the
winding L, and capacitance of winding and terminal C. It is valid for a wide frequency range.
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The magnitude and phase of Z/R as a function of w/w are shown in Figure 15.6 with w = 1/

as parameter as indicated by the labels (Figure 15.7). This version, called the locus, is very suitable to see

defines a transformation of which the graphical representation has been called the Smith chart (Figure 15.8).

desired quantity (Figure 15.1). However, the internal impedance Z
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(15.29)

In practical applications, impedances below 1000 W are measured by passing a predetermined current
through the unknown device and measuring the voltage across it. Phase angle information is obtained
by comparing the relative phase between voltage and current by means of a phase detector [8].

A variant on this method using only the better practicable voltage measurements is shown in

x 

of V2 . One finds that:

(15.30)

FIGURE 15.6  Normalized magnitude (a) and phase (b) of the impedance of a wire-wound resistor varying with
frequency. w0 is the resonant frequency defined by the parasitic elements.
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Figure 15.9. The accurately known resistor R must be small compared to Z and to the internal resistance
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FIGURE 15.7  Normalized impedance of a wire-wound resistor in the complex plane. The arrow indicates the
direction of increasing frequency.

FIGURE 15.8  Smith chart representation of the impedance of a wire-wound resistor.
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The measurement can be enhanced using an operational amplifier with high input and low output
resistance in an inverting circuit (Figure 15.10). The unknown is then given by

(15.31)

Bridge Methods

Alternating current bridges are low-cost standard laboratory devices to measure impedances over a wide

is given in [1]. Their main advantage is that only a zero indicator in the diagonal branch is necessary.
For this reason, the internal impedance does not influence the accuracy and the null point can be detected
with a high-sensitivity ac galvanometer as well as with headphones in the audio frequency range.

FIGURE 15.9  Determination of an impedance Zx by phase-sensitive voltage measurements, only using a well-known
resistor R.

FIGURE 15.10  Impedance measurement with an inverting operational amplifier circuit. Its advantages are high
input and low output resistance.
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frequency range from dc up to 300 MHz with very high precision (Figure 15.11). A comprehensive survey

Practical implementations use operational amplifiers as part of an autobalancing bridge; see [7, 8].
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If the bridge is balanced, the unknown immittance is given by:

(15.32)

Since the quantities are complex, Equation 15.32 involves the adjustment of two parameters: magnitude
and phase:

(15.33)

or real and imaginary parts, respectively.
An important property of an impedance bridge is the sensitivity e:

(15.34)

or (independent of Zx)

(15.35)

in the vicinity of zero crossing when the bridge is balanced.
The precision of the measurement not only depends on the exact zero adjustment, which can be

enhanced by choosing the elements and the voltage according to Equation 15.35 to obtain a high sensi-
tivity, but also on the realization of Z1…Z3. Mostly, these are connections of resistors and capacitors.
Inductors are avoided because they always have a resistive component and it is difficult and expensive
to manufacture inductors with exactly defined and reproducible electrical properties. There exist various
types of bridges depending on how the elements are designed and interconnected. To choose the correct
configuration, it must be known whether the unknown impedance is capacitive or inductive; otherwise,
a zero adjustment is not always possible since the balancing condition cannot be fulfilled. Bridges are

FIGURE 15.11  Impedance measurement by bridge methods. The bridge is balanced when the voltage Vd across the
diagonal branch is adjusted to zero by tuning Z1, Z2, or Z3.
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therefore principally used to measure capacitances and inductances as well as loss and quality factors of
capacitors and coils. Since magnitude and phase conditions must be matched simultaneously, two ele-
ments must be tuned. To obtain a wide measurement range, the variable elements are designed as
combinations of switchable and tunable capacitors and resistors. The sensitivity of the zero indicator can
be changed for global search and final adjustment. Unfortunately, magnitude and phase cannot be
adjusted independently of each other. If the balancing is performed by hand, a suitable strategy is to
search the minimum voltage by tuning each element successively.

Frequently used bridges are the Wheatstone bridge (Figure 15.12) for the measurement of lossy capac-

of its symmetrical structure, the balancing condition for the Wheatstone bridge is simply:

(15.36)

which is independent of frequency.
The measurement of a coil with the Hay bridge requires that:

(15.37)

from which the quality factor is obtained as:

(15.38)

The inductance of high-Q coils can be determined frequency independent since

(15.39)

FIGURE 15.12  Wheatstone bridge for the capacitance and dissipation factor measurement of capacitors. The bal-
ancing condition is frequency independent. The resistor R1 and the capacitor C1 must be tuned successively until the
bridge is balanced.
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itances, and the Hay bridge (Figure 15.13) to determine inductivity and quality factor of coils. Because
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A very interesting alternative is the Maxwell bridge (Figure 15.14), since it requires only resistors as
variable elements, which can be manufactured with high precision. The balancing is frequency indepen-
dent and leads to:

(15.40)

Nevertheless, the Hay bridge is preferred for high-Q coils, because a very large value of R1 is required for
the Maxwell bridge leading to a disadvantageous balancing [9].

FIGURE 15.13  Hay bridge for the measurement of the inductance and the quality factor of coils. If Q is sufficiently
high, the inductance can be determined nearly frequency independent.

FIGURE 15.14  Maxwell bridge with simple and frequency-independent balancing conditions. Despite these advan-
tages, it is not recommended for high-Q coils because of a very large R1 value.
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Resonant Method

Using the coil as part of a resonance circuit as in Figure 15.15 and tuning C to maximum voltage, the
quality factor can be measured directly as:

(15.41)

The unknown inductance is then obtained from the test frequency by means of the resonance condition:

(15.42)

If a capacitor with sufficiently low losses is used, Q values as high as 1000 can be measured.

Network Analysis Methods

Frequency Domain

In the case of distributed elements, measurements of currents and voltages depend on the position and
are often not directly applicable to high-frequency devices like waveguides or microstrip lines. For that
reason the determination of immittances is derived from measuring the reflection coefficient.
Equation 15.23 shows the importance of defining a proper measurement plane. This is the cross-section
of the line or waveguide perpendicular to the direction of propagation at a definite length l0, where the
reflection coefficient has to be measured. It can then be transformed along the line toward load or source
using this relation or the Smith chart. Exact microwave measurements are very sophisticated and need
a lot of practical experience. Further details can be found in the literature [5, 10–12].

Automated and precise immittance measurements over a wide frequency range are best carried out
with a vector network analyzer [11]. Unfortunately, this is also the most expensive method. The principle

and a reference part. The directional bridge or coupler separates forward and backward traveling waves,
and the reflected signal now appears in the branch with the phase-sensitive voltmeter V2. Using a bridge
with impedances matched to the line (Z1 = Z2 = Z3 = Z0), the voltage in the diagonal branch is given by

FIGURE 15.15  Coil as part of a resonance circuit to determine inductance and quality factor. The capacitor C is
tuned to maximum voltage VC.
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of measurement is shown in Figure 15.16. A power divider splits the incident signal into a transmitted

(Figure 15.11):
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(15.43)

and thus the reflection coefficient:

(15.44)

is directly proportional to the voltage ratio.
Network analyzers use an automatic error correction to eliminate the effect of internal and external

couplers and junctions. Because of that, a calibration procedure with standard terminations is necessary.
These terminations must be manufactured very precisely, since they define the measurement plane and
determine the overall measurement error.

Time Domain

It is often necessary to locate an impedance step, whether to find out the distance of a cable defect or to
track down the origin of reflections within a connection. To this end, high-performance vector network
analyzers have a Fourier transform procedure. But there also exist cheaper time domain reflectometers

separated by means of a directional coupler and displayed on a CRT in the time domain. From the shape
of the signal, the impedance step can be localized by means of the time delay:

(15.45)

with vg as signal or group velocity on the line varying from step to step. Characteristic and magnitude
of the impedance can only be estimated, since phase information is usually not available. TDR measure-
ments are restricted to the localization of impedance steps and not to be recommended for exact
measurements. Moreover, additional pulse deformations occur in dispersive waveguides.

FIGURE 15.16  Schematic of network analyzer measurements. The voltage ratio V2 /V1 of reflected wave and reference
signal is proportional to the reflection coefficient G. The impedance Zx can then be computed.
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(TDR) [13, 14]. They use an incident step or impulse signal (Figure 15.17) and the reflected signal is
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15.6 Instrumentation and Manufacturers

A broad range of instrumentation for measuring immittance is available. Some of these instruments are

immittance-measuring instrumentation.

FIGURE 15.17  Detection and measurement of impedance steps on a line or waveguide with a time domain reflec-
tometer (TDR). Since phase information is usually not available, the characteristics and magnitudes of the impedances
can only be estimated. Notice that the group or signal velocity vg varies from step to step.

TABLE 15.1 Instruments for Immittance Measurements

Manufacturer Model Number Description

Agilent Technologies E5100 Network analyzers 10 kHz–300 MHz
Agilent Technologies ENA Series Network analyzers 300 kHz–8.5 GHz
Agilent Technologies PNA Series Network analyzers 300 kHz–67 GHz
Agilent Technologies 8510C Network analyzer systems 45 MHz–110 GHz
Agilent Technologies 4263B LCR meter 100 Hz–100 kHz
Agilent Technologies 4284A LCR meter 20 Hz–1 MHz
Agilent Technologies 4285A LCR meter 75 kHz–30 MHz
Anritsu ME7808A Vector network analyzer 40 MHz–110 GHz
Fluke PM 6303A Automatic RCL meter
Fluke PM 6304 Automatic RCL meter
Keithley 3321 LCZ meter, 4 test frequencies to 100 kHz
Keithley 3322 LCZ meter, 11 test frequencies to 100 kHz
Keithley 3330 LCZ meter 40 Hz–100 kHz (201 test frequencies)
Quadtech 1710 LCR meter 20 Hz–200 kHz
Quadtech 7000 LCR meter Series 10 Hz–2 MHz
Quadtech 1910 Inductance analyzer 20 Hz–1 MHz
Rohde & Schwarz ZVR Network analyzer
SST SR715/720 LCR meter
TTi LCR400 Precision LCR bridge
Voltech ATi Transformer tester
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included in Table 15.1. Table 15.2 provides the names and addresses of some companies that produce
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Defining Terms

Admittance (Y): The reciprocal of impedance.
Immittance: A response function for which one variable is a voltage and the other a current. Immittance

is a general term for both impedance and admittance, used where the distinction is irrelevant.
Impedance (Z): The ratio of the phasor equivalent of a steady-state sine-wave voltage to the phasor

equivalent of a steady-state sine-wave current. The real part is the resistance, the imaginary part is
the reactance.

Phasor: A complex number, associated with sinusoidally varying electrical quantities, such that the
absolute value (modulus) of the complex number corresponds to either the peak amplitude or
root-mean-square (rms) value of the quantity, and the phase (argument) to the phase angle at zero
time. The term “phasor” can also be applied to impedance and related complex quantities that are
not time dependent.

Reflection coefficient: At a given frequency, at a given point, and for a given mode of propagation, the
ratio of voltage, current, or power of the reflected wave to the corresponding quantity of the
incident wave.
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1155 East Collins Blvd. Sunnyvale, CA 94089
Richardson, TX 75081 Tel: (408) 744-9040
Tel: (800) ANRITSU (267-4878)

TTi (Thurlby Thandar Instruments Ltd.)
Fluke Corporation Glebe Road
6929 Seaway Boulevard Huntingdon
P.O. Box 9090 Cambs. PE29 7DR
Everett, WA 98206 U.K.
Tel: (800) 44-FLUKE Tel: +44-1480-412451

Keithley Instruments, Inc. Voltech Instruments, Inc.
28775 Aurora Road 11637 Kelly Road
Cleveland, OH 44139 Suite 306
Tel: (800) 552-1115 Fort Myers, FL 33908-2544

QuadTech, Inc.
5 Clock Tower Place
Suite 210 East
Maynard, MA 01754
Tel: (800) 253-1230

1733 FrameBook  Page 17  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

www.quadtechinc.com

www.voltech.com
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Q 

 

factor is a method of characterizing the rate of dissipation of energy from an oscillating system. 

 

Q 

 

is
defined as 2

 

p

 

 times the energy stored in a resonant system divided by the energy dissipated per cycle.
The term system used in this context refers to any type of resonance: mechanical, electrical, nuclear, etc.
For the purposes of this Handbook

 

,

 

 

 

Q 

 

will be that of an electric circuit. Also, for the discussion of 

 

Q,

 

very low values of 

 

Q,

 

 typically less than 10, will not be considered as these low values of 

 

Q 

 

produce
highly damped oscillations that are more exponential than oscillatory and the concept of 

 

Q 

 

does not fit.
A common interpretation of 

 

Q 

 

is quality factor that explains the use of the letter, 

 

Q,

 

 but this is
misleading. A component that has a high 

 

Q 

 

is not always beneficial and may not be of high quality. In
many circuits, a component requires a specific value of 

 

Q 

 

rather than “higher is better.” In other cases,
a high 

 

Q 

 

is an advantage.
The 

 

Q 

 

factors encountered in common circuit components range from a low of about 50 for many
inductors to nearly 1 million found in high-quality quartz crystals. 

 

Q 

 

can be applied to a resonant circuit
or to capacitors and inductors. When 

 

Q 

 

is applied to a component, such as an inductor, the 

 

Q 

 

would
be that obtained if the inductor were used in a resonant circuit with a capacitor that dissipates no energy.
In this case, the value of 

 

Q 

 

depends on the frequency.
For most 

 

LC 

 

resonant circuits, the losses in the inductor dominate and the 

 

Q 

 

of the inductor is,
essentially, the 

 

Q 

 

of the circuit. It is easy to make very low-loss capacitors even in the UHF region. On
the other hand, varactor diodes have considerably more loss than fixed capacitors, and a varactor can
play a more significant role in setting the circuit 

 

Q.

 

16.1 Basic Calculation of 

 

Q

 

inductor in the magnetic field. The circuit oscillates with the energy transferring between the two
elements. For the ideal elements shown, this continues forever. Since the definition of 

 

Q 

 

has the energy
lost per cycle in the denominator — which is zero — the result is an infinite 

 

Q.

 

In practice, circuit elements are not perfect and the energy initially contained within this circuit would
be lost by the circuit and the oscillations would decrease in amplitude as the energy diminished. Energy
loss in a circuit is represented by that in a resistor which can be included in one of two ways. The first

representation is a parallel resistor as shown in Figure 16.2(b).
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16.1

Figure 16.1 shows a simple resonant circuit. The capacitor stores energy in the electric field and the

way is shown in Figure 16.2(a), where the resistor is in series with the capacitor and inductor. A second
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To derive the relationship between the circuit element values and the 

 

Q 

 

of the circuit, either the current
or voltage of the circuit can be used in the equations. Current is the obvious choice for a series circuit,
while voltage is the common thread for the parallel circuit. Assume that the amplitude of the current
through the series circuit of Figure 16.2(a) is given by:

(16.1)

where (16.2)

and 

 

I

 

(

 

t

 

) is the amplitude, which is decreasing in some unspecified fashion. The circuit’s peak current
occurs when the cosine function is equal to 1 and all of the energy is contained in the inductor and is
equal to (1/2) 

 

LI

 

2

 

(

 

t

 

).
Assume that a relatively high 

 

Q 

 

is present in this circuit and that 

 

I

 

(

 

t

 

) changes by only a slight amount
during the time of one cycle. During this cycle, the peak current is 

 

I

 

(

 

t

 

), and the rms value of the current
is (0.707) 

 

I

 

(

 

t

 

). Therefore, the energy dissipated in one cycle is (0.5) 

 

I

 

2

 

(

 

t

 

)

 

r

 

/

 

f

 

0

 

. Substituting these values in
the definition of 

 

Q 

 

yields:

(16.3)

where 

 

X

 

L

 

 is the reactance of the inductor. The same procedure can be used with the parallel resonant
circuit of Figure 16.2(b) using voltage equations to obtain the relationship between a parallel resistance
and 

 

Q,

 

 which is:

(16.4)

It is very important to understand the nature of the circuit resistance in Figure 16.2(a) and (b). This
resistance represents all of the losses in the resonant circuit. These losses are from a variety of sources,

 

FIGURE 16.1  

 

A simple resonant cir-
cuit with no loss elements.

 

FIGURE 16.2  (

 

a) A simple series resonant circuit with the equivalent resistance. (b) A parallel resonant circuit with
a parallel equivalent resistance. For the same 

 

Q

 

 circuit, the values of the resistors are not the same.
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such as the resistance of the wire to make an inductor or the leakage current of a capacitor. It can also
represent the deliberate addition of resistors to set the 

 

Q 

 

of the circuit to a specific value. The resistance

resistance cannot be measured with an ohmeter as the value of the equivalent resistor is a function of
frequency and other variables such as signal level. Some of the loss in a resonant circuit is due to radiation,
which is a function of frequency. The resistance of conductors is mostly due to skin effect, which increases
with increasing frequency. The losses in the ferromagnetic materials used for making some inductors are
nonlinear; thus, the equivalent resistance is not only a function of frequency but of signal level.

Most resonant circuits are not stand-alone circuits as shown in Figure 16.2, but are a part of other
circuits where there are sources and loads. These additional resistances further remove energy from the
resonant circuit. The 

 

Q 

 

of a resonant circuit when there are sources and loads is called the 

 

loaded Q.

 

 In
most applications of resonant circuits, the 

 

Q 

 

of the resonance is set by the external loads rather than the
capacitor and inductor that form the resonance.

 

16.2 Bandwidth and 

 

Q

 

The 

 

bandwidth 

 

of a resonant circuit is a measure of how well a resonant circuit responds to driving
signals of a frequency near the resonant frequency and is a function of 

 

Q.

 

 The relationship between the
3 dB bandwidth and 

 

Q 

 

will be derived.
Applying a driving signal to a resonant circuit can overcome the losses of the circuit and cause the

resonant circuit to oscillate indefinitely. As an example of this, consider the voltage generator in the series
resonant circuit shown in Figure 16.3.

When the frequency of the voltage source is equal to the resonant frequency of the circuit, the equivalent
impedance of the series resonant circuit is the resistance of the circuit and the current in the circuit,
simply 

 

E

 

/

 

r.

 

At frequencies higher or lower than the resonant frequency, the impedance of the circuit is greater
because the net reactance is not zero and the circuit current will be less than at resonance.

At what frequency will the circuit current be 3 dB less than at resonance? This frequency is where the
circuit impedance is 1.414 that of the impedance at resonance. This is the frequency where the reactive
part of the impedance is equal to the real part. This situation occurs at two frequencies. Below the
resonant frequency, the net reactance is capacitive and is equal to 

 

r,

 

 while at a second frequency above
the resonant frequency, the reactance is inductive and equal to 

 

r.

 

 This can be represented by two equations
for the two frequencies:

For 

 

f

 

1

 

 > 

 

f

 

0

 

,  (16.5)

 

FIGURE 16.3  

 

A series resonant circuit showing a driving source.
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For 

 

f

 

2

 

 < 

 

f

 

0

 

, (16.6)

 

Measuring 

 

Q

 

There are a number of methods of measuring 

 

Q 

 

using a variety of bridges, several of which are described
in [1]. One method of measuring a capacitive or inductive 

 

Q 

 

is to place the component in a resonant
circuit. When the 

 

Q 

 

to be measured of a device that is, in itself, a resonant circuit such as quartz crystal,
similar techniques are used except the device’s own resonance is used for the measurement. Circuit
voltages or currents are measured at the resonance frequency and the 

 

Q 

 

is determined.

 

16.3 The 

 

Q-

 

Meter

 

One simple and very popular method of measuring 

 

Q 

 

is with a device called, appropriately, the 

 

Q-

 

meter.
Consider the resonant circuit in Figure 16.4 for measuring the 

 

Q 

 

of inductors. This circuit has a very
low-loss capacitor of known value and a constant voltage source.

The usual components measured by the 

 

Q-

 

meter are inductors. It was previously mentioned that induc-
tors are the weak link in resonant circuits, and the 

 

Q 

 

of a circuit is usually set by the inductor. The 

 

Q-

 

meter
can measure capacitance and capacitor 

 

Q.

 

 In this theoretical circuit, the circuit resistance is the equivalent
series resistance of the inductor under test. This is due to the fact the variable capacitor is assumed to be
lossless, the generator has zero resistance, and the voltmeter does not appreciably load the circuit. In a real
circuit, it is not possible to achieve this situation, but the instrument is designed to approach this goal.

To measure the 

 

Q 

 

of an inductor using the 

 

Q-

 

meter, the generator is set to the desired frequency while
the variable capacitor tunes the circuit to resonance as indicated by the peak reading of the voltmeter.

At resonance, the impedance of the circuit is simply the equivalent series resistance of the inductor.
This sets the current of the circuit as:

(16.7)

where 

 

E 

 

is the generator voltage and 

 

R

 

X

 

 is the equivalent resistance of the inductor.
Because the circuit is at resonance, the voltages of the two reactances are equal and of opposite phase.

Those voltages are:

(16.8)

 

FIGURE 16.4  

 

The basic circuit of a 

 

Q

 

-meter showing the signal source, the inductor under test, and the voltmeter.
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where 

 

XC is the capacitive reactance and XL is the inductive reactance, which are numerically equal at
resonance.

Substituting the relationship of the circuit current, the result is:

(16.9)

Therefore, the voltage across the reactances is equal to Q times the applied voltage. If, as an example,
the voltage source were 1 V, the voltmeter would read Q directly. Q values of several hundred are common
and, therefore, voltages of several hundred volts could be measured. Modern circuits do not typically
encounter voltages of this magnitude, and many components cannot withstand this potential. Therefore,
most Q-meters use a much smaller source voltage, typically 20 mV.

If the frequency of the source and the circuit capacitance are known, it is possible to calculate the
inductance of the unknown.

16.4 Other Q Measuring Techniques

There are very few Q-meters being manufactured today, although there are thousands of old Q-meters
still in use. Because the Q-meter was the only accepted method of measuring Q for so many years, it will
take decades before alternative methodologies overtake the Q-meter.

Measuring Q without a Q-meter involves a variety of RLC measuring instruments that measure the
vector impedance and calculate Q. The calculated Q value is not as valid as that determined with a
Q-meter unless the RLC meter is capable of measuring Q at the desired frequency. Only the more
sophisticated, and expensive, RLC meters allow the use of any test frequency. Despite the new sophisticated
RLC measuring instruments, there is an adapter for one model RLC instrument that allows the classic
Q-meter-style measurement to be made.

Because vector impedance measurement is covered elsewhere in this Handbook, the remainder of this
section will be devoted to measurements using the Q-meter.

16.5 Measuring Parameters Other than Q

In addition to Q, the Q-meter can be used to measure inductance, the Q or dissipation factor of a
capacitor, and the distributed capacitance, Cd, of an inductor.

If an inductor with capacitance Cd is placed in the Q-meter circuit, the total circuit capacitance includes
both the Q-meter’s capacitance plus the additional Cd. Therefore, when resonance is achieved, the actual
resonating capacitance is more than what is indicated on the Q-meter capacitor’s dial. If Cd is not included
in the calculation of inductance, the resulting value would be too large.

In many applications, the actual inductance is not the important parameter to be measured by the
Q-meter. The actual parameter being determined is “what capacitance is required to resonate the par-
ticular inductor at a specific frequency,” regardless of Cd.

In other applications, such as inductors that are to be used in wide-range oscillators, where Cd will
limit the tuning range, Cd is an important parameter.

The Q-meter can be used to determine Cd, which will also allow for an accurate calculation of
inductance. Determining Cd is a matter of resonating the inductor under test at more than one frequency.

To understand how the two-frequency measurement will allow the determination of Cd, assume an
inductor is resonated at a frequency f1. The relationship between the applied frequency, f1, and the
capacitor of the Q-meter to obtain resonance is:

(16.10)

where C1 is the capacitance set on the Q-meter.

V EX R EX R EQL C= = =X X
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Resonating the same inductor at a second, higher, frequency, f2, requires a Q-meter capacitance of C2

such that:

(16.11)

This implies that C2 is a smaller capacitance than C1. Using these two equations and solving for Cd, the
following result is obtained.

(16.12)

A convenient relationship between f1 and f2 is to set f2 = 1.414 f1. With frequencies thus related, the
distributed capacitance is:

(16.13)

Cd causes errors in the measurement of Q because of current through the Cd. The Q measured by the
Q-meter is called the “effective Q.” Since large inductors with significant Cd are no longer in common
use because of the use of active filters, the distinction between effective Q and real Q is seldom considered.

To measure capacitors on the Q-meter, a relatively high Q inductor is connected to the inductance
terminals on the Q-meter and resonated. The capacitor to be measured is connected to the capacitor
terminals, which increases the circuit capacitance. The Q-meter variable capacitor is adjusted to regain
resonance, which requires that the capacitance be reduced by an amount equal to the unknown capacitor.

The Q of the capacitor can be measured. The addition of the capacitor reduces the circuit Q because
of the additional loss introduced by the capacitor. In the description of the Q-meter, the Q-meter’s
variable capacitor is assumed to have no loss.

Measuring the Q of a capacitor using the Q-meter is seldom done. This is because most capacitors
have very high Q values. There are special cases, such as measuring the Q of a transducer or a varactor
diode, where low Q values are encountered.

The unknown capacitor is connected to the CAP terminals of the Q-meter, which are simply in parallel
with the Q-meter’s variable capacitor. The variable capacitor in the Q-meter is set to the minimum
capacitance and a suitable inductor is placed across the IND (inductor) terminals. The Q-meter is
resonated using the frequency control rather than the variable capacitance.

For best results, the Q of the inductor must be considerably greater than that of the unknown capacitor,
and the unknown capacitance must be considerably greater than the internal capacitance. If these criteria
are met, the Q of the unknown capacitor can be read from the Q-meter. If these criteria are compromised,
corrections can be made but the equations become complex and the accuracy degrades.

Most Q-meters provide measurement ranges to about 500 or to 1000. This is sufficient for measuring
inductors, which was the main purpose of the Q-meter. For measuring high-Q devices such as ceramic
resonators with Q values greater than 1000 or for quartz resonators with Q values extending into the
hundreds of thousands, the Q-meter technique is insufficient. A high-Q circuit implies very little energy
loss, and the energy that must be removed to make a measurement must be very small if Q is to be
measured accurately.

Defining Terms

Bandwidth: A measurement of the amount of frequency spectrum occupied by a signal or the equivalent
spectrum covered by a circuit that passes a finite band of frequencies. There are a number of
methods of defining bandwidth, depending on the nature of the spectrum. Relative to resonant
circuits, the bandwidth is measured between the –3 dB points of the passband.
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For additional information about effective Q and distributed capacitance, see [2].
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Distributed capacitance: The amount of capacitance added to an inductor typically from the capacitance
due to adjacent wires in a solenoid-type inductor. The distributed capacitance is given as a single
capacitance figure for a specific inductor and can be defined as the equivalent capacitance across
the entire coil. This would also allow the inductor to have a self-resonant frequency where the
inductor resonates with the distributed capacitance with no external capacitance.

Effective inductance: Due to distributed capacitance, less capacitance than that calculated from an
inductance value is required to resonate a circuit. If the actual capacitance required to resonate a
circuit is used to calculate an inductance value, the resulting inductance value will be higher than
the theoretical inductance value. This higher value is called the “effective inductance.” The actual
inductor cannot be considered as a pure inductance of a value equal to the effective inductance
because the real inductor has a resonant frequency that a pure inductance does not.

Q: A measurement of the rate of energy loss in a resonant circuit.
Q-Meter: An instrument for measuring Q factor by resonating the circuit and measuring the voltage

across the reactances.
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A sine-wave signal will have only a single-frequency component in its spectrum; that is, the frequency
of the tone. However, if the sine wave is transmitted through a system (such as an amplifier) having some
nonlinearity, then the signal emerging from the output of the system will no longer be a pure sine wave.
That is, the output signal will be a distorted representation of the input signal. Since only a pure sine
wave can have a single component in its frequency spectrum, this situation implies that the output must
have other frequencies in its spectral composition. In the case of 

 

harmonic distortion,

 

 the frequency
spectrum of the distorted signal will consist of the fundamental (which is the same frequency as the
input sine wave) plus harmonic frequency components that are at integer multiples of the fundamental
frequency. Taken together, these will form a Fourier representation of the distorted output signal. This

signal 

 

x

 

(

 

t

 

) at frequency 

 

f

 

1

 

 applied to the input of a system 

 

A

 

(

 

x

 

), which has an output 

 

y

 

(

 

t

 

). Assume that
system 

 

A

 

(

 

x

 

) has some nonlinearity. If the nonlinearity is severe enough, then the output 

 

y

 

(

 

t

 

) might have
excessive harmonic distortion such that its shape no longer resembles the input sine wave. Consider the
example where the system 

 

A

 

(

 

x

 

) is an audio amplifier and 

 

x

 

(

 

t

 

) is a voice signal. Severe distortion can
result in a situation where the output signal 

 

y

 

(

 

t

 

) does not represent intelligible speech. The 

 

total harmonic
distortion 

 

(THD) is a figure of merit that is indicative of the quality with which the system 

 

A

 

(

 

x

 

) can
reproduce an input signal 

 

x

 

(

 

t

 

). The output signal 

 

y

 

(

 

t

 

) can be expressed as:

(17.1)

where the 

 

a

 

k

 

, 

 

k 

 

= 0, 1, …, 

 

N 

 

are the magnitudes of the Fourier coefficients, and 

 

q

 

k

 

, 

 

k 

 

= 0, 1, …, 

 

N 

 

are
the corresponding phases. The THD is defined as the percentage ratio of the rms voltage of all harmonics
components above the fundamental frequency to the rms voltage of the fundamental. Mathematically,
the definition is written:

(17.2)
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phenomenon can be described mathematically. Refer to Figure 17.1, which depicts a sine-wave input
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If the system has good linearity (which implies low distortion), then the THD will be a smaller number
than that for a system having poorer linearity (higher distortion). To provide the reader with some feeling
for the order of magnitude of a realistic THD, a reasonable audio amplifier for an intercom system might
have a THD of about 2% or less, while a high-quality sound system might have a THD of 0.01% or less.
For the THD to be meaningful, the bandwidth of the system must be such that the fundamental and the
harmonics will lie within the passband. Therefore, the THD is usually used in relation to low-pass systems,
or bandpass systems with a wide bandwidth. For example, an audio amplifier might have a 20 Hz to
20 kHz bandwidth, which means that a 1 kHz input sine wave could give rise to distortion up to the
20

 

th

 

 harmonic (i.e., 20 kHz), which can lie within the passband of the amplifier. On the other hand, a
sine wave applied to the input of a narrow-band system such as a radio frequency amplifier will give rise
to harmonic frequencies that are outside the bandwidth of the amplifier. These kinds of narrow-band
systems are best measured using 

 

intermodulation distortion,

 

 which is treated elsewhere in this Handbook.
For the rest of the discussion at hand, consider the example system illustrated in Figure 17.1 which shows
an amplifier system 

 

A

 

(

 

x

 

) that is intended to be linear but has some undesired nonlinearities. Obviously,
if a linear amplifier is the design objective, then the THD should be minimized.

 

17.1 Mathematical Background

 

Let 

 

y 

 

= 

 

A

 

(

 

x

 

) represent the input-output transfer characteristic of the system 

 

A

 

(

 

x

 

) in Figure 17.1 containing
the nonlinearity. Expanding into a power series yields

(17.3)

Let the input to the system be 

 

x 

 

= cos(2

 

p

 

f

 

0

 

t

 

). Then the output will be

(17.4)

This can be simplified using the trigonometric relationships:

(17.5)

(17.6)

(17.7)

 

FIGURE 17.1  

 

Any system with a nonlinearity gives rise to distortion.
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(17.8)

and so on. Performing the appropriate substitutions and collecting terms results in an expression for the
distorted signal 

 

y

 

(

 

t

 

) that is of the form shown in Equation 17.1. The THD can then be computed from
Equation 17.2.

Closer inspection of Equations 17.6 and 17.8 reveal that a cosine wave raised to an odd power gives
rise to only the fundamental and odd harmonics, with the highest harmonic corresponding to the highest
power. A similar phenomenon is observed for a cosine raised to even powers; however, the result is only
a dc component and even harmonics without any fundamental component. In fact, any nonlinear system
that possesses an odd input-output transfer characteristic 

 

A

 

(

 

x

 

) (i.e., the function 

 

A

 

(

 

x

 

) is such that –

 

A

 

(

 

x

 

) =

 

A

 

(–

 

x

 

)) will give rise to odd harmonics only. Consider Figure 17.2, which illustrates an example of two-
sided symmetrical clipping. It is an odd function. The application of a sine wave to its input will result
in a waveform similar to that shown in Figure 17.3, which has only odd harmonics as shown in

has the property 

 

A

 

(

 

x

 

) = 

 

A

 

(–

 

x

 

); for example, a full-wave rectifier.) Consider the enhancement NMOS

voltage 

 

V

 

GS

 

 consists of a dc bias plus a sine wave such that 

 

V

 

GS

 

 is always more positive than 

 

V

 

T

 

 (the
threshold voltage). Then the current flowing in the drain of this NMOS transistor could have the

going side has a greater swing than the negative-going side. The equation for the drain current can be

 

FIGURE 17.2  

 

An odd nonlinearity with 

 

f

 

(–

 

x

 

) = –

 

f

 

(

 

x

 

).

 

FIGURE 17.3  

 

Distortion due to symmetrical two-sided clipping.
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Figure 17.4. The majority of physical systems are neither odd nor even. (An even function is one that

transistor illustrated in Figure 17.5, which has the square-law characteristic shown. Assume that the

appearance shown in Figure 17.6. It is observed that the drain current is distorted, since the positive-
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derived mathematically as follows. A MOS transistor operating in its saturation region can be approxi-
mated as a square-law device:

(17.9)

 

FIGURE 17.4  

 

Frequency spectrum of signal distorted by symmetrical two-sided clipping.

 

FIGURE 17.5  

 

NMOS enhancement transistor is actually a nonlinear device. It is neither odd nor even in the strict
sense.

 

FIGURE 17.6  

 

Showing how the drain current of the enhancement NMOS device is distorted.
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If the gate of the 

 

n-

 

channel enhancement MOSFET is driven by a voltage source consisting of a sine-
wave generator in series with a dc bias, i.e.:

(17.10)

then the current in the drain can be written as:

(17.11)

Expanding and using the trigonometric relationship:

(17.12)

Equation 17.11 can be rewritten as:

(17.13)

which clearly shows the dc bias, the fundamental, and the second harmonic that are visible in the spectrum
of the drain current 

 

I

 

DS

 

 in Figure 17.7. There is one odd harmonic (i.e., the fundamental) and two even
harmonics (strictly counting the dc component and the second harmonic). This particular transfer
characteristic is neither odd nor even. Finally, for an ideal square-law characteristic, the second harmonic
is the highest frequency component generated in response to a sine-wave input. Another example of a

To round out the discussion, consider a mathematical example wherein the harmonics are derived
algebraically. Consider an input-output transfer function 
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) = 
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1
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c

 

3

 

 

 

x

 

3

 

 + 

 

c

 

5

 

x

 

5

 

 that has only odd
powers of 

 

x.

 

 If the input is a cosine 

 

x 

 

= 

 

A

 

0

 

 cos(2

 

p

 

f

 

0

 

t

 

), then the output will be of the form:

 

FIGURE 17.7  

 

The drain current contains a dc bias, the fundamental, and the second harmonic only, for an ideal
device.
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transfer characteristic that is neither even nor odd is single-sided clipping as shown in Figure 17.8, which
gives rise to the distortion of Figure 17.9. One last example of an odd input-output transfer characteristic
is symmetrical cross-over distortion as depicted in Figure 17.10. The distorted output in response to a
1 kHz sine-wave input is shown in Figure 17.11. The spectrum of the output signal is shown in
Figure 17.12. Note that only odd harmonics have been generated.



 

17-6 Electrical Measurement, Signal Processing, and Displays

FIGURE 17.8  Single-sided clipping is neither even nor odd.

FIGURE 17.9  Distortion due to single-sided clipping.

FIGURE 17.10  Symmetrical cross-over distortion is odd.
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(17.14)

This can be simplified using the trigonometric relationships given in Equations 17.5 through 17.8 with
the following result:

(17.15)

Clearly, only the fundamental plus the third and fifth harmonics are present. Should the exercise be
repeated for an input-output transfer function consisting of only even powers of x, then only a dc offset
plus even harmonics (not the fundamental) would be present in the output.

17.2 Intercept Points (IP)

It is often desirable to visualize how the various harmonics increase or decrease as the amplitude of the
input sine wave x(t) is changed. Consider the example of a signal applied to a nonlinear system A(x)

FIGURE 17.11  An example of cross-over distortion.

FIGURE 17.12  Symmetrical cross-over distortion gives rise to odd harmonics.
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having single-sided clipping distortion as shown in Figure 17.8. The clipping becomes more severe as the
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amplitude of the input signal x(t) increases in amplitude, so the distortion of the output signal y(t) becomes
worse. The intercept point (IP) is used to provide a figure of merit to quantify this phenomenon. Consider
Figure 17.13, which shows an example of the power levels of the first three harmonics of the distorted
output y(t) of a hypothetical system A(x) in response to a sine-wave input x(t). It is convenient to plot
both axes on a log scale. It can be seen that the power in the harmonics increases more quickly than the
power in the fundamental. This is consistent with the observation of how clipping becomes worse as the
amplitude increases. It is also consistent with the observation that, in the equations above, the higher
harmonics will rapidly become more prominent because they are proportional to higher exponential
powers of the input signal amplitude. The intercept point for a particular harmonic is the power level
where the extrapolated line for that harmonic intersects with the extrapolated line for the fundamental.
The second-order intercept is often abbreviated IP2, the third-order intercept abbreviated IP3, etc.

17.3 Measurement of the THD

Classical Method

The traditional method of measuring THD is shown in Figure 17.14. A sine-wave test stimulus x(t) is
applied to the input of the system A(x) under test. The system output y(t) is fed through a bandpass
filter tuned to the frequency of the input stimulus to extract the signal. Its power p1 can be measured
with a power meter. The bandpass filter is then tuned to each of the desired harmonics in turn and the
measurement is repeated to determine the required pi. The THD is then calculated from:

(17.16)

FIGURE 17.13  An example showing the second- and third-order intercept points for a hypothetical system. Both
axes are plotted on a logarithmic scale.

FIGURE 17.14  Illustrating the classical method of measuring THD.
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In the case of an ordinary audio amplifier, nearly all of the power in the distorted output signal is
contained in the first 10 or 11 harmonics. However, in more specialized applications, a much larger
number of harmonics might need to be considered.

Spectrum Analyzer Method

THD measurements are often made with a spectrum analyzer using the setup shown in Figure 17.15.
The readings for the power levels of each of the desired harmonic components in the frequency spectrum
of the distorted signal y(t) are collected from the spectrum analyzer, usually in units of dB. They are
converted to linear units by means of the relationship:

(17.17)

where ri is the reading for the i th
 component in dB. The THD is then computed from Equation 17.2. The

spectrum analyzer method can be considered as an extension of the classical method described above,
except that the spectrum analyzer itself is replacing both the bandpass filter and the power meter.

DSP Method

Digital signal processing (DSP) techniques have recently become popular for use in THD measurement.
In this method, the distorted output y(t) is digitized by a precision A/D converter and the samples are
stored in the computer’s memory as shown in Figure 17.16. One assumes that the samples have been
collected with a uniform sample period Ts and that appropriate precautions have been taken with regard
to the Nyquist criterion and aliasing. Let y(n) refer to the nth

 stored sample. A fast Fourier transform
(FFT) is executed on the stored data using the relationship:

(17.18)

where N is the number of samples that have been captured. The frequency of the input test stimulus is
chosen such that the sampling is coherent. Coherency in this context means that if N samples have been
captured, then the input test stimulus is made to be a harmonic of the primitive frequency fP, which is
defined as:

(17.19)

FIGURE 17.15  Illustrating measurement of THD using a spectrum analyzer.

FIGURE 17.16  Illustrating the measurement of THD using FFT.
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One can view the primitive frequency fP as the frequency of a sinusoidal signal whose period is exactly
equal to the time interval formed by the N-points. Thus, the frequency of the test stimulus can be written as:

(17.20)

where M and N are integers. To maximize the information content collected by a set of N-points, M and
N are selected so that they have no common factors, i.e., relatively prime. This ensures that every sample
is taken at a different point on the periodic waveform. An example is provided in Figure 17.17, where
M = 3 and N = 32. The FFT is executed on the distorted signal as per Equation 17.18, and then the THD
is computed from:

(17.21)

17.4 Conclusions

The total harmonic distortion (THD) is a figure of merit for the quality of the transmission of a signal
through a system having some nonlinearity. Its causes and some methods of measuring it have been
discussed. Some simple mathematical examples have been presented. However, in real-world systems, it
is generally quite difficult to extract all of the parameters ck in the transfer characteristic. The examples
were intended merely to assist the reader’s understanding of the relationship between even and odd
functions and the harmonics that arise in response to them.

Defining Terms

Total harmonic distortion (THD): A numerical figure of merit of the quality of transmission of a signal,
defined as the ratio of the power in all the harmonics to the power in the fundamental.

Fundamental: The lowest frequency component of a signal other than zero frequency.
Harmonic: Any frequency component of a signal that is an integer multiple of the fundamental frequency.
Distortion: The effect of corrupting a signal with undesired frequency components.
Nonlinearity: The deviation from the ideal of the transfer function, resulting in such effects as clipping

or saturation of the signal.

FIGURE 17.17  With coherent sampling, each sample occurs on a unique point of the signal.
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This chapter describes the principal sources of electric noise and discusses methods for the measurement
of noise. The notations for voltages and currents correspond to the following conventions: dc quantities
are indicated by an upper-case letter with upper-case subscripts, e.g., 

 

V

 

BE

 

. Instantaneous small-signal ac
quantities are indicated by a lower-case letter with lower-case subscripts, e.g., 

 

v

 

n

 

. The mean-square value
of a variable is denoted by a bar over the square of the variable, e.g., , where the bar indicates an
arithmetic average of an ensemble of functions. The root-mean-square or rms value is the square root
of the mean-square value. Phasors are indicated by an upper-case letter and lower case subscripts, e.g.,

 

V

 

n

 

. Circuit symbols for independent sources are circular, symbols for controlled sources are diamond
shaped, and symbols for noise sources are square. In the evaluation of noise equations, Boltzmann’s
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constant is 

 

k 

 

= 1.38 

 

¥

 

 10

 

–23

 

 J K

 

–1

 

 and the electronic charge is 

 

q 

 

= 1.60 

 

¥

 

 10

 

–19

 

 C. The standard temperature
is denoted by 

 

T

 

0

 

 and is taken to be 

 

T

 

0

 

 = 290 K. For this value, 4

 

kT

 

0

 

 = 1.60 

 

¥

 

 10

 

–20

 

 J and the thermal
voltage is 

 

V

 

T

 

 = 

 

kT

 

0

 

/

 

q 

 

= 0.025 V.

 

18.1 Thermal Noise

 

Thermal noise 

 

or 

 

Johnson noise 

 

is generated by the random collision of charge carriers with a lattice under
conditions of thermal equilibrium [1–7]. Thermal noise in a resistor can be modeled by a series voltage
source or a parallel current source having the mean-square values

(18.1)

(18.2)

where 

 

R 

 

is the resistance and 

 

D

 

f 

 

is the bandwidth in hertz (Hz) over which the noise is measured. The
equation for  is commonly referred to as the 

 

Nyquist formula. 

 

Thermal noise in resistors is independent
of the resistor composition.

The 

 

crest factor 

 

for thermal noise is the ratio of the peak value to the rms value. A common definition
for the peak value is the level that is exceeded 0.01% of the time. The amplitude distribution of thermal
noise is modeled by a gaussian or normal probability density function. The probability that the instanta-
neous value exceeds 4 times the rms value is approximately 0.01%. Thus, the crest factor is approximately 4.

 

18.2 Spectral Density

 

The 

 

spectral density 

 

of a noise signal is defined as the mean-square value per unit bandwidth. For the
thermal noise generated by a resistor, the voltage and current spectral densities, respectively, are given by:

(18.3)

(18.4)

Because these are independent of frequency, thermal noise is said to have a uniform or flat distribution.
Such noise is also called 

 

white noise. 

 

It is called this by analogy to white light, which also has a flat spectral
density in the optical band.

 

18.3 Fluctuation Dissipation Theorem

 

Consider any system in thermal equilibrium with its surroundings. If there is a mechanism for energy
in a particular mode to leak out of that mode to the surroundings in the form of heat, then energy can
leak back into that mode from the surrounding heat by the same mechanism. The fluctuation dissipation
theorem of quantum mechanics states that the average energy flow in each direction is the same.
Otherwise, the system would not be in equilibrium.

Mathematically, the fluctuation dissipation theorem states, in general, that the generalized mean-square
force  acting on a system in the frequency band from 

 

f

 

1

 

 to 

 

f

 

2

 

 is given by:

(18.5)
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where Re [

 

Z

 

(

 

f

 

)] is the real part of the system impedance 

 

Z

 

(

 

f

 

) and 

 

f 

 

is the frequency in hertz (Hz). For
a mechanical system, the generalized force is the mechanical force on the system and the impedance is
force divided by velocity. For an electric system, the generalized force is the voltage and the impedance
is the ratio of voltage to current.

Equation 18.1 is a statement of the fluctuation dissipation theorem for a resistor. The theorem can be
used to calculate the mean-square thermal noise voltage generated by any two-terminal network con-
taining resistors, capacitors, and inductors. Let 

 

Z

 

(

 

f

 

) be the complex impedance of the network. The
mean-square open-circuit thermal noise voltage is given by:

(18.6)

where 

 

D

 

f 

 

= 

 

f

 

2

 

 – 

 

f

 

1

 

 and the approximation holds if Re [

 

Z

 

(

 

f

 

)] is approximately constant over the band.

 

18.4 Equivalent Noise Resistance and Conductance

 

A mean-square noise voltage can be represented in terms of an 

 

equivalent noise resistance 

 

[8]. Let  be
the mean-square noise voltage in the band 

 

D

 

f.

 

 The noise resistance 

 

R

 

n

 

 is defined as the value of a resistor
at the standard temperature 

 

T

 

0

 

 = 290 K that generates the same noise. It is given by:

(18.7)

A mean-square noise current can be represented in terms of an 

 

equivalent noise conductance. 

 

Let  be
the mean-square noise current in the band 

 

D

 

f.

 

 The noise conductance 

 

G

 

n

 

 is defined as the value of a
conductance at the standard temperature that generates the same noise. It is given by:

(18.8)

 

18.5 Shot Noise

 

Shot noise 

 

is caused by the random emission of electrons and by the random passage of charge carriers
across potential barriers [1–7]. The shot noise generated in a device is modeled by a parallel noise current
source. The mean-square shot noise current in the frequency band 

 

D

 

f 

 

is given by:

(18.9)

where 

 

I 

 

is the dc current through the device. This equation is commonly referred to as the 

 

Schottky
formula. 

 

Like thermal noise, shot noise is white noise and has a crest formula of approximately 4.

 

18.6 Flicker Noise

 

The imperfect contact between two conducting materials causes the conductivity to fluctuate in the
presence of a dc current [1–7]. This phenomenon generates what is called 

 

flicker noise 

 

or 

 

contact noise.

 

It is modeled by a noise current source in parallel with the device. The mean-square flicker noise current
in the frequency band 

 

D

 

f 

 

is given by:
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(18.10)

where Kf is the flicker noise coefficient, I is the dc current, m is the flicker noise exponent, and n � 1.
Other names for flicker noise are 1/f noise (read “one-over-f-noise”), low-frequency noise, and pink noise.
The latter comes from the optical analog of pink light, which has a spectral density that increases at lower
frequencies.

18.7 Excess Noise

In resistors, flicker noise is caused by the variable contact between particles of the resistive material and
is called excess noise. Metal film resistors generate the least excess noise, carbon composition resistors
generate the most, with carbon film resistors lying between the two. In modeling excess noise, the flicker
noise exponent has the value m = 2. The mean-square excess noise current is often written as a function
of the noise index NI as follows:

(18.11)

where I is the dc current through the resistor. The noise index is defined as the number of mA of excess
noise current in each decade of frequency per A of dc current through the resistor. An equivalent definition
is the number of mV of excess noise voltage in each decade of frequency per volt of dc drop across the
resistor. In this case, the mean-square excess noise voltage generated by the resistor is given by:

(18.12)

where V = IR is the dc voltage across the resistor.

18.8 Burst Noise

Burst noise or popcorn noise is caused by a metallic impurity in a pn junction [4]. When amplified and
reproduced by a loudspeaker, it sounds like corn popping. When viewed on an oscilloscope, it appears
as fixed amplitude pulses of randomly varying width and repetition rate. The rate can vary from less
than one pulse per minute to several hundred pulses per second. Typically, the amplitude of burst noise
is 2 to 100 times that of the background thermal noise.

18.9 Partition Noise

Partition noise occurs when the charge carriers in a current have the possibility of dividing between two
or more paths. The noise is generated in the resulting components of the current by the statistical process
of partition [9]. Partition noise occurs in BJTs where the current flowing from the emitter into the base
can take one of two paths. The recombination of injected carriers in the base region corresponds to the
current flow in one path. This current flows in the external base lead. The current carried to the collector
corresponds to the current flow in the second path. Because the emitter current exhibits full shot noise,
the base and collector currents also exhibit full shot noise. However, the base and collector noise currents
are correlated because they have equal and opposite partition components. Partition noise in the BJT
can be accounted for if all shot noise is referred to two uncorrelated shot noise current sources, one from
base to emitter and the other from collector to emitter [10]. This noise model of the BJT is described here.
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18.10 Generation–Recombination Noise

Generation–recombination noise in a semiconductor is generated by the random fluctuation of free carrier
densities caused by spontaneous fluctuations in the generation, recombination, and trapping rates [7].
In BJTs, it occurs in the base region at low temperatures. The generation–recombination gives rise to
fluctuations in the base spreading resistance which are converted into a noise voltage due to the flow of
a base current. In junction FETs, it occurs in the channel at low temperatures. Generation–recombination
causes fluctuations of the carrier density in the channel, which gives rise to a noise voltage when a drain
current flows. In silicon junction FETs, the effect occurs below 100 K. In germanium junction FETs, it
occurs at lower temperatures. The effect does not occur in MOS FETs.

18.11 Noise Bandwidth

The noise bandwidth of a filter is the bandwidth of an ideal filter having a constant passband gain which
passes the same rms noise voltage, where the input signal is white noise [1–7]. The filter and the ideal
filter are assumed to have the same gains. Let Av(f ) be the complex voltage gain transfer function of a
filter, where f is the frequency in Hz. Its noise bandwidth Bn is given by:

(18.13)

where Avo is the maximum value of �Av(f )�. For a white noise input voltage with the spectral density Sv(f ),
the mean-square noise voltage at the filter output is  = Avo

2 Sv( f )Bn.
Two classes of low-pass filters are commonly used in making noise measurements. The first has n real

poles, all with the same frequency, having the magnitude-squared transfer function given by:

(18.14)

where f0 is the pole frequency. The second is an n-pole Butterworth filter having the magnitude-squared
transfer function given by:

(18.15)

where f3 is the –3 dB frequency. Table 18.1 gives the noise bandwidths as a function of the number of
poles n for 1 £ n £ 5. For the real-pole filter, Bn is given as a function of both f0 and f3. For the Butterworth
filter, Bn is given as a function of f3.

TABLE 18.1 Noise Bandwidth Bn of Low-Pass Filters

Number Slope Real pole Butterworth
of poles dB/dec Bn Bn

1 20 1.571 f0 1.571 f3 1.571 f3

2 40 0.785 f0 1.220 f3 1.111 f3

3 60 0.589 f0 1.155 f3 1.042 f3

4 80 0.491 f0 1.129 f3 1.026 f3

5 100 0.420 f0 1.114 f3 1.017 f3
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18-6 Electrical Measurement, Signal Processing, and Displays

18.12 Noise Bandwidth Measurement

The noise bandwidth of a filter can be measured with a white noise source with a known voltage spectral
density Sv(f ). Let  be the mean-square noise output voltage from the filter when it is driven by the
noise source. The noise bandwidth is given by:

(18.16)

If the spectral density of the source is not known, the noise bandwidth can be determined if another
filter with a known noise bandwidth is available. With both filters driven simultaneously, let  and 
be the two mean-square noise output voltages, Bn1 and Bn2 the two noise bandwidths, and Avo1 and Avo2

the two maximum gain magnitudes. The noise bandwidth Bn2 is given by:

(18.17)

The white noise source should have an output impedance that is low enough so that the loading effect
of the filters does not change the spectral density of the source.

18.13 Spot Noise

Spot noise is the rms noise in a band divided by the square root of the noise bandwidth. For a noise
voltage, it has the units V/ , which is read “volts per root Hz.” For a noise current, the units are A/ .
For white noise, the spot noise in any band is equal to the square root of the spectral density. Spot noise
measurements are usually made with a bandpass filter having a bandwidth that is small enough so that
the input spectral density is approximately constant over the filter bandwidth. The spot noise voltage at
a filter output is given by , where  is the mean-square noise output voltage and Bn is the
filter noise bandwidth. The spot noise voltage at the filter input is obtained by dividing the output voltage
by Avo, where Avo is the maximum value of �Av(f )�.

A filter that is often used for spot noise measurements is a second-order bandpass filter. The noise
bandwidth is given by Bn = pB3/2, where B3 is the –3 dB bandwidth. A single-pole high-pass filter having
a pole frequency f1 cascaded with a single-pole low-pass filter having a pole frequency f2 is a special case
of bandpass filter having two real poles. Its noise bandwidth is given by Bn = p(f1 + f2)/2. The –3 dB
bandwidth in this case is f1 + f2, not f2 – f1.

18.14 Addition of Noise Voltages

Consider the instantaneous voltage v = vn + inR, where vn is a noise voltage and in is a noise current. The
mean-square voltage is calculated as follows:

(18.18)

where r is the correlation coefficient defined by:

(18.19)

For the case r = 0, the sources are said to be uncorrelated or independent. It can be shown that –1 £ r £ 1.
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Noise Measurement 18-7

In ac circuit analysis, noise signals are often represented by phasors. The square magnitude of the
phasor represents the mean-square value at the frequency of analysis. Consider the phasor voltage V =
Vn + In Z, where Vn is a noise phasor voltage, In is a noise phasor current, and Z = R + jX is a complex
impedance. The mean-square voltage is given by:

(18.20)

where the * denotes the complex conjugate and g is the complex correlation coefficient defined by:

(18.21)

It can be shown that �g� £ 1.
Noise equations derived by phasor analysis can be converted easily into equations for real signals.

However, the procedure generally cannot be done in reverse. For this reason, noise formulas derived by
phasor analysis are the more general form.

18.15 Correlation Impedance and Admittance

The correlation impedance Zg and correlation admittance Yg between a noise phasor voltage Vn and a noise
phasor current In are defined by [8]:

(18.22)

(18.23)

where  is the mean-square value of Vn,  is the mean-square value of In, and g is the complex correlation
coefficient between Vn and In. With these definitions, it follows that Vn In* =  Zg =  Yg*.

18.16 The vn – in Amplifier Noise Model

The noise generated by an amplifier can be modeled by referring all internal noise sources to the input
[1–7], [11]. In order for the noise sources to be independent of the source impedance, two sources are
required — a series voltage source and a shunt current source. In general, the sources are correlated.

s s s s

impedance, Vts is the thermal noise voltage generated by Rs, Av = Vo /Vi is the complex voltage gain, and
Zi is the input impedance. The output voltage is given by:

(18.24)

The equivalent noise input voltage is the voltage in series with Vs that generates the same noise voltage at
the output as all noise sources in the circuit. It is given by Vni = Vts + Vn + InZs. The mean-square value is:
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Figure 18.1 shows the amplifier noise model, where V  is the source voltage, Z  = R  + jX  is the source
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(18.25)

where Bn is the amplifier noise bandwidth and g is the complex correlation between Vn and In. For �Zs�
very small,  �  and g is not important. Similarly, for �Zs� very large,  �  �Zs�2 and g is again not
important.

When the source is represented by a Norton equivalent consisting of a source current is in parallel
with a source admittance Ys = Gs + jBs, the noise referred to the input must be represented by an equivalent
noise input current. The mean-square value is given by:

(18.26)

18.17 Measuring , , and 

For a given Zs, the mean-square equivalent noise input voltage can be measured by setting Vs = 0 and
measuring the mean-square noise output voltage . It follows that  is given by:

(18.27)

To measure  and ,  is measured with Zs = 0 and with Zs replaced by a large-value resistor. It follows

that  and  are then given by:

(18.28)

(18.29)

18.18 Noise Temperature

The internal noise generated by an amplifier can be expressed as an equivalent input-termination noise
temperature [12]. This is the temperature of the source resistance that generates a thermal noise voltage
equal to the internal noise generated in the amplifier when referred to the input. The noise temperature
Tn is given by:

FIGURE 18.1  Amplifier vn – in noise model.
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Noise Measurement 18-9

(18.30)

where  is the mean-square equivalent input noise voltage in the band Bn, Rs is the real part of the
source output impedance, and T is the temperature of Rs.

18.19 Noise Reduction with a Transformer

transformer turns ratio, R1 the primary resistance, and R2 the secondary resistance. The equivalent noise
input voltage in series with the source voltage Vs has the mean-square value:

(18.31)

In general, R2/R1 µ n, which makes it difficult to specify the value of n that minimizes . For R1 + R2/n2 �
�Zs�, it is minimized when:

(18.32)

18.20 The Signal-to-Noise Ratio

The signal-to-noise ratio of an amplifier is defined by:

(18.33)

where  is the mean-square signal output voltage and  is the mean-square noise output voltage. The
SNR is often expressed in dB with the equation SNR=10log ( / ). In measuring the SNR, a filter
should be used to limit the bandwidth of the output noise to the signal bandwidth of interest. An
alternative definition of the SNR that is useful in making calculations is:

(18.34)

where  is the mean-square signal input voltage and  is the mean-square equivalent noise input voltage.

18.21 Noise Factor and Noise Figure

The noise factor F of an amplifier is defined by [1–8]:

(18.35)
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Let a transformer be connected between the source and the amplifier in Figure 18.1. Let n be the
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where  is the mean-square noise output voltage with the source voltage zeroed and  is the mean-
square noise output voltage considering the only source of noise to be the thermal noise generated by
the source resistance Rs. The noise figure is the noise factor expressed in dB and is given by:

(18.36)

For the vn – in amplifier noise model, the noise factor is given by:

(18.37)

where Bn is the amplifier noise bandwidth. The value of Zs that minimizes the noise figure is called the
optimum source impedance and is given by:

(18.38)

where gi = Im (g). The corresponding value of F is denoted by F0 and is given by:

(18.39)

It follows that F can be expressed in terms of F0 as follows:

(18.40)

where Gn is the noise conductance of In and Rns is the noise resistance of the source. These are given by:

(18.41)

(18.42)

When the source is represented by a Norton equivalent consisting of a source current is in parallel
with a source admittance Ys = Gs + jBs, the optimum source admittance is given by:

(18.43)

which is the reciprocal of Zso. The noise factor can be written as:

(18.44)

where Rn is the noise resistance of Vn and Gns is the noise conductance of the source. These are given by:
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(18.45)

(18.46)

18.22 Noise Factor Measurement

The noise factor can be measured with a calibrated white noise source driving the amplifier. The source
output impedance must equal the value of Zs for which F is to be measured. The source temperature
must be the standard temperature T0. First, measure the amplifier noise output voltage over the band of

of this voltage is given by:

(18.47)

The source noise voltage is then increased until the output voltage increases by a factor r. The new mean
square output voltage can be written as:

(18.48)

where Sv( f ) is the open-circuit voltage spectral density of the white noise source.
The above two equations can be solved for F to obtain:

(18.49)

A common value for r is . The gain and noise bandwidth of the amplifier are not needed for the
calculation. If a resistive voltage divider is used between the noise source and the amplifier to attenuate
the input signal, the source spectral density Ss(f ) is calculated or measured at the attenuator output with
it disconnected from the amplifier input.

If the noise bandwidth of the amplifier is known, its noise factor can be determined by measuring the
mean-square noise output voltage  with the source voltage set to zero. The noise factor is given by:

(18.50)

This expression is often used with Bn = pB3/2, where B3 is the –3 dB bandwidth. Unless the amplifier has
a first-order low-pass or a second-order bandpass frequency response characteristic, this is only an
approximation.

18.23 The Junction Diode Noise Model

When forward biased, a diode generates both shot noise and flicker noise [1–7]. The noise is modeled
by a parallel current source having the mean-square value:

R
v

kT Bn
n

n

=
2

04

G
i

kT B

TG

Tns
ts

n

s= =
2

0 04

v
A Z

Z Z
kT R B v v i Z i Zno1

vo i

s i
s n n n n s n s

2

2

0
2 2 2 2 2

4 2=
+

+ + ( ) +È
ÎÍ

ù
ûú

*Re g

r v
A Z

Z Z
S f kT R B v v i Z i Z2 2

2

0
2 2 2 2 2

4 2no1
vo i

s i
v s n n n n s n s=

+
( ) +( ) + + ( ) +È

ÎÍ
ù
ûú

*Re g

F
S f

r kT R
= ( )

-( )
s

s
2

01 4

2

vno
2

F
Z

Z

v

kT R B A
= +1

4

2
2

0
2

s

i

no

s n vo

1733 FrameBook  Page 11  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

interest with the source voltage set to zero. For the amplifier model of Figure 18.1, the mean-square value



18-12 Electrical Measurement, Signal Processing, and Displays

(18.51)

where I is the dc diode current. A plot of  vs. f for a constant Df exhibits a slope of –10 dB/decade for
low frequencies and a slope of zero for higher frequencies.

Diodes are often used as noise sources in circuits. Specially processed zener diodes are marketed as
solid-state noise diodes. The noise mechanism in these is called avalanche noise, which is associated with
the diode reverse breakdown current. For a given breakdown current, avalanche noise is much greater
than shot noise in the same current.

18.24 The BJT Noise Model

Figure 18.2(a) shows the BJT noise model [1–7]. The base spreading resistance rx is modeled as an external
resistor; vtx is the thermal noise generated by rx; ishb, and ifb, respectively, are the shot noise and flicker
noise in the base bias current IB; and ishc is the shot noise in the collector bias current IC. The sources
have the mean-square values of:

(18.52)

(18.53)

(18.54)

(18.55)

Let the resistances to signal ground seen looking out of the base and the emitter, respectively, be
denoted by R1 and R2. The mean-square equivalent noise input voltages in series with the base or the
emitter that generates the same collector noise current is given by:

(18.56)

FIGURE 18.2  (a) BJT noise model. (b) BJT vn – in noise model.
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At frequencies where flicker noise can be neglected, the value of IC that minimizes  is called the optimum
collector current. It is given by:

(18.57)

The corresponding value of  is given by:

(18.58)

If N identical BJTs that are identically biased are connected in parallel, the equivalent noise input
voltage is given by Equation 18.56 with rx replaced with rx /N, IB replaced with NIB, and IC replaced with
NIC. In this case, R1 and R2, respectively, are the resistances to signal ground seen looking out of the
parallel connected bases and the parallel connected emitters. For N fixed, the value of IC that minimizes

 is given by Equation 18.57 with R1 replaced with NR1 and R2 replaced with NR2. The corresponding
value of  is given by Equation 18.58 with rx replaced with rx /N. It follows that parallel connection
of BJTs can be used to reduce the thermal noise of rx, provided the devices are optimally biased.

n n x

noise is included in vn. The mean-square values of vn and in and the correlation coefficient are given by:

(18.59)

(18.60)

(18.61)

where b = IC /IB is the current gain. An alternative model puts rx inside the BJT. For this model, the
expressions for in and r are more complicated than the ones given here.

n n

formulae that are derived for this model are applied to the BJT model of Figure 18.2(b), the formulae
must be modified to account for the noiseless rx. For the common-emitter amplifier, for example, the
source resistance Rs would be replaced in the expression for  by Rs + rx in all occurrences except in
terms that represent the thermal noise of Rs .

The value of the base spreading resistance rx depends on the method used to measure it. For noise
calculations, rx should be measured with a noise technique. A test circuit for measuring rx is shown in

E C

(18.62)

(18.63)

where a = b/(1 + b). Capacitors C1 and C2 should satisfy C1 � IE/(2pfVT) and C2 � 1/(2pfRC), where f
is the lowest frequency of interest. To minimize the noise contributed by RC, RF, and the op-amp, a low-
noise op-amp should be used and RF should be much larger than RC. The power supply rails must be
properly decoupled to minimize power supply noise.
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The BJT v  – i  noise model is given in Figure 18.2(b), where r  is a noiseless resistor, for its thermal

The v  – i  noise model of Figure 18.1 does not have a noiseless resistor in series with its input. Before

Figure 18.3. The emitter bias current I  and the collector bias voltage V  are given by:
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To prevent flicker noise from affecting the data, the op-amp output voltage must be measured over a
noise bandwidth where the spectral density is white. Denote the mean-square op-amp output voltage
over the band Bn with the BJT in the circuit by . Denote the mean-square voltage over the band Bn

with the BJT removed by . The base spreading resistance rx can be obtained by solving:

(18.64)

Where:

(18.65)

The test circuit of Figure 18.3 can be used to measure the flicker noise coefficient Kf and the flicker
noise exponent m. The plot of (  – ) vs. frequency for a constant noise bandwidth Df must be
obtained, e.g., with a signal analyzer. In the white noise range, the slope of the plot is zero. In the flicker
noise range, the slope is –10 dB per decade. The lower frequency at which (  – ) is 3 dB greater
than its value in the white noise range is the flicker noise corner frequency ff . It can be shown that:

(18.66)

FIGURE 18.3  Test circuit for measuring rx of a BJT.

FIGURE 18.4  (a) FET noise model. (b) FET vn noise model.
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By repeating the measurements for at least two values of IC, this equation can be used to solve for both
Kf and m. Unless IC is large, the rx /b term can usually be neglected compared to the VT /IC term. The
value of the flicker noise exponent is usually in the range 1 < m < 3, but is often taken as unity. If it is
assumed that m = 1, the value of Kf can be calculated by making the measurements with only one value
of IC.

18.25 The FET Noise Model

td is the channel thermal noise current
and ifd is the channel flicker noise current [1–7]. The mean-square values of these currents are given by:

(18.67)

(18.68)

where K is the transconductance parameter, gm = 2  is the transconductance, L is the effective length
of the channel, and Cox is the gate oxide capacitance per unit area.

Let the resistances to signal ground seen looking out of the gate and the source, respectively, be denoted
by R1 and R2. The mean-square equivalent noise input voltage in series with either the gate or the source
that generates the same drain noise current is given by:

(18.69)

where it is assumed that the MOSFET bulk is connected to its source in the ac circuit. If N identical
MOSFETs that are identically biased are connected in parallel, the equivalent noise input voltage is given
by Equation 18.69 with the exception that the second and third terms are divided by N.

The noise sources in Figure 18.4(a) can be reflected into a single source in series with the gate. The
circuit is shown in Figure 18.4(b). The mean-square value of vn is given by:

FIGURE 18.5  Op-amp noise models.
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Figure 18.4(a) shows the MOSFET noise equivalent circuit, where i
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(18.70)

f

On a plot of (  – ) as a function of frequency for a constant noise bandwidth, the flicker noise
corner frequency ff is the lower frequency at which (  – ) is up 3 dB above the white noise level. A
signal analyzer can be used to display this plot. The flicker noise coefficient is given by:

(18.71)

The MOSFET circuits and equations also apply to the junction FET with the exception that the L2 and
Cox terms are omitted from the formulae. This assumes that the junction FET gate-to-channel junction
is reverse biased, which is the usual case. Otherwise, shot noise in the gate current must be modeled.

18.26 Operational Amplifier Noise Models

Variations of the vn – in amplifier noise model are used in specifying op-amp noise performance. The

n

with either input [4, 6]. In general, the sources in each model are correlated. In making calculations that
use specified op-amp noise data, it is important to use the noise model for which the data apply.

18.27 Photodiode Detector Noise Model

an incident light signal causes a signal current to flow in the diode. The diode small-signal noise model
is shown in Figure 18.6(b), where is is the signal current (proportional to the incident light intensity), in

is the diode noise current, rd is the small-signal resistance of the reverse-biased junction, cd is the small-
signal junction capacitance, rc is the cell resistance (typically <50 W), and vtc is the thermal noise voltage
generated by rc . The noise current in consists of three components: shot noise ish, flicker noise if , and
carrier generation–recombination noise igr . The first three have the mean-square values:

(18.72)

(18.73)

(18.74)

where ID is the reverse-biased diode current. The carrier generation–recombination noise has a white
spectral density up to a frequency determined by the carrier lifetime. Because the detector has a large
output resistance, it should be used with amplifiers that exhibit a low input current noise.

18.28 Piezoelectric Transducer Noise Model

electric voltage when a mechanical force is applied between two of its surfaces. An approximate equivalent
circuit that is valid for frequencies near the transducer mechanical resonance is shown in Figure 18.7(b).
In this circuit, Ce represents the transducer electric capacitance, while Cs, Ls, and Rs are chosen to have
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The FET flicker noise coefficient K  can be measured by replacing the BJT in Figure 18.3 with the FET.

three most common models are given in Figure 18.5. In Figures 18.5(b) and (c), v  can be placed in series

Figure 18.6(a) shows the circuit symbol of a photodiode detector [4]. When reverse biased by a dc source,

Figure 18.7(a) shows the circuit symbol of a piezoelectric transducer [4]. This transducer generates an
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a resonant frequency and quality factor numerically equal to those of the transducer mechanical reso-
nance. The source vs represents the signal voltage, which is proportional to the applied force. The source
vts represents the thermal noise generated by Rs. It has a mean-square value of:

(18.75)

This noise component is negligible in most applications.
The piezoelectric transducer has two resonant frequencies: a short-circuit resonant frequency fsc and

an open-circuit resonant frequency foc given by:

(18.76)

(18.77)

FIGURE 18.6  (a) Photodiode symbol. (b) Small-signal noise model of photodiode.

FIGURE 18.7  (a) Piezoelectric transducer symbol. (b) Noise model of piezoelectric transducer.
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where C1 = CsCe /(Cs + Ce). It is normally operated at the open-circuit resonant frequency where the
transducer output impedance is very high. For this reason, it is should be used with amplifiers that exhibit
a low input current noise.

18.29 Parametric Amplifiers

A parametric amplifier is an amplifier that uses a time varying reactance to produce amplification [13].
In low-noise microwave parametric amplifiers, a reverse biased pn junction diode is used to realize a
variable capacitance. Such diodes are called varactors, for variable reactance. The depletion capacitance
of the reverse-biased junction is varied by simultaneously applying a signal current and a pump current
at different frequencies. The nonlinear capacitance causes frequency mixing to occur between the signal
frequency and the pump frequency. When the power generated by the frequency mixing exceeds the
signal input power, the diode appears to have a negative resistance and signal amplification occurs. The
only noise that is generated is the thermal noise of the effective series resistance of the diode, which is
very small.

Figure 18.8 shows a block diagram of a typical parametric amplifier. The varactor diode is placed in
a resonant cavity. A circulator is used to isolate the diode from the input and output circuits. A pump
signal is applied to the diode to cause its capacitance to vary at the pump frequency. The filter isolates
the pump signal from the output circuit. The idler circuit is a resonant cavity that is coupled to the diode
cavity to reduce the phase sensitivity. Let the signal frequency be fs, the pump frequency be fp, and the
resonant frequency of the idler cavity be fi. In cases where fp = fs + fi , the varying capacitance of the diode
looks like a negative resistance and the signal is amplified. If fi = fs, the amplifier is called a degenerate
amplifier. This is the simplest form of the parametric amplifier and it requires the lowest pump frequency
and power to operate. For the nondegenerate amplifier, fp > 2fs . In both cases, the input and the output
are at the same frequency. In the up-converter amplifier, fp = fi – fs and fp > 2fs . In this case, the varying
capacitance of the diode looks like a positive resistance and the signal frequency output is not amplified.
However, there is an output at the idler frequency that is amplified. Thus, the output frequency is higher
than the input frequency. The conversion gain can be as high as the ratio of the output frequency to the
input frequency.

FIGURE 18.8  Block diagram of a typical parametric amplifier.
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18.30 Measuring Noise

A typical setup for measuring noise is shown in Figure 18.9. To prevent measurement errors caused by
signals coupling in through the ground and power supply leads, the circuit under test and the test set
must be properly grounded and good power supply decoupling must be used [6]. For measurement
schemes requiring a sine-wave source, an internally shielded oscillator is preferred over a function
generator. This is because function generators can introduce errors caused by radiated signals and signals
coupled through the ground system.

When making measurements on a high-gain circuit, the input signal must often be attenuated. Atten-
uators that are built into sources might not be adequately shielded, so that errors can be introduced by
radiated signals. These problems can be minimized if a shielded external attenuator is used between the
source and the circuit under test. Such an attenuator is illustrated in Figure 18.9. When a high attenuation
is required, a multi-stage attenuator is preferred. For proper frequency response, the attenuator might
require frequency compensation [4]. Unless the load impedance on the attenuator is large compared to
its output impedance, both the attenuation and the frequency compensation can be a function of the
load impedance.

Figure 18.9 shows a source impedance Zs in series with the input to the circuit under test. This
impedance is in series with the output impedance of the attenuator. It must be chosen so that the circuit
under test has the desired source impedance termination for the noise measurements.

Because noise signals are small, a low-noise amplifier is often required to boost the noise level
sufficiently so that it can be measured. Such an amplifier is shown in Figure 18.9. The noise generated
by the amplifier will add to the measured noise. To correct for this, first measure the mean-square noise
voltage with the amplifier input terminated in the output impedance of the circuit under test. Then
subtract this from the measured mean-square noise voltage with the circuit under test driving the
amplifier. The difference is the mean-square noise due to the circuit. Ideally, the amplifier should have
no effect on the measured noise.

The noise voltage over a band can be measured with either a spectrum analyzer or with a filter having
a known noise bandwidth and a voltmeter. The noise can be referred to the input of the circuit under
test by dividing by the total gain between its input and the measuring device. The measuring voltmeter

FIGURE 18.9  Noise measuring setup.
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should have a bandwidth that is at least 10 times the noise bandwidth of the filter. The voltmeter crest
factor is the ratio of the peak input voltage to the full-scale rms meter reading at which the internal meter
circuits overload. For a sine-wave signal, the minimum voltmeter crest factor is . For noise measure-
ments, a higher crest factor is required. For gaussian noise, a crest factor of 3 gives an error less than
1.5%. A crest factor of 4 gives an error less than 0.5%. To avoid overload on noise peaks caused by an
inadequate crest factor, measurements should be made on the lower one-third to one-half of the voltmeter
scale.

A true rms voltmeter is preferred over one that responds to the average rectified value of the input voltage
but is calibrated to read rms. When the latter type of voltmeter is used to measure noise, the reading will
be low. For gaussian noise, the reading can be corrected by multiplying the measured voltage by 1.13. Noise
voltages measured with a spectrum analyzer must also be corrected by the same factor if the spectrum
analyzer responds to the average rectified value of the input voltage but is calibrated to read rms.

Noise measurements with a spectrum analyzer require a knowledge of the noise bandwidth of the
instrument. For a conventional analyzer, the bandwidth is proportional to frequency. When white noise
is analyzed, the display exhibits a slope of +10 dB per decade. However, the measured voltage level at
any frequency divided by the square root of the noise bandwidth of the analyzer is a constant equal to
the spot-noise value of the input voltage at that frequency. Bandpass filters that have a bandwidth
proportional to the center frequency are called constant-Q filters. For a second-order constant-Q filter,
the noise bandwidth is given by Bn = pf0 /2Q, where f0 is the center frequency and Q is the quality factor.
The latter is given by Q = f0 /B3, where B3 is the –3 dB bandwidth. These equations are often used to
estimate the noise bandwidth of bandpass filters that are not second order.

A second type of spectrum analyzer is called a signal analyzer. Such an instrument uses digital signal
processing techniques to calculate the spectrum of the input signal as a discrete Fourier transform. The
noise bandwidth of these instruments is a constant so that the display exhibits a slope of zero when white
noise is the input signal.

Fairly accurate rms noise measurements can be made with an oscilloscope. A filter should be used to
limit the noise bandwidth at its input. Although the procedure is subjective, the rms voltage can be estimated
by dividing the observed peak-to-peak voltage by 6 [4]. One of the advantages of using the oscilloscope is
that nonrandom noise that can affect the measurements can be identified, e.g., a 60 Hz hum signal.

Another oscilloscope method is to display the noise simultaneously on both inputs of a dual-channel
oscilloscope that is set in the dual-sweep mode. The two channels must be identically calibrated and the
sweep rate must be set low enough so that the displayed traces appear as bands. The vertical offset between
the two bands is adjusted until the dark area between them just disappears. The rms noise voltage is then
measured by grounding the two inputs and reading the vertical offset between the traces.

Defining Terms

Burst noise: Noise caused by a metallic impurity in a pn junction that sounds like corn popping when
amplified and reproduced by a loudspeaker. Also called popcorn noise.

Crest factor: The ratio of the peak value to the rms value.
Equivalent noise input current: The noise current in parallel with an amplifier input that generates the

same noise voltage at its output as all noise sources in the amplifier.
Equivalent noise input voltage: The noise voltage in series with an amplifier input that generates the

same noise voltage at its output as all noise sources in the amplifier.
Equivalent noise resistance (conductance): The value of a resistor (conductance) at the standard tem-

perature T0 = 290 K that generates the same mean-square noise voltage (current) as a source.
Excess noise: Flicker noise in resistors.
Flicker noise: Noise generated by the imperfect contact between two conducting materials causing the

conductivity to fluctuate in the presence of a dc current. Also called contact noise, 1/f noise, and
pink noise.

2
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Generation–recombination noise: Noise generated in a semiconductor by the random fluctuation of
free carrier densities caused by spontaneous fluctuations in the generation, recombination, and
trapping rates.

Noise bandwidth: The bandwidth of an ideal filter having a constant passband gain that passes the same
rms noise voltage as a filter, where the input signal is white noise.

Noise factor: The ratio of the mean-square noise voltage at an amplifier output to the mean-square noise
voltage at the amplifier output considering the thermal noise of the input termination to be the
only source of noise.

Noise figure: The noise factor expressed in dB.
Noise index: The number of mA of excess noise current in each decade of frequency per A of dc current

through a resistor. Also, the number of mV of excess noise voltage in each decade of frequency per
V of dc voltage across a resistor.

Noise temperature: The internal noise generated by an amplifier expressed as an equivalent input-
termination noise temperature.

Nyquist formula: Expression for the mean-square thermal noise voltage generated by a resistor.
Optimum source impedance (admittance): The complex source impedance (admittance) that minimizes

the noise factor.
Parametric amplifier: An amplifier that uses a time-varying reactance to produce amplification.
Partition noise: Noise generated by the statistical process of partition when the charge carriers in a

current have the possibility of dividing between two or more paths.
Shot noise: Noise caused by the random emission of electrons and by the random passage of charge

carriers across potential barriers.
Schottky formula: Expression for the mean-square shot noise current.
Signal-to-noise ratio: The ratio of the mean-square signal voltage to the mean-square noise voltage at

an amplifier output.
Spectral density: The mean-square value per unit bandwidth of a noise signal.
Spot noise: The rms noise in a band, divided by the square root of the noise bandwidth.
Thermal noise: Noise generated by the random collision of charge carriers with a lattice under conditions

of thermal equilibrium. Also called Johnson noise.
Varactor diode: A diode used as a variable capacitance.
Voltmeter crest factor: The ratio of the peak input voltage to the full-scale rms meter reading at which

the internal meter circuits overload.
White noise: Noise that has a spectral density that is flat, i.e., not a function of frequency.
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Microwave measurements cover the frequency range from 0.5 GHz to about 20 GHz. Frequencies from
30 GHz to 300 GHz are often referred to as mm-waves. In the following, the most important measure-
ments are described.

 

19.1 Power Measurement

 

Exact microwave power measurement is in demand for development, fabrication, and installation of
modern telecommunication networks. It is essential for attenuation, insertion, and return loss measure-
ments, as well as for noise measurement and six-port network analysis. This chapter gives a brief overview
about the basics of microwave power measurement. Detailed information about this subject can be found
in [1–4]. Power detectors usually consist of a sensor that transfers the microwave signal into a dc or low-
frequency signal and a power meter to read out the measured power levels. The sensor includes a load

First, several power definitions need to be clarified:

•

 

Conjugate available power 

 

(

 

P

 

CA

 

): The maximum available power a signal generator can transmit.
This power is delivered by the generator if the load impedance is equal to the complex conjugate
of the generator’s source impedance. Since measurement techniques often require different lengths
of waveguides or coaxial lines, the conjugate available power can be achieved only by tuning.

•

 

Z

 

0

 

 

 

Available power 

 

(

 

P

 

Z0

 

): The power that is transferred via a coaxial line of characteristic impedance

 

Z

 

0

 

 into a load impedance 

 

Z

 

L

 

 equal to 

 

Z

 

0

 

, while the generator has the impedance 

 

Z

 

G

 

. Consequently,
the available power level is reduced due to generator mismatch: 
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Z0

 

 = 

 

P

 

CA
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impedance for the microwave source (Figure 19.1).
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the reflection coefficient of the generator. Figure 19.2 shows the relationships between 

 

P

 

CA

 

, 

 

P

 

Z0

 

,
and the maximum and minimum power levels that can be measured in the load of a power sensor.

•

 

Average power 

 

(

 

P

 

av

 

): The result of an averaging over many periods of the lowest modulation
frequency of a modulated signal 

 

P

 

(

 

t

 

) (Figure 19.3).

 

FIGURE 19.1  

 

Setup of a power measurement in load configuration.

 

FIGURE 19.2  

 

Relationships between conjugate power 

 

P

 

CA

 

, 

 

Z

 

0

 

 available power 

 

P

 

Z0

 

, and the power levels available in
the load of the power sensor.

 

FIGURE 19.3  

 

Power definitions for modulated signals.
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•

 

Envelope power 

 

(

 

P

 

e

 

(

 

t

 

)): The power averaged over the period of the carrier frequency.

•

 

Peak envelope power 

 

(PEP): The maximum of 

 

P

 

e

 

(

 

t

 

).

•

 

Pulse power 

 

(

 

P

 

P

 

): Defined for pulsed signals. If the pulse width 

 

t

 

 and the repetition frequency 1/

 

T

 

is known, 

 

P

 

P

 

 is given by the measured average power:

 

Measurement Errors and Uncertainties

 

Measurement errors occur due to mismatch as well as inside the power sensor and in the power meter.
After correcting for these errors, the measurement uncertainties remain. Typically 75% of the total
uncertainty belongs to mismatch and the smallest part is due to the power meter. The uncertainties and
errors can be power dependent, frequency dependent, or independent of both. Of course, the 

 

total
uncertainty 

 

must be calculated from the different uncertainties 

 

u

 

i

 

 as the root-sum-of-the-squares: rss =
, provided that the errors are all independent. A pessimistic error definition is the 

 

worst-case
uncertainty, 

 

which simply sums up all extreme values of the independent errors.

 

Mismatch errors 

 

occur due to the fact that neither the generator (G), the line, nor the load (L) exhibit
exactly the characteristic impedance 

 

Z

 

0

 

. Using the modulus of the reflection coefficient 

 

�

 

G

 

�

 

,

 

 the available
power of the generator 

 

P

 

G

 

 can be expressed as [3]:

(19.1)

The reflection coefficients can also be expressed in terms of the voltage standing wave ratio (VSWR):

(19.2)

As mentioned, the knowledge of 

 

Z

 

0

 

 available power 

 

P

 

Z0

 

 is sufficient in most applications. Then the
ratio between the 

 

Z

 

0

 

 available power and the absorbed power is given by:

(19.3)

where the subscripts “i” and “r” denote the incident and reflected power, respectively. Expressing
Equation 19.3 in dB gives the 

 

Z

 

0

 

 

 

mismatch loss 

 

while the term –10 log(1 – 

 

�

 

G

 

L

 

�

 

2

 

) is called the 

 

mismatch
loss, 

 

which accounts for reflected power from the load only.
Since the reflection coefficients are seldomly known completely but only their magnitudes are known,

a 

 

mismatch uncertainty 

 

is defined as:

(19.4)

 

Conversion errors 

 

are due to the specific characteristics of the individual power sensor. The conversion
efficiency is frequently dependent and a 

 

calibration factor 

 

(CF) is defined for each power detector:

(19.5)
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u

   

i

  

effective efficiency 

 

h

 

e

 

 is used:

(19.6)

Both quantities are related via the reflection coefficient of the load of the power sensor:

(19.7)

The calibration factor is used to correct for efficiency loss and it also accounts for the mismatch loss.
Still a remaining 

 

calibration factor uncertainty 

 

has to be taken into account. It is specified for each sensor.
The calibration data are usually traceable to a national bureau of standards. Power sensors under test
can be compared to the standards using high directivity couplers or power splitters [2].

The next described errors are due to the electronics inside the power meter.
Some power meters exhibit an internal reference oscillator to verify and adjust for the sensitivity of

the diode or thermocouple sensor. The 

 

reference power uncertainty 

 

is specified by the manufacturer.
Since this reference has its own reflection coefficient, it is related to a 

 

reference oscillator mismatch
uncertainty.

Instrumentation uncertainty 

 

depends on the circuit limitations of the power meter and is specified
by the manufacturer.

The ±

 

1 Count Error 

 

is for digital output and can be expressed by the relative power reading of the
last significant digit.

Autozero can be used on all measurement ranges. Zero-setting immediately prior to the measurement
can reduce 

 

drift errors 

 

when measuring in the lower ranges. Still, 

 

zero set errors 

 

remain due to noise
during the zero-setting operation. This error can be very serious for measurement of low power levels
[5]. 

 

Zero carryover 

 

is caused by ADC quantization errors in the zero readings for all measurement ranges
except the most sensitive one. ADC quantization also causes a 

 

power quantization error. 

 

If very low
power levels have to be measured, averaging can reduce random noise at the expense of measurement
speed.

 

Power Sensors

 

A large variety of power sensors is available for the frequency range from dc up to 110 GHz and for
minimum detectable power levels as low as 100 pW. The sensors differ in measurement principle and
hence the correct choice depends on the application. A detailed description of power sensors is given in
[2, 3]. Thermal sensors transform the absorbed microwave power into heat that is measured with
temperature-sensitive elements:

•

 

Calorimeters 

 

measure the heat absorbed in a fluid (e.g., water) of well-known specific heat.
Applying the substitution principle, their precision can be enhanced. Because of their high stability,
they are used in the National Institute of Standards. The manufacturer usually references the
sensors to these standards.

•

 

Bolometers 

 

and 

 

thermistors 

 

[3] make use of the temperature-dependent resistivity change of a
resistive load, which is highly nonlinear. Hence, dc power substitution is used to keep the load at
constant temperature. The substituted dc power is the measurement. Self-balancing bridges are
used for this purpose but need careful ambient temperature compensation. The effective efficiency
of bolometers is known very exactly. However, they have only relatively small dynamic range
(typical 10 

 

m

 

W to 10 mW). Currently, liquid nitrogen-cooled, high-temperature superconducting
bolometers with extremely high sensitivity of several thousands volts per watt are used [6]. A
comprehensive overview of bolometers is given in [7].
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• Thermocouple sensors are based on microwave power conversion into heat via a matched load
impedance. Its temperature is controlled by thermocouples utilizing the thermoelectric effect in
thin films or semiconductors [8]. One has to distinguish between realizations where the thermo-
couple itself represents the load impedance [3] and galvanically decoupled thermocouples [9].
The main advantages of the latter sensors are the better flatness of the response from dc to
microwave and a lower VSWR. The design of such sensors is simple and a silicon micromachining
technique can be applied to enhance the sensitivity [10]. The lowest measurable power levels are
1 mW.

Thermal sensors are well-suited to absolute power measurement, especially with respect to their high
linearity. Their drawback is the relatively long response time (>10 ms), which limits these sensors to the
measurement of average power. The high speed of Schottky diodes predestines them for the measurement
of peak power, envelope power, and peak envelope power.

• Diode sensors consist of Schottky barrier diodes that are zero-biased and work in the square-law
part of their I–V characteristics. For low power levels (<–20 dBm), these devices are very linear
in response and measure the average power correctly. Still, diode sensors exhibit nonquadratic
contributions [11], which can be important to account for when accurate measurement is required.
Minimum detectable power is –70 dBm where the signal level is of the order of 50 nV and requires
sophisticated amplification. The diode sensor is part of the sensors described below.

• Peak power sensors are specially designed for peak power measurements and account for measure-
ment errors due to waveform and power level, although any diode detector can be used for this
purpose if the peak voltages are £1 V.

• Peak envelope analyzers are designed to detect the envelope power. This is not possible with a
simple diode sensor because the electronic setup of the diode must be different.

• Feedthrough power sensors are used to measure microwave power in transmission configuration.
They have minor losses of approximately 0.5 dB and a limited bandwidth of typically 0.1 GHz to
1 GHz. The limiting device in these systems is a directional coupler with power splitters. Such a
measurement can also be implemented with discrete elements. The characteristic figure of merit
of these devices is the directivity (aD), relating the read incident power Pi to the read reflected
power Pr in case of reflection free load (GL = 0):

(19.8)

The directivity should be as high as possible.
The above power sensors are discrete devices. The maturity in microwave monolithic integrated circuit

(MMIC) design and fabrication allows the integrated realization of diode power sensors; for example,
in an integrated six-port reflectometer [12]. Activities to fabricate thermal power sensors integrable to
MMIC-typical processes [13] can presently be implemented on commercial processes, such as the Philips
Lemeill HEMT processes with additional postmicromachining [14].

Commercially Available Power Measurement Systems

All power meters have GPIB interfaces for easy use in automated measurement.

19.2 Frequency Measurement

Frequency measurement in the microwave regime is usually part of a more complex measurement
procedure, for example, determining the scattering parameters and filter characteristics of a DUT. If one

a
P
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i

r
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A collection of different power sensors and corresponding measurement units is shown in Table 19.1.
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TABLE 19.1 Available Commercial Power Sensors and Power Meters

Power sensor
*Power meter Frequency range

~Price
Supplier Dynamic range VSWR Remark $U.S.

Power Sensors in Matched Load Configuration and Related Power Meter

Hewlett-Packard HP8478B 10 MHz–18 GHz 1.1–1.75 Thermistor
Rohde & Schwarz NRV-Z52 Dc–26.5 GHz 1 mW–100 mW 1.11–1.22 Thermocouple, up to 30 W available 1790
Marconi 6913/6914S 10 MHz–26.5/46 GHz 1 mW–100 mW 1.1–1.4/3.6 Thermocouple, up to 3 W available 3000/3900
Boonton 51100(9E) 10 MHz–18 GHz 10 mW–100 mW 1.18–1.28 Thermocouple
Hewlett-Packard HP8485A 50 MHz–26.5 GHz 1 mW–100 mW 1.10–1.25 Thermocouple

HP8487A 50 MHz–50 GHz 1 mW–100 mW 1.10–1.50 Thermocouple
HPR/Q/W8486A 26.5–40/33–50/75–110 GHz 1 mW–100 mW 1.4/1.5/1.08 Rectangular waveguide, thermocouple

Rohde & Schwarz NRV-Z6 50 MHz–26.5 GHz 1 nW–20 mW 1.2–1.4 Diode 1980
Marconi 6923/6924S 10 MHz–26.5/46 GHz 0.1 nW/0.1 mW–10 mW 1.12–1.5/3.6 Diode 4300/5000
Hewlett-Packard HP8487D 50 MHz–50 GHz 0.1 nW–10 mW 1.15–1.89 Diode
Rohde & Schwarz *NRVS/D Dc–26.5 GHz 0.4 nW–30 W One/two channel 2710/5290
Boonton *4230A 10 kHz–100 GHz 0.1 nW–25 W
Marconi *6960B 30 kHz–46 GHz 0.1 nW–30 W 6900

*6970 30 kHz–46 GHz 0.1 nW–30 W Hand portable 3800
Hewlett-Packard *HP437B 100 kHz–110 GHz 0.07 nW–25 W

Power Analyzer

Hewlett-Packard HP84812/13/14A 500 MHz–18/26.5/40 GHz 0.6 mW–100 mW 1.25–1.60 Resolution 100 ps
*HP8991A 500 MHz–40 GHz 0.5 mW–100 mW Rise/fall time 5 ns

Peak Power Sensors and Related Power Meter

Rohde & Schwarz NRV-Z31/33 0.03–6 GHz 1 mW–20 mW/1 mW–20 W 1.05–1.33 With NRVS 2020/2500
Hewlett-Packard HP84812/3/4A 500 MHz–18/26.5/40 GHz 1 mW–100 mW 1.25/1.35/1.50
Boonton 56340 500 MHz–40 GHz 1.25–2.00 Dual diode risetime <15 ns

*HP8990A 500 MHz–40 GHz
Boonton 4500A 1 MHz–40 GHz 0.1 mW–100 mW

Feedthrough Power Sensor and Related Power Meter

Rohde & Schwarz NAS-Z7 1.71–1.99 GHz 0.01–30 W <1.15 aD > 26 dB, GSM, DCS1800/1900 1250
*NAS 0.001–1.99 GHz 10 mW–1200 W 1120

1733 Fram
eB

ook  Page 6  T
uesday, June 3, 2003  10:03 A

M

©
 2004 by C

R
C

 Press L
L

C

© 2004 by CRC Press LLC
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is only interested in frequency or a higher accuracy is required, one must use direct frequency measure-
ment systems.

Two different techniques can be distinguished. The rather old-fashioned way is to use mechanically
tunable resonators, the so-called wave meters. These are not explained in detail here. Digital frequency
counters are an alternative and are now the state of the art (Table 19.2).

The digital frequency counter measurement system is based on the principle of counting the zero
crossovers of a continuous sinusoidal signal. At low frequencies, this method can be used directly; whereas
in the microwave region, direct digital counters are not available because of their limited bandwidth.
Thus, a modified measurement system must be used.

The standard digital frequency counter usually consists of a mixer, a local oscillator (frequency f0) in
the lower frequency regime, several multipliers, and the digital counter. The principal measurement
technique is shown in Figure 19.4.

An extremely stable local oscillator (quartz oscillator) is used to provide the reference signal used in
the measurement system. This signal is multiplied by a factor of N and mixed with the RF signal of the
DUT. The IF in the low-frequency range can be easily counted and, thus, the frequency of the signal fs

can be calculated according to the following equation.

(19.9)

For this method, an extremely stable low-frequency oscillator (often temperature controlled) must be
provided and, in order to allow a sufficient bandwidth, a high number of multipliers must be implemented
in this system.

A pulsed oscillator with extremely short risetime can circumvent this problem. In the frequency
domain, this signal is given by spectral lines at f = if0, where f0 denotes the fundamental frequency of the
pulses. Using a bandpass filter, a single frequency can be separated and transferred to the mixer.

TABLE 19.2 Digital Microwave Frequency Counter

Supplier Counter Frequency range Resolution Sensitivity Remark ~Price $US

Hewlett-Packard HP5351B 26.5 GHz 1 Hz –40 dBm 7,500
Hewlett-Packard HP5352B 40(46) GHz 1 Hz –30 dBm 11,800

FIGURE 19.4  Block diagram of a digital frequency counter.

f f Nfs IF= + 0
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19.3 Spectrum Analysis

The expression spectrum analysis subsumes the measurements that are performed to obtain the Fourier
transformation S( f ) of a given signal s(t). The Fourier transformation of s(t) in the frequency domain
is defined by the equation:

(19.10)

In practice, the lower and upper bounds of the integral are limited by a finite measurement time that
must be fixed by the user.

For the analysis of an unknown spectrum, different methods can be distinguished:

• Wave analyzers and selective voltmeters: These devices utilize a tunable filter for frequency-
selective measurements.

• Spectrum analyzers rely on the principle of heterodyne mixing with subsequent bandpass filtering.

• Calculation of the spectrum using a fast Fourier transformation (FET). This method can be
employed only for lower frequencies, since a digital-to-analog converter is needed. For microwave
frequencies, the calculation of the spectrum using the FFT is, therefore, difficult to realize.

Since the spectrum analyzer is most suitable for microwave frequencies, it will be described in detail in
the following. Brief introductions into the spectrum analyzer measurement techniques are given in [15, 16].

Spectrum Analyzer

The spectrum analyzer is most suitable for the analysis of microwave signals. It is a general-purpose
instrument for measurements in the frequency domain and provides the user with the amplitude, power,
or noise density of a signal depicted vs. the frequency. The frequency scale is in most cases linear; the
vertical axes can be either linear or logarithmic. Spectrum analyzers are available from a few hertz up to
more than 100 GHz. They give a quick overview of the spectral power distribution of a signal. Spectrum
analyzers have a large dynamic range, a resolution bandwidth of a few hertz, and a reasonable frequency
resolution.

The spectrum analyzer is suitable for the following measurements:

• Measurement of absolute and relative frequency: Frequency drift (unstabilized oscillators), spectral
purity, and frequency of harmonics.

• Absolute and relative amplitude: Gain of frequency multipliers, harmonics of periodic signals,
intermodulation (IM) distortion, and harmonic distortion.

• Scalar network analysis (if equipped with a tracking generator): Frequency response of amplifiers
and filters.

• Electromagnetic interference (EMI) measurements: Broadband spectra.

• Measurements of modulated signals: AM, FM, or PM.

• Noise: Many spectrum analyzers can be used for noise measurements of active devices.

• Phase noise: Phase noise of oscillators can be analyzed with spectrum analyzers [17].

Spectrum Analyzer Setup

The spectrum analyzer is basically an electronically tunable filter that allows the measurement of the

of operation can be explained as follows.

S f s t e tj ft( ) = ( ) -

-�

+�
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The tunable filter used to separate the frequencies to be measured is realized using a chain of mixers
and IF amplifiers. In this case, three mixers convert a given input signal frequency fs to the IF passband
of the last IF amplifier. At least one of the oscillators is tunable (VCO) in order to scan the input frequency
fs. Sometimes, more than one tunable oscillator is used.

The first mixer and the following IF amplifier with a bandpass center frequency of 1.95 GHz in the
given example selects the input frequency to be analyzed according to:

(19.11)

frequency of the tunable oscillator fo1, between 50 MHz and 2.05 GHz. However, the image frequency fis

will also be mixed to the IF:

(19.12)

Since fis is in the range of 3.95 GHz to 5.95 GHz, a bandpass filter with a cut-off frequency of 3 GHz is
used at the input to reject the image frequency.

Because it is difficult to realize a narrow bandpass at 1.95 GHz, the signal is converted to a lower
frequency in the megahertz range. At these frequencies, stable quartz filters with high-quality factors can
be employed. In principle, the RF frequency could be mixed down to the last IF section in one step.
However, in such an arrangement, it would be difficult to suppress the image frequencies. In any case,
the image frequency of each stage should be rejected by the preceding IF amplifier as shown in Figure 19.6
for the second stage of the given example.

FIGURE 19.5  Simplified setup of a spectrum analyzer.

FIGURE 19.6  Example for the blocking of the image frequency by the IF filter in an arrangement according to
Figure 19.5.

f fs o1  GHz= - 1 95.

f fis o1  GHz= + 1 95.
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The input frequency for the spectrum analyzer shown in Figure 19.4 can be due to the scan of the
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The last IF amplifier is very important for the performance of the complete system. In nearly all
spectrum analyzers, its bandwidth — the so-called resolution bandwidth — can be adjusted in steps.
For separation of closely spaced spectral components, the bandwidth should be very small. Most spectrum
analyzers offer a minimum bandwidth of a few hertz. On the other hand, larger bandwidths are needed,
since for a narrow IF filter only a slow scan speed can be allowed (see below) and, therefore, the
measurement over several frequency decades would result in a large sweep time. The shape of the IF
filter is important for the capability of the spectrum analyzer to separate close spectral components. The
performance of the IF filter is described by the shape factor. It is defined by the ratio of the 60 dB to the
3 dB bandwidth of the IF filter. The IF filter can be switched between linear and logarithmic amplification.
This is performed numerically in most cases.

A sawtooth generator produces the control voltage for the voltage-controlled oscillator (VCO) and
the x-deflection voltage of the screen. A significant error is introduced in the frequency scale by a not-
ideal voltage-to-frequency characteristic of the VCO. Therefore, in many cases, synthesizers with a
quartzstabilized phase-locked loop [18] are used.

The detector has to be sensitive either to the amplitude, the power, or the noise (mV ). In a
modern spectrum analyzer, digital signal processing is used for this purpose.

It is important to note that there are restrictions on the minimum sweep time Ts. In order to avoid
settling errors of the narrow band pass IF amplifier with bandwidth B, the scan time should be for a
frequency span S larger than [19, 20]:

(19.13)

Most of the spectrum analyzers control the scan time automatically according to this equation.

Harmonic Mixing

For higher frequencies, the harmonic mixing technique is widely used. If the first 3-GHz low-pass filter

converted to the passband of the spectrum analyzer. For the example shown, the possible input signals
are depicted in Figure 19.7 vs. the VCO frequency according to:

(19.14)

FIGURE 19.7  Measured RF frequency fs vs. the frequency of the VCO (voltage-controlled oscillator) f01. Parameters
are n and the plus or the minus sign in Equation 19.4.

Hz
1–

T S Bs > 20 2

f nfs  GHz= ±01 1 95.
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in Figure 19.5 is omitted and the VCO produces harmonics, a larger number of input frequencies are
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The notation of the numbers in the figure are the harmonic number n and the plus or the minus sign
in the above equation. For a frequency fo1 = 3 GHz of the VCO, the following frequencies will appear at
the same frequency location on the screen: 1.05 GHz (1–), 4.95 GHz (1+), 4.05 GHz (2–), 7.95 GHz
(2+), 7.05 GHz (3–), 10.95 GHz (3+). A tracking preselection filter (see below), which is scanned with
the VCO, can select one of these harmonics.

For further extension of the frequency in the upper mm-wave range, external mixers are used. With
such an arrangement, frequencies higher than 500 GHz can be measured. Additionally, equipment for
mixing of signals in the optical range is offered by some companies.

Tracking Preselection

For small input signals, the spectrum analyzer can be considered a linear device. However, if the input
level increases, harmonics and intermodulation products are generated due to the nonlinearities of a
mixer. These products result in spurious signals on the screen of the spectrum analyzer. In addition,
image frequencies will appear on the screen, as demonstrated above. To avoid these spurious responses,
a tracking preselection filter is employed at the input of the spectrum analyzer. A tracking preselection
filter is an electronically tuned bandpass filter usually realized using a YIG filter.

Tracking Generator

Spectrum analyzers are often equipped with a tracking generator. The principle is shown in Figure 19.8.
A local oscillator, with a frequency exactly on the center frequency of the IF amplifier, is mixed by an
identical setup as in the analyzer path. Using the same local oscillator as in the analyzer path ensures
that the frequency of the tracking generator follows precisely the center frequency of the swept window
of the analyzed frequency band.

The tracking generator can be used for network analysis. If the tracking frequency is used as an input
signal of a two-port, the amplitude of the output can be measured with the spectrum analyzer. Such a
network analyzer has the advantage of being sensitive only in a very narrow band. Thus, third-order
intermodulation products and noise are suppressed. However, only scalar measurements can be performed.

Commercially Available Spectrum Analyzers

A number of commercially available, general-purpose spectrum analyzers for the microwave and mm-

FIGURE 19.8  Principle of a tracking generator, which delivers at the port RFout a signal that is precisely in the
passband of the spectrum analyzer.
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wave range are listed in Table 19.3. Only a small number of spectrum analyzers available on the market
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are presented. Most of the companies offer special equipment for production quality control. These
spectrum analyzers can be computer controlled for fixed measurement routines. On request, spectrum
analyzers with special options like fixed frequency operation, multichannel operation, support of external
mixers, integrated frequency counters, and digital storage are available.

Typical specifications of microwave spectrum analyzers include:

• The frequency span is several gigahertz.

• With external mixers, the upper frequency limit can be extended to more than 100 GHz.

• The frequency accuracy is between 10–5 and 10–7.

• The resolution bandwidth (i.e., the effective bandwidth of the narrow IF filter) can be adjusted in
steps between 1 Hz and a few megahertz.

• The resolution bandwidth shape factor is typically 10:1.

• The amplitude accuracy is about 1 dB.

• The noise floor is at about –140 dBm.

19.4 Cavity Modes and Cavity Q

Cavities are used in a variety of applications. For example, they can be used to construct filters and they
serve as those elements in microwave generators (e.g., klystrons) that determine the operating frequency.
Cavities can also be applied in order to measure the frequency or the wavelength of microwaves (wave-
meter). The most important parameters of a cavity are its resonant frequency and its q-factor. The latter
determines the sharpness of the resonance, or, in case of filters, the bandwidth of the passband.

A cavity can be defined as a volume that is almost completely surrounded by a metallic surface. At
one or two positions, coupling elements are applied to the metal surface in order to connect the cavity
to other circuit elements. In the case of one coupling element, one speaks of a single-ended cavity; whereas

TABLE 19.3 Commercially Available Spectrum Analyzers

Company/ Frequency Min. res. Amplitude Price
model range bandw. accuracy Remarks $U.S.

Anritsu
MS2602A 100 Hz–8.5 GHz 1.1 dB 30,600

Avantek
3365 100 Hz–8 GHz 10 Hz Portable, tracking 58,000
3371 100 Hz–26.5 GHz 10 Hz Portable, tracking 66,000
R3272 9 kHz–26.5 GHz 300 Hz 1 dB External mixer 325 GHz 38,000

Hewlett-Packard
HP4196A 2 Hz–1.8 GHz 1 Hz 1 dB
HP8590L 9 kHz–1.8 GHz 1 kHz 1.7 dB 9,080
HP8560E 30 Hz–2.9 GHz 1 Hz 1.85 dB Portable 27,530
HP8596E 9 kHz–12.8 GHz 30 Hz 2.7 dB 25,090
HP8593E 9 kHz–22 GHz 30 Hz 2.7 dB 27,435
HP8564E 9 kHz–40 GHz 1 Hz 3 dB 50,890
HP8565E 9 kHz–50 GHz 1 Hz 3 dB 67,245

Marconi
2370 30 Hz–1.25 GHz 5 Hz 5 Hz With frequency extender
2383 30 Hz–4.2 GHz 3 Hz 1 dB Tracking

Rohde & Schwarz
FSEA30 20 Hz–3.5 GHz 1 Hz 1 dB 43,000
FSEB30 20 Hz–7 GHz 1 Hz 1 dB 52,000
FSEM30 20 Hz–26.5 GHz 1 Hz 1 dB External mixer 110 GHz 64,000

Tektronix
2714 9 kHz–1.8 GHz 300 Hz 2 dB AM/FM demodulation 50 W/75 W
2784 100 Hz–40 GHz 3 Hz 1.5 dB Counter 1.2 THz, external mixer 325 GHz
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a transmission cavity has two coupling elements. The coupling elements are usually small compared to
the dimensions of the cavity. The inside of the cavity is filled with dielectric material (e.g., air: er = 1).

Cavities are used as resonators for microwave applications. Therefore, they are comparable to low-
frequency resonant circuits consisting of an inductance L and a capacitance C. In the low-frequency
range, lumped elements (inductors and capacitors) are used, which are small in comparison with the
wavelength. In contrast, cavities are distributed elements with dimensions comparable to the wavelength.
This results in comparatively small losses. Since cavities are distributed elements, it is in general no longer
possible to determine L and C directly. Instead of L and C, the resonant frequency f0 = w0 /2p is the most
important property of a cavity.

Neither lumped elements nor cavities are completely lossless. One must take into account the finite
conductivities of the materials, resulting in a resistance R when analyzing resonant circuits. For cavities,
however, R cannot be determined directly due to the same reasons that hold for L and C. Therefore, a
different parameter, the q-factor Q plays a similar role for cavities. Q is proportional to the stored electric
and magnetic energy W, divided by the power loss P:

(19.15)

Although cavities are distributed elements, one is able to show that their behavior near resonance can
be described by a simple parallel resonant circuit consisting of R, L, and C if the reference plane is chosen
appropriately. Therefore, the basic properties of such a parallel resonant circuit are analyzed in the
following.

Assume that the losses are small (Q � 1), which is desirable in practice. Therefore, the resistance R
of the parallel resonant circuit is comparatively large. In this case, the resonant frequency does not depend
on R in a first-order approximation:

(19.16)

If Equation 19.15 is applied to the analyzed parallel resonant circuit, one obtains:

(19.17)

One can characterize the width of a resonance curve by those angular frequencies w1 = 2pf1 and w2 =
2pf2 where the power has decreased to one half of its maximum value (–3 dB). The impedance has then
decreased to 1/  ª 70.7% of its maximum value. This enables calculation of the angular frequencies w1

and w2:

(19.18)

Using these relations, one can easily derive the following equation, which is equivalent to Equation 19.17.

(19.19)

This expression shows that Q is a symbol for the sharpness of resonance. Furthermore, it leads to the first
principle as to how the q-factor can be measured. This principle, which is often referred to as the bandpass
method, is based on the measurement of a resonance curve. For example, one can measure the reflection
coefficient S11 with a network analyzer. From this curve, the 3 dB-bandwidth Df = f2 – f1 and the resonant
frequency f0 = (f1 + f2)/2 can be easily determined. The application of Equation 19.19 yields the desired Q.
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A second principle used to measure the q-factor is based on the transient behavior of the cavity after
excitation with a pulse. In this case, the energy decays exponentially, and the time constant of the decay
is proportional to Q–1. This can again be shown by analyzing the equivalent parallel resonant circuit. Up
until now, all signals were time-harmonic, which enabled a solution by complex quantities. This time,
the corresponding differential equation must be solved. One can easily show that the amplitude of the
voltage is proportional to e–w0t/2Q, which means a e–w0t/2Q dependency of the energy exists. Measuring the
decay time constant, therefore, enables one to determine the q-factor.

The Q defined here is the unloaded Q of the cavity; that is, no further resistance is connected to the
cavity. Sometimes it is desirable to determine the loaded Q (QL), which takes into account such resistances.
Detailed information about the loaded Q can be found in [21–23]. Although the q-factor is not influenced
by the coupling structure if it is lossless, the coupling structure is of great importance. Further information
about coupling parameters is presented in [21–23]. Detailed descriptions of measurement methods based
on the above mentioned principles can also be found in [21, 22].

Up to now, all analyses were based on the equivalent resonant circuit. There are many other effects that
can be explained by this analogy. For example, the energy in both the cavity and in its equivalent circuit
oscillates between the magnetic and electric fields. Some properties of cavities, however, can only be seen
by examining the electric and magnetic fields themselves. These are governed by Maxwell’s equations.

A solution of Maxwell’s equations (which can be very complicated for a given cavity) shows that all
cavities have an infinite number of resonant frequencies. This could not be seen by analyzing the
equivalent parallel resonant circuit. A description of the cavity by a discrete parallel resonant circuit is
only valid in the vicinity of one of these resonant frequencies.

Furthermore, different modes can exist that have the same resonant frequency. This phenomenon is
called degeneration. If the resonator will operate at such a frequency, where degenerate modes exist, one
has to take care that the companion mode is suppressed. This can be accomplished by an appropriate
choice of the positions of the coupling elements.

Even if the desired mode does not have any companion mode, one should take care that no other
mode exists in the operating range of the cavity (this can be accomplished with a mode chart [22, 23]);
otherwise, these modes must be damped sufficiently in order to be sure that an observed resonance
corresponds to the desired mode.

19.5 Scattering Parameter Measurements

Scattering parameters describe multiple port structures in terms of wave variables. The introduction of
scattering parameters (S-parameters) arises naturally in microwave circuits and systems, due to the lack
of a unique definition for currents and voltages at these frequencies. Most circuits and systems at high
frequencies are efficiently described in terms of S-parameters.

This section describes the fundamentals and properties of S-parameters, together with network analysis
based on S-parameter calculations and measurements. Measurement procedures are outlined and the
most frequently used systems for S-parameter measurement are described. Finally, information on
hardware required for the experimental determination of S-parameters is provided, together with the
corresponding suppliers.

Introduction and Fundamentals
At high frequencies, the wave variables are a natural extension of the voltages and currents at port
terminals. In electric systems where the voltages and currents cannot be uniquely defined, the power
flow in a waveguide can be described via wave variables. Whenever a TEM mode of wave propagation
cannot be assumed, the currents and voltages are dependent on the integration path. This situation is
encountered in all rectangular, circular, and passive waveguide structures, even in the case of lossless
wave propagation. It is also true for all guiding structures if losses are to be considered along the path
of wave propagation [24–27]. For the case of wave propagation along a transmission line, the wave
variables a and b are defined as follows:
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(19.20)

The propagation is along the z-direction. The characteristic impedance of the transmission line is Z0,
and U(z) and I(z) are the voltage and current, respectively, at location z along the line. The variables a(z)
and b(z) are the complex amplitudes of the modes on the line. The voltage U+ and U– and the currents
I+ and I– denote the voltage and current amplitudes, respectively, in forward and reverse direction. The
wave variables are related to the power in the following form:

(19.21)

In Equation 19.21, it is assumed that the system is excited by a pure sinusoid and that the characteristic
impedance is purely real. The wave variables have the dimensions of .

Strictly speaking, wave variables and S-parameters can only be applied to linear networks. This is
important because many publications are devoted to so-called large-signal S-parameter measurements.
The interpretation of such results is not simple and great care must be employed in the correct determi-
nation of the characteristic impedance of the system [26]. In the case of analysis of large-signal or
nonlinear circuits, two methods exist to introduce the wave variables:

• Volterra series representation [28]

• Harmonic-balance method [26]

Both methods transform the nonlinear circuit into a number of linear circuits at different frequencies,
and then change the terminal voltages and currents into wave variables. This situation is sketched in

can vary between different frequencies. An in-depth treatment of wave variables can be found in [26].
A further utilization of wave variables can be found in the noise analysis of microwave circuits.

the according noise sources ci at the corresponding ports of the circuit.

Calculations and Analysis with S-Parameters

The characterization of multiports with S-parameters requires embedding of the multiport into a system
consisting of a signal source with a characteristic impedance and appropriate terminations of all ports.

sponding ports. The wave variables are related to the scattering parameters of a two-port in the following
manner:
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Figure 19.9. Particular attention must be paid to the definition of the characteristic impedance, which

According to Figure 19.10, a noisy multiport can be analyzed by an associated noiseless two-port with

This situation is shown in Figure 19.11. The outgoing wave parameters b are reflections at the corre-
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(19.22)

For the determination of the individual scattering matrix elements, all ports of the network must be
terminated in their characteristic impedance. The impedances at the corresponding ports need not be
equal for all ports. The S-parameters are, in general, complex and are defined with respect to reference
planes. These reference planes can be the network terminals, but could also be shifted to other locations
in the circuit if this is desirable. The scattering matrix can be transformed into all circuit representations.

characteristic impedances. Additional conversions to ABCD and T parameters can be found in [29].

FIGURE 19.9  Schematic illustration of application of wave variables to nonlinear circuits.

FIGURE 19.10  Schematic illustration of application of wave variables to noisy circuits.

FIGURE 19.11  Two-port network indicating the wave variables and the scattering parameters. The subscripts G
and L indicate the generator and the load, respectively.
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Table 19.4 indicates the conversion formulae between the S-parameters and Z Y h parameters for arbitrary
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are defined as [26]:

(19.23)

The noise wave sources c1 and c2 represent the noise generated in the circuit and are therefore complex
variables varying with time. They are characterized by a correlation matrix Cs as follows:

(19.24)
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The scattering parameters in the case of a noisy two-port as indicated schematically in Figure 19.10
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where the bar indicates times averaging, (·)H denotes the Hermitian conjugate, and * stands for the
complex conjugate.

For the calculation of the cascade connection of two networks, it is desirable to convert the S-param-
eters to T parameters defined in the following way:

(19.25)

The conversion between S-parameters and T parameters is given below.

(19.26)

(19.27)

(19.28)

(19.29)

It should be emphasized that different definitions of the T parameters exist in the literature [2, 24–27, 30].
Power gain, mismatch, insertion loss, etc. can be efficiently described with the help of scattering param-
eters [2, 30].

Measurement of S-Parameters

Network analyzers are generally used for the measurement of S-parameters. A schematic configuration
of a network analyzer is indicated in Figure 19.12. The network analyzer consists of two structures to
separate the signals and a heterodyne receiver. According to the definitions, the measurement is performed

network analyzer. The most simple is the one-port error model, which consists of contributions due to

FIGURE 19.12  Schematic illustration of a network analyzer configuration.
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in two steps as indicated in Figure 19.13. Different error models are employed for the calibration of the

directivity, source mismatch, and frequency response. A flow diagram is illustrated in Figure 19.14.
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For the characterization of active and passive two-ports, a more sophisticated error model is required.

of the device under test, a de-embedding procedure is required [31–43]. The two-port error model is

The example shown makes reference to the so-called “TRL” calibration procedure. This name abbreviates
the three calibration standards utilized in this method: a through standard with zero length, a reflecting
standard, and a line standard. This method cannot be applied to on-wafer measurements at low frequen-
cies, due to the excessive line length required for a broadband measurement. Other error correction

reference impedance and port 1 to port 2 connection are required. Furthermore, at higher frequencies
(above ª15 GHz), a calibration measurement of the isolation should be performed. For this purpose,

FIGURE 19.13  Flow diagram of the measurement procedure.

FIGURE 19.14  Flow diagram of the two-port error model.
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The signal flow graphs of the full two-port model is drawn in Figure 19.15. To determine the S-parameters

then divided into two error adapters and the actual device under test (DUT), as depicted in Figure 19.16.

methods are summarized in Table 19.5 [44]. In addition to the measurements given in the table, a known
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FIGURE 19.15  De-embedding structure for the calibration of a network analyzer.

FIGURE 19.16  A network analyzer based on a six-port reflectometer and a possible realization using three couplers
and four power detectors, two short-circuits (SC), and one phase shifter (F).

TABLE 19.5 Summary of Different Calibration Methods

TOSL Through standard (T) with known 
length; Fulfills 4 conditions

3 known reflections (OSL) on 
port 1; Fulfills 3 conditions

3 known reflections (OSL) on 
port 2; Fulfills 3 conditions

TRL & LRL Through or line standard (T) or (L) 
with known length; Fulfills 4 
conditions

Unknown equal reflection 
standard (R) on port 1 and 
port 2; Fulfills 1 condition

Line (L) with known S11 and 
S22; Fulfills 2 conditions

TRM & LRM Through or line standard (T) or (L) 
with known length; Fulfills 4 
conditions

Unknown equal reflection 
standard (R) on port 1 and 
port 2; Fulfills 1 condition

Known match (M) on port 1 
and port 2; Fulfills 2 
conditions

TXYZ & LXYZ Through or line standard (T) or (L) 
with known length; Fulfills 4 
conditions

3 known reflection standards 
(XYZ) on port 1 or port 2; 
Fulfills 3 conditions

UXYZ Unknown line standard (U) with 
S11 = S21; Fulfills 1 condition

3 known reflection standards 
(XYZ) on port 1; Fulfills 3 
conditions

3 known reflection standards 
(XYZ) on port 2; Fulfills 3 
conditions
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both ports are terminated by their characteristic impedances and a transmission measurement is per-
formed. This measurement determines the values of CF and CR in the calibration flow diagram (see

Another possibility for performing vector network measurement is based on multiport reflectometers
[45]. The advantage of such systems is the reduced complexity of the network analyzer receiver. A possible
realization of a reflectometer structure is the so-called six-port reflectometer. The reflectometer consists
of three couplers and four power sensors. No frequency conversion is required, which simplifies the test
equipment.

Commercially Available Network Analyzers

Table 19.6 shows some of the current suppliers for network analysis. The frequency range is 10 Hz up
to 800 GHz.
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20.1 Introduction

 

Signals from sensors do not usually have suitable characteristics for display, recording, transmission, or
further processing. For example, they may lack the amplitude, power, level, or bandwidth required, or
they may carry superimposed interference that masks the desired information.

 

Signal conditioners, 

 

including amplifiers, adapt sensor signals to the requirements of the receiver
(circuit or equipment) to which they are to be connected. The functions to be performed by the signal
conditioner derive from the nature of both the signal and the receiver. Commonly, the receiver requires
a single-ended, low-frequency (dc) voltage with low output impedance and amplitude range close to its
power-supply voltage(s). A typical receiver here is an analog-to-digital converter (ADC). Signals from
sensors can be analog or digital. Digital signals come from position encoders, switches, or oscillator-
based sensors connected to frequency counters. The amplitude for digital signals must be compatible
with logic levels for the digital receiver, and their edges must be fast enough to prevent any false triggering.
Large voltages can be attenuated by a voltage divider and slow edges can be accelerated by a Schmitt trigger.

 

Analog sensors 

 

are either self-generating or modulating. 

 

Self-generating sensors 

 

yield a voltage (ther-
mocouples, photovoltaic, and electrochemical sensors) or current (piezo- and pyroelectric sensors) whose
bandwidth equals that of the measurand. Modulating sensors yield a variation in resistance, capacitance,
self-inductance or mutual inductance, or other electrical quantities. 

 

Modulating sensors 

 

need to be excited
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or biased (semiconductor junction-based sensors) in order to provide an output voltage or current.
Impedance variation-based sensors are normally placed in voltage dividers, or in Wheatstone bridges
(resistive sensors) or ac bridges (resistive and reactance-variation sensors). The bandwidth for signals
from modulating sensors equals that of the measured in dc-excited or biased sensors, and is twice that

itive and inductive sensors require an ac excitation, whose frequency must be at least ten times higher
than the maximal frequency variation of the measurand. Pallás-Areny and Webster [1] give the equivalent
circuit for different sensors and analyze their interface.

Current signals can be converted into voltage signals by inserting a series resistor into the circuit.
Graeme [2] analyzes current-to-voltage converters for photodiodes, applicable to other sources. Hence-
forth, we will refer to voltage signals to analyze transformations to be performed by signal conditioners.

 

20.2 Dynamic Range

 

The 

 

dynamic range 

 

for a measurand is the quotient between the measurement range and the desired
resolution. Any stage for processing the signal from a sensor must have a dynamic range equal to or larger
than that of the measurand. For example, to measure a temperature from 0 to 100°C with 0.1°C resolution,
we need a dynamic range of at least (100 – 0)/0.1 = 1000 (60 dB). Hence, a 10-bit ADC should be appropriate
to digitize the signal because 2

 

10

 

 = 1024. Let us assume we have a 10-bit ADC whose input range is 0 to
10 V; its resolution will be 10 V/1024 = 9.8 mV. If the sensor sensitivity is 10 mV/°C and we connect it to
the ADC, the 9.8 mV resolution for the ADC will result in a 9.8 mV/(10 mV/°C) = 0.98°C resolution! In
spite of having the suitable dynamic range, we do not achieve the desired resolution in temperature because
the output range of our sensor (0 to 1 V) does not match the input range for the ADC (0 to 10 V).

The basic function of voltage amplifiers is to amplify the input signal so that its output extends across
the input range of the subsequent stage. In the above example, an amplifier with a gain of 10 would
match the sensor output range to the ADC input range. In addition, the output of the amplifier should
depend only on the input signal, and the signal source should not be disturbed when connecting the
amplifier. These requirements can be fulfilled by choosing the appropriate amplifier depending on the
characteristics of the input signal.

 

20.3 Signal Classification

 

Signals can be classified according to their amplitude level, the relationship between their source terminals
and ground, their bandwidth, and the value of their output impedance. Signals lower than around 100 mV
are considered to be low level and need amplification. Larger signals may also need amplification
depending on the input range of the receiver.

 

Single-Ended and Differential Signals

 

A 

 

single-ended signal 

 

source has one of its two output terminals at a constant voltage. For example,

regardless of the sensor resistance, as shown in Figure 20.1b. If terminal L is at ground potential (grounded
power supply in Figure 20.1a), then the signal is single ended and grounded. If terminal L is isolated
from ground (for example, if the power supply is a battery), then the signal is single ended and floating.
If terminal L is at a constant voltage with respect to ground, then the signal is single ended and driven
off ground. The voltage at terminal H will be the sum of the signal plus the off-ground voltage. Therefore,
the off-ground voltage is common to H and L; hence, it is called the 

 

common-mode voltage. 

 

For example,
a thermocouple bonded to a power transistor provides a signal whose amplitude depends on the tem-
perature of the transistor case, riding on a common-mode voltage equal to the case voltage.

A 

 

differential signal 

 

source has two output terminals whose voltages change simultaneously by the
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of the measurand in ac-excited sensors (sidebands about the carrier frequency) (see Chapter 21). Capac-

Figure 20.1a shows a voltage divider whose terminal L remains at the power-supply reference voltage

same magnitude but in opposite directions. The Wheatstone bridge in Figure 20.1c provides a differential
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signal. Its equivalent circuit (Figure 20.1d) shows that there is a differential voltage (

 

v

 

d

 

 = 

 

v

 

H

 

 – 

 

v

 

L

 

)
proportional to 

 

x 

 

and a common-mode voltage (

 

V

 

c

 

 = 

 

V

 

/2) that does not carry any information about

 

x.

 

 Further, the two output impedances are balanced. We thus have a balanced differential signal with a
superimposed common-mode voltage. Were the output impedances different, the signal would be unbal-
anced. If the bridge power supply is grounded, then the differential signal will be grounded; otherwise,
it will be floating. When the differential signal is very small as compared with the common-mode voltage,
in order to simplify circuit analysis it is common to use the equivalent circuit in Figure 20.1e. Some
differential signals (grounded or floating) do not bear any common-mode voltage.

Signal conditioning must ensure the compatibility between sensor signals and receivers, which will
depend on the relationship between input terminals and ground. For example, a differential and grounded

 

FIGURE 20.1  

 

Classes of signals according to their source terminals. A voltage divider (a) provides a single-ended
signal (b) where terminal L is at a constant voltage. A Wheatstone bridge with four sensors (c) provides a balanced
differential signal which is the difference between two voltages 

 

v

 

H

 

 and 

 

v

 

L

 

 having the same amplitude but opposite
signs and riding on a common-mode voltage 

 

V

 

c

 

. For differential signals much smaller than the common-mode
voltage, the equivalent circuit in (e) is used. If the reference point is grounded, the signal (single-ended or differential)
will be grounded; if the reference point is floating, the signal will also be floating.
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signal is incompatible with an amplifier having a grounded input terminal. Hence, amplifiers must also
be described according to their input topology.

 

Narrowband and Broadband Signals

 

A 

 

narrowband signal 

 

has a very small frequency range relative to its central frequency. Narrowband signals
can be dc, or static, resulting in very low frequencies, such as those from a thermocouple or a weighing
scale, or ac, such as those from an ac-driven modulating sensor, in which case the exciting frequency

 

Broadband signals, 

 

such as those from sound and vibration sensors, have a large frequency range
relative to their central frequency. Therefore, the value of the central frequency is crucial; a signal ranging

 

FIGURE 20.1  

 

(continued)
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(carrier) becomes the central frequency (see Chapter 21).
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from 1 Hz to 10 kHz is a broadband instrumentation signal, but two 10 kHz sidebands around 1 MHz
are considered to be a narrowband signal. Signal conditioning of ac narrowband signals is easier because
the conditioner performance only needs to be guaranteed with regard to the carrier frequency.

 

Low- and High-Output-Impedance Signals

 

The output impedance of signals determines the requirements of the input impedance of the signal

  

d

 

voltage detected will be

(20.1)

Therefore, the voltage detected will equal the signal voltage only when 

 

Z

 

d

 

 

 

�

 

 

 

Z

 

s

 

; otherwise 

 

v

 

d

 

 

 

π

 

 

 

v

 

s

 

 and
there will be a 

 

loading effect. 

 

Furthermore, it may happen that a low 

 

Z

 

d

 

 disturbs the sensor, changing the
value of 

 

v

 

s

 

 and rendering the measurement useless or, worse still, damaging the sensor.
At low frequencies, it is relatively easy to achieve large input impedances even for high-output-

impedance signals, such as those from piezoelectric sensors. At high frequencies, however, stray input
capacitances make it more difficult. For narrowband signals this is not a problem because the value for

 

Z

 

s

 

 and 

 

Z

 

d

 

 will be almost constant and any attenuation because of a loading effect can be taken into
account later. However, if the impedance seen by broadband signals is frequency dependent, then each
frequency signal undergoes different attenuations which are impossible to compensate for.

Signals with very high output impedance are better modeled as current sources, Figure 20.2b. The
current through the detector will be

(20.2)

In order for 

 

i

 

d

 

 = 

 

i

 

s

 

, it is required that 

 

Z

 

d

 

 

 

�

 

 

 

Z

 

s

 

 which is easier to achieve than 

 

Z

 

d

 

 

 

�

 

 

 

Z

 

s

 

. If 

 

Z

 

d

 

 is not low
enough, then there is a 

 

shunting effect.

 

FIGURE 20.1  

 

(continued)

v v
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conditioner. Figure 20.2a shows a voltage signal connected to a device whose input impedance is Z . The



 

20

 

-6

 

Electrical Measurement, Signal Processing, and Displays

 

20.4 General Amplifier Parameters

 

A 

 

voltage amplifier 

 

produces an output voltage which is a proportional reproduction of the voltage
difference at its input terminals, regardless of any common-mode voltage and without loading the voltage

is connected to one output terminal as in Figure 20.3b, the amplifier is single ended; if this common
terminal is grounded, the amplifier is single ended and grounded; if the common terminal is isolated
from ground, the amplifier is single ended and floating. In any case, the output power comes from the
power supply, and the input signal only controls the shape of the output signal, whose amplitude is
determined by the 

 

amplifier gain, 

 

defined as

(20.3)

The ideal amplifier would have any required gain for all signal frequencies. A practical amplifier has a
gain that rolls off at high frequency because of parasitic capacitances. In order to reduce noise and reject

 

FIGURE 20.2  

 

Equivalent circuit for a voltage signal connected to a voltage detector (a) and for a current signal
connected to a current detector (b). We require 

 

Z

 

d

 

 

 

�

 

 

 

Z

 

o

 

 in (a) to prevent any loading effect, and 

 

Z

 

d

 

 

 

�

 

 

 

Z

 

s

 

 in (b) to
prevent any shunting effect.

G
v

v
= o

d
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source. Figure 20.3a shows the equivalent circuit for a general (differential) amplifier. If one input terminal
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FIGURE 20.3  

 

General amplifier, differential (a) or single ended (b). The input voltage controls the amplitude of
the output voltage, whose power comes from the power supply.
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interference, it is common to add reactive components to reduce the gain for out-of-band frequencies
further. If the gain decreases by 

 

n 

 

times 10 when the frequency increases by 10, we say that the gain
(downward) slope is 20 

 

n 

 

dB/decade. The corner (or –3 dB) frequency 

 

f

 

0

 

 for the amplifier is that for
which the gain is 70% of that in the bandpass. (

 

Note: 

 

20 log 0.7 = –3 dB). The 

 

gain error 

 

at 

 

f

 

0

 

 is then
30%, which is too large for many applications. If a maximal error 

 

e

 

 is accepted at a given frequency 

 

f,

 

then the corner frequency for the amplifier should be

(20.4)

For example, 

 

e

 

 = 0.01 requires 

 

f

 

0

 

 = 7 

 

f, 

 

e

 

 = 0.001 requires 

 

f

 

0

 

 = 22.4 

 

f.

 

 A broadband signal with frequency
components larger than 

 

f 

 

would undergo amplitude distortion. A narrowband signal centered on a
frequency larger than 

 

f 

 

would be amplified by a gain lower than expected, but if the actual gain is
measured, the gain error can later be corrected.

Whenever the gain decreases, the output signal is delayed with respect to the output. In the above
amplifier, an input sine wave of frequency 

 

f

 

0 will result in an output sine wave delayed by 45° (and with
relative attenuation 30% as compared with a sine wave of frequency f � f0). Complex waveforms having
frequency components close to f0 would undergo shape (or phase) distortion. In order for a waveform
to be faithfully reproduced at the output, the phase delay should be either zero or proportional to the
frequency (linear phase shift). This last requirement is difficult to meet. Hence, for broadband signals it
is common to design amplifiers whose bandwidth is larger than the maximal input frequency. Narrow-
band signals undergo a delay which can be measured and corrected.

An ideal amplifier would have infinite input impedance. Then no input current would flow when

remain undisturbed. A practical amplifier, however, will have a finite, yet large, input impedance at low
frequencies, decreasing at larger frequencies because of stray input capacitances. If sensors are connected
to conditioners by coaxial cables with grounded shields, then the capacitance to ground can be very large
(from 70 to 100 pF/m depending on the cable diameter). This capacitance can be reduced by using driven

only about 5 to 8 pF/m, but there is an increased risk of capacitive interference.
Signal conditioners connected to remote sensors must be protected by limiting both voltage and input

currents. Current can be limited by inserting a power resistor (100 W to 1 kW, 1 W for example), a PTC
resistor, or a fuse between each signal source lead and conditioner input. Input voltages can be limited
by connecting diodes, zeners, metal-oxide varistors, gas-discharge devices, or other surge-suppression
nonlinear devices, from each input line to dc power-supply lines or to ground, depending on the particular
protecting device. Some commercial voltage limiters are Thyzorb® and Transzorb® (General Semiconduc-
tor), Transil® and Trisil® (SGS-Thomson), SIOV® (Siemens), and TL7726 (Texas Instruments).

The ideal amplifier would also have zero output impedance. This would imply no loading effect because
of a possible finite input impedance for the following stage, low output noise, and unlimited output
power. Practical amplifiers can indeed have a low output impedance and low noise, but their output
power is very limited. Common signal amplifiers provide at best about 40 mA output current and
sometimes only 10 mA. The power gain, however, is quite noticeable, as input currents can be in the
picoampere range (10–12 A) and input voltages in the millivolt range (10–3 V); a 10 V, 10 mA output
would mean a power gain of 1014! Yet the output power available is very small (100 mW). Power amplifiers
are quite the opposite; they have a relatively small power gain but provide a high-power output. For both
signal and power amplifiers, output power comes from the power supply, not from the input signal.

Some sensor signals do not require amplification but only impedance transformation, for example, to
match their output impedance to that of a transmission line. Amplifiers for impedance transformation
(or matching) and G = 1 are called buffers.

f
f f

0 2

1

2 2
=

-( )
-

ª
e

e e e
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shields (or guards) (see Chapter 29). If twisted pairs are used instead, the capacitance between wires is

connecting the signal, Figure 20.2a, and no energy would be taken from the signal source, which would
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20.5 Instrumentation Amplifiers

For instrumentation signals, the so-called instrumentation amplifier (IA) offers performance closest to
the ideal amplifier, at a moderate cost (from $1.50 up). Figure 20.4a shows the symbol for the IA and
Figure 20.4b its input/output relationship; ideally this is a straight line with slope G and passing through
the point (0,0), but actually it is an off-zero, seemingly straight line, whose slope is somewhat different
from G. The output voltage is

FIGURE 20.4  Instrumentation amplifier. (a) Symbol. (b) Ideal and actual input/output relationship. The ideal
response is a straight line through the point (0,0) and slope G.
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(20.5)

where va depends on the input voltage vd, the second term includes offset, drift, noise, and interference-
rejection errors, G is the designed gain, and vref is the reference voltage, commonly 0 V (but not necessarily,
thus allowing output level shifting). Equation 20.5 describes a worst-case situation where absolute values
for error sources are added. In practice, some cancellation between different error sources may happen.

Figure 20.5 shows a circuit model for error analysis when a practical IA is connected to a signal source
(assumed to be differential for completeness). Impedance from each input terminal to ground (Zc) and
between input terminals (Zd) are all finite. Furthermore, if the input terminals are both connected to
ground, vo is not zero and depends on G; this is modeled by Vos. If the input terminals are grounded
through resistors, then vo also depends on the value of these resistors; this is modeled by current sources
IB+ and IB–, which represent input bias or leakage currents. These currents need a return path, and therefore
a third lead connecting the signal source to the amplifier, or a common ground, is required. Neither Vos

nor IB+ nor IB– is constant; rather, they change with temperature and time: slow changes (<0.01 Hz) are
called drift and fast changes are described as noise (hence the noise sources en, in+, and in– in Figure 20.5).
Common specifications for IAs are defined in Reference 3.

If a voltage vc is simultaneously applied to both inputs, then vo depends on vc and its frequency. The
common-mode gain is

(20.6)

In order to describe the output voltage due to vc as an input error voltage, we must divide the corre-
sponding vo(vc) by G (the normal- or differential-mode gain, G = Gd). The common-mode rejection
ratio (CMRR) is defined as

(20.7)

FIGURE 20.5  A model for a practical instrumentation amplifier including major error sources.

v v v v v v G vo a os b r n ref= + + + +( ) +

G f
V v

Vc
o d

c

( ) =
=( )0

CMRR d

c

= ( )
( )

G f

G f
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and is usually expressed in decibels ({CMRR}dB = 20 log CMRR). The input error voltage will be

(20.8)

In the above analysis we have assumed Zc � Ro; otherwise, if there were any unbalance (such as that for

c

at the amplifier input,

(20.9)

which would be amplified by Gd. Then, the effective common-mode rejection ratio would be

(20.10)

where the CMRR is that of the IA alone, expressed as a fraction, not in decibels. Stray capacitances from
input terminals to ground will decrease Zc, therefore reducing CMRRe.

The ideal amplifier is unaffected by power supply fluctuations. The practical amplifier shows output
fluctuations when supply voltages change. For slow changes, the equivalent input error can be expressed
as a change in input offset voltages in terms of the power supply rejection ratio (PSRR),

(20.11)

The terms in Equation 20.5 can be detailed as follows. Because of gain errors we have

(20.12)

where G is the differential gain designed, eG its absolute error, DG/DT its thermal drift, DT the difference
between the actual temperature and that at which the gain G is specified, and eNLG is the nonlinearity
gain error, which describes the extent to which the input/output relationship deviates from a straight

J

temperature TA the temperature rise produced by the power PD dissipated in the device. This rise depends
on the thermal resistance qJA for the case

(20.13)

where PD can be calculated from the respective voltage and current supplies

(20.14)

The terms for the equivalent input offset error will be

(20.15)
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the source impedance in Figure 20.5), v  at the voltage source would result in a differential-mode voltage

line (insert in Figure 20.4b). The actual temperature T  is calculated by adding to the current ambient
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(20.16)

where Ta is the ambient temperature in data sheets, Ios = IB+ – IB– is the offset current, IB = (IB+ + IB–)/2,
and all input currents must be calculated at the actual temperature,

(20.17)

Error contributions from finite interference rejection are

(20.18)

where the CMRRe must be that at the frequency for vc, and the PSRR must be that for the frequency of
the ripple DVs. It is assumed that both frequencies fall inside the bandpass for the signal of interest vd.

The equivalent input voltage noise is

(20.19)

where en
2 is the voltage noise power spectral density of the IA, in+

2 and in–
2 are the current noise power

spectral densities for each input of the IA, and Be, Bi+, and Bi– are the respective noise equivalent

as that of the signal vd. If the signal bandwidth is determined as fh – f1 by sharp filters, then

(20.20)

(20.21)

where fce and fci are, respectively, the frequencies where the value of voltage and current noise spectral
densities is twice their value at high frequency, also known as corner or 3 dB frequencies.

Another noise specification method states the peak-to-peak noise at a given low-frequency band (fA

to fB), usually 0.1 to 10 Hz, and the noise spectral density at a frequency at which it is already constant,
normally 1 or 10 kHz. In these cases, if the contribution from noise currents is negligible, the equivalent
input voltage noise can be calculated from

(20.22)

where vnL and vnH are, respectively, the voltage noise in the low-frequency and high-frequency bands
expressed in the same units (peak-to-peak or rms voltages). To convert rms voltages into peak-to-peak
values, multiply by 6.6. If the signal bandwidth is from f1 to fh, and f1 = fA and fh > fB, then Equation 20.22
can be written

(20.23)

where vnL is the peak-to-peak value and en is the rms voltage noise as specified in data books. Equation 20.23
results in a peak-to-peak calculated noise that is lower than the real noise, because noise spectral density
is not constant from fB up. However, it is a simple approach providing useful results.

v I I R I R I R I Rb B B o B o os o B o= -( ) + = ++ - + D D

I I T
I

T
T T= ( ) + ¥ -( )a J a

D
D

v
v V

r
c

e

s

CMRR PSRR
= + D

v e B i R B i R Bn n e n o i n o i= + - + -+ -
2 2 2 2 2

B f f f
f

fe h ce
h= - +1
1

ln

B B f f f
f

fi i h ci
h

+ -= = - +1
1

ln

v v vn nL nH= +2 2

v v e f fn nL n h B= + ( ) -( )2 2
6 6.

1733 FrameBook  Page 12  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

bandwidths of each noise source. In Figure 20.5, the transfer function for each noise source is the same
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must be included. For first- and second-order filters, noise bandwidth is slightly larger than signal
bandwidth. Motchenbacher and Connelly [4] show how to calculate noise bandwidth, resistor noise, and
noise transfer functions when different from signal transfer functions.

Low-noise design always seeks the minimal bandwidth required for the signal. When amplifying low-

i

and interference having a frequency larger than f0 = 1/2p(2Ro)Ci (f0 � fs) will be attenuated.
Another possible source of error for any IA, not included in Equation 20.5, is the slew rate limit of its

output stage. Because of the limited current available, the voltage at the output terminal cannot change
faster than a specified value SR. Then, if the maximal amplitude A of an output sine wave of frequency
f exceeds

(20.24)

there will be a waveform distortion.

by an external resistor or a single connection.

Instrumentation Amplifiers Built from Discrete Parts

Instrumentation amplifiers can be built from discrete parts by using operational amplifiers (op amps)
and a few resistors. An op amp is basically a differential voltage amplifier whose gain Ad is very large
(from 105 to 107) at dc and rolls off (20 dB/decade) from frequencies of about 1 to 100 Hz, becoming 1

12 W �� 1 pF) that input currents are almost negligible. Op amps can also be modeled

their large gain, op amps cannot be used directly as amplifiers; a mere 1 mV dc input voltage would
saturate any op amp output. Furthermore, op amp gain changes from unit to unit, even for the same
model, and for a given unit it changes with time, temperature, and supply voltages. Nevertheless, by
providing external feedback, op amps are very flexible and far cheaper than IAs. But when the cost for
external components and their connections, and overall reliability are also considered, the optimal
solution depends on the situation.

Figure 20.6b shows an amplifier built from an op amp with external feedback. If input currents are
neglected, the current through R2 will flow through R1 and we have

(20.25)

(20.26)

Therefore,

(20.27)

where Gi = 1 + R2/R1 is the ideal gain for the amplifier. If Gi /Ad is small enough (Gi small, Ad large), the
gain does not depend on Ad but only on external components. At high frequencies, however, Ad becomes
smaller and, from Equation 20.27, vo < Givs so that the bandwidth for the amplifier will reduce for large
gains. Franco [5] analyzes different op amp circuits useful for signal conditioning.
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For signal sources with high output resistors, thermal and excess noise from resistors (see Chapter 18)

frequency signals, if a large capacitor C  is connected across the input terminals in Figure 20.5, then noise

at frequencies from 1 to 10 MHz for common models (Figure 20.6a), and whose input impedances are

by the circuit in Figure 20.5, and their symbol is that in Figure 20.4a, deleting IA. However, because of

Table 20.1 lists some basic specifications for IC instrumentation amplifiers whose gain G can be set

so high (up to 10
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TABLE 20.1 Basic Specifications for Some Instrumentation Amplifiers

AD624A AMP02F INA110KP LT1101AC Units

Gain range 1–1000 1–1000 1–500 10,100 V/V
Gain error, eG

G = 1 ±0.05 0.05 ±0.02 n.a. %
G = 10 n.s. 0.40 ±0.05 ±0.04 %
G = 100 ±0.25 0.50 ±0.10 ±0.04 %
G = 1000 ±1.0 0.70 n.a. n.a. %

Gain nonlinearity error eNLG
a

G = 1 ±0.005 0.006 ±0.005 n.a. %
G = 10 n.s. 0.006 ±0.005 ±0.0008 %
G = 100 ±0.005 0.006 ±0.01 ±0.0008
G = 1000 ±0.005 0.006 n.a. n.a. %

Gain drift DG/DT
G = 1 5 50 ±10 n.a. mV/V/°C
G = 10 n.s. 50 ±10 5 mV/V/°C
G = 100 10 50 ±20 5 mV/V/°C
G = 1000 25 50 n.a. n.a. mV/V/°C

Vos 200 + 5/G 200 ±(1000 + 5000/G) 160 mV
Dvos/DT 2 + 50/G 4 ±(2 + 50/G) 2 mV/°C
IB ±50 20 0.05 10 nA
DIB/DT ±50 typ 250 typ b 30 pA/°C
Ios ±35 10 0.025 0.90 nA
DIos/DT ±20 typ 15 typ n.s. 7.0 pA/°C
Zd 1 ��10 typ 10 typ 5000 ��  6 typ 12 GW
Zc 1 �� 10 typ 16.5 typ 2000 �� 1 typ 7 GW
CMRR at dc

G = 1 70 min 80 min 70 min n.a. dB
G = 10 n.s. 100 min 87 min 82 dB
G = 100 100 min 115 min 100 min 98 dB
G = 1000 110 min 115 min n.a. n.a. dB

PSRR at dc
G = 1 70 min 80 min c n.a. dB
G = 10 n.s. 100 min c 100 dB
G = 100 95 min 115 min c 100 dB
G = 1000 100 min 115 min n.a. n.a. dB

Bandwidth (–3 dB) (typ)
G = 1 1000 1200 2500 n.a. kHz
G = 10 n.s. 300 2500 37 kHz
G = 100 150 200 470 3.5 kHz
G = 1000 25 200 n.a. n.a. kHz

Slew rate (typ) 5.0 6 17 0.1 V/ms
Settling time to 0.01%

G = 1 15 typ 10 typ 12.5 n.a. ms
G = 10 15 typ 10 typ 7.5 n.a. ms
G = 100 15 typ 10 typ 7.5 n.a. ms
G = 1000 75 typ 10 typ n.a. n.a. ms

en (typ)
G = 1 4 120 66 n.a. nV/
G = 10 4 18 12 43 nV/
G = 100 4 10 10 43 nV/
G = 1000 4 9 n.a. n.a. nV/

vn 0.1 to 10 Hz (typ)
G = 1 10 10 1 0.9 mVp-p
G = 10 n.s. 1.2 1 0.9 mVp-p
G = 100 0.3 0.5 1 0.9 mVp-p
G = 1000 0.2 0.4 1 0.9 mVp-p

Hz

Hz

Hz

Hz
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stage is a difference amplifier converting a differential voltage into a single-ended output voltage. Difference
amplifiers (op amp and matched resistors) are available in IC form: AMP 03 (Analog Devices) and INA
105/6 and INA 117 (Burr-Brown). The gain equation for the complete IA is

(20.28)

Pallás-Areny and Webster [6] have analyzed matching conditions in order to achieve a high CMRR.
Resistors R2 do not need to be matched. Resistors R3 and R4 need to be closely matched. A potentiometer
connected to the vref terminal makes it possible to trim the CMRR at low frequencies.

The three-op-amp IA has a symmetrical structure making it easy to design and test. IAs based on an

that lacks these advantages but uses only two op amps. Its gain equation is

(20.29)

R1 and R2 must be matched and RG should be comparable to R2.

and SW2 close together and charge CS (1 mF) to the voltage difference vH – vL; next, SW1 and SW2 open
and SW3 and SW4 close, so that CH (0.1 to 1 mF) also charges to vH – vL. Then SW1 and SW2 close again,
SW3 and SW4 open, and so on. While CS is being charged CH holds the previous voltage difference.
Therefore, the maximal frequency for the input signal must be at least ten times lower than the switching
frequency. This circuit has a high CMRR because the charge at CS is almost insensitive to the input
common-mode voltage. Furthermore, it converts the differential signal to a single-ended voltage. The
LTC 1043 (Linear Technology) includes two sets of four switches to implement this circuit.

Composite Instrumentation Amplifiers

Instrumentation amplifiers have a very limited bandwidth. They achieve a gain of 10 at 2.5 MHz, at best.
Moreover, their inputs must be either dc-coupled or, if ac-coupled with input series capacitors, there
must be a path for bias currents; if that path is a resistor from each input to ground, then the common-
mode input impedance Zc decreases and noise may increase.

A larger bandwidth for a given gain can be obtained by cascade connection of two or more amplifiers.
However, if the additional gain is provided by a single-ended amplifier after the IA, then the overall

IA with large CMRR because the CMRR for the second stage is multiplied by the differential gain for
the first stage, which can be very high if implemented by broadband op amps. The overall gain is

TABLE 20.1 (continued) Basic Specifications for Some Instrumentation Amplifiers

AD624A AMP02F INA110KP LT1101AC Units

in 0.1 to 10 Hz (typ) 60 n.s. n.s. 2.3 pAp-p
in (typ) n.s. 400 1.8 20 fA/

Note: All parameter values are maximum, unless otherwise stated (typ = typical; min = minimum; n.a. = 
not applicable; n.s. = not specified). Measurement conditions are similar; consult manufacturers’ data 
books for further detail.

a For the INA110, the gain nonlinearity error is specified as percentage of the full-scale output.
b Input current drift for the INA110KP approximately doubles for every 10°C increase, from 25°C (10 pA-

typ) to 125°C (10 nA-typ).
c The PSRR for the INA110 is specified as an input offset ±(10 + 180/G) mV/V maximum.
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Figure 20.7 shows an IA built from three op amps. The input stage is fully differential and the output

IC difference amplifier do not need any user trim for high CMRR. The circuit in Figure 20.8 is an IA

Another approach to build an IA is by the switched-capacitor technique (Figure 20.9). Switches SW1

CMRR is that of the IA, which is small at high frequencies. The circuit in Figure 20.10a is a broadband
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FIGURE 20.6  (a) Open loop gain for an op amp. (b) Amplifier based on an op amp with external feedback.
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FIGURE 20.7  Instrumentation amplifier built from three op amps. R3 and R4 must be matched.

FIGURE 20.8  Instrumentation amplifier built from two op amps. R1 and R2 must be matched.
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(20.30)

The high-pass corner frequency is f0 = 1/(2pR0C0).

20.6 Single-Ended Signal Conditioners

Floating signals (single ended or differential) can be connected to amplifiers with single-ended grounded
input. Grounded single-ended can be connected to single-ended amplifiers, provided the difference in

amplifier based on an IA. However, op amps are better suited than IAs for single-ended amplifiers and
signal conditioners performing additional functions.

Figure 20.11b shows an inverting amplifier whose gain is G = –R2/R1, and whose input impedance is
R1. The capacitor on the dashed line (10 pF or larger) prevents gain peaking and oscillation. If a capacitor
C replaces R2, input signals are integrated and inverted. If C replaces R1 instead, input signals are

relative to f1 = 1/(2pR1C1) (offset and drift included) and G = 1 + R2 /R1 for high-frequency signals. The
circuit in Figure 20.11d calculates the average for n voltages. The difference between two voltages can be

Op amps must be carefully selected according to the application. For dc circuits, chopper op amps

For high-impedance signals, op amps with FET input transistors offer lower input currents, but they

manufacturers provide selection guides on floppy disk which suggest the most appropriate model for a
set of user-defined values for some parameters.

20.7 Carrier Amplifiers

A carrier amplifier is a conditioner for extremely narrowband ac signals from ac-driven sensors. A carrier
amplifier is made of a sine wave oscillator, to excite the sensor bridge, an ac voltage amplifier for the

NE5520/1 (Philips) are carrier amplifiers in IC form intended for (but not limited to) LVDTs driven at
a frequency from 1 to 20 kHz.

Carrier amplifiers make it possible to recover the amplitude and phase of the modulating signal after
amplifying the output modulated waveform from the bridge. This is useful first because ac amplifiers

FIGURE 20.9  Instrumentation amplifier based on the switched-capacitor technique. First switches SW1 and SW2
close while SW3 and SW4 are open, and CS charges to vH – vL. Then SW1 and SW2 open and SW3 and SW4 close,
charging CH to vH – vL.
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An IA can be ac-coupled by feeding back its dc output to the reference terminal as shown in Figure 20.10b.

ground potentials from signal to amplifier is not too large. Figure 20.11a shows a simple single-ended

obtained from the difference amplifier in Figure 20.7 (output stage).

bridge output, a synchronous demodulator (see Chapter 24), and a low-pass filter (Figure 20.12). The

have larger drift and voltage noise. Table 20.2 lists some parameters for several different op amps. Some

offer the best performance. For low-impedance signals, op amps with bipolar input transistors are better.

differentiated and inverted. The circuit in Figure 20.11c has G = 1 for dc and signals of low frequency
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are not affected by offset, drift, or low-frequency noise, and therefore the bridge output can easily be
amplified. Second, the phase-sensitive demodulator yields not only the amplitude but also the sign of the
measurand. If the measurement range includes positive and negative values for the measurand, phase
detection is essential.

A further advantage of carrier amplifiers is their extremely narrow frequency response, determined by
the output low-pass filter. In the demodulator, the product of the modulated carrier of frequency fc by
the reference signal, also of frequency fc, results in a baseband component and components at nfc (n ≥ 2).
The output low-pass filter rejects components other than the baseband. If the corner frequency for this

FIGURE 20.10  Composite instrumentation amplifiers. (a) Broadband IA with large CMRR; (b) ac-coupled IA.
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filter is f0, then the passband for the system is fc ± fo. Therefore, any interference of frequency fi added to
the modulated signal will be rejected if falling outside that passband. The ability to discriminate signals
of interest from those added to them is described by the series (or normal) mode rejection ratio (SMRR),
and is usually expressed in decibels. In the present case, using a first-order low-pass filter we have

(20.31)

A power-line interference superimposed on a 10 kHz carrier will undergo an 80-dB attenuation if the
output low-pass filter has f0 = 1 Hz. The same interference superimposed on the baseband signal would
be attenuated by only 35 dB.

Carrier amplifiers can be built from a precision sine wave oscillator — AD2S99 (Analog Devices),
4423 (Burr-Brown), SWR300 (Thaler) — or a discrete-part oscillator, and a demodulator (plus the output
filter). Some IC demodulators are based on switched amplifiers (AD630, OPA676). The floating capacitor

and its duty cycle is small (less than 10%), so that switches SW1 and SW2 sample the incoming modulated
waveform for a very short time [7].

FIGURE 20.11  Single-ended amplifiers and signal conditioners. (a) Noninverting amplifier based on an IA;
(b) inverting amplifier based on an op amp; (c) ac amplifier; (d) voltage averager.
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in Figure 20.9 behaves as a synchronous demodulator if the switch clock is synchronous with the carrier,
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20.8 Lock-In Amplifiers

A lock-in amplifier is based on the same principle as a carrier amplifier, but instead of driving the sensor,
here the carrier signal drives the experiment, so that the measurand is frequency translated. Lock-in
amplifiers are manufactured as equipment intended for recovering signals immersed in high (asynchro-
nous) noise. These amplifiers provide a range of driving frequencies and bandwidths for the output filter.
Some models are vectorial because they make it possible to recover the in-phase and quadrature (90°
out-of-phase) components of the incoming signal, by using two demodulators whose reference signals
are delayed by 90°. Still other models use bandpass filters for the modulated signal and two demodulating
stages. Meade [8] analyzes the fundamentals, specifications, and applications of some commercial lock-
in amplifiers.

20.9 Isolation Amplifiers

The maximal common-mode voltage withstood by common amplifiers is smaller than their supply voltage
range and seldom exceeds 10 V. Exceptions are the INA 117 (Burr-Brown) and similar difference amplifiers

FIGURE 20.11  (continued)
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whose common-mode range is up to ±200 V, and the IA in Figure 20.9 when implemented by high-voltage
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switches (relays, optorelays). Signals with large off-ground voltages, or differences in ground potentials
exceeding the input common-mode range, result in permanent amplifier damage or destruction, and a
safety risk, in spite of an exceptional CMRR: a 100 V common-mode 60 Hz voltage at the input of a
common IA having a 120 dB CMRR at power-line frequency does not result in a 100 V/106 = 100 mV
output, but a burned-out IA.

in voltage between grounds vi not only thwarts signal measurements but can destroy the amplifier. The

TABLE 20.2 Basic Specifications for Operational Amplifiers of Different Technologies

(Dvos/DT)av, DIB/DT, BWtyp(G = 1), en(1 kHz), fce, vn(p-p), in(1 kHz),
Vos, mV mV/°C IB, pA pA/°C Ios, pA MHz nV/ Hz mV fA/

Bipolar

mA741 6000 15 500000 500 200000 1.5 20 200 — 550
LM358A 3000 20 100000 — ±30000 1 — — — —
LT1028 80 0.8 180000 — 100000 75 0.9 3.5 0.035 1000
OP07 75 1.3 3000 50 2800 0.6 9.6 10 0.35 170
OP27C 100 1.8 80000 — 75000 8 3.2 2.7 0.09 400
OP77A 25 0.3 2000 25 1500 0.6 9.6 10 0.35 170
OP177A 10 0.1 1500 25 1000 0.6 — — 0.8 —
TLE2021C 600 2 70000 80 3000 1.2 30 — 0.47 90
TLE2027C 100 1 90000 — 90000 13 2.5 — 0.05 400

FET Input

AD549K 250 5 0.1 b 0.03 typ 1 35 — 4 0.16
LF356A 2000 5 50 b 10 4.5 12 — — 10
OPA111B 250 1 1 b 0.75 2 7 200 1.2 0.4
OPA128J 1000 20 0.3 b 65 1 27 — 4 0.22
TL071C 10000 18 200 b 100 3 18 300 4 10
TLE2061C 3000 6 4 typ b 2 tip 2 60 20 1.2 1

CMOS

ICL7611A 2 10 typ 50 b 30 0.044 100 800 — 10
LMC660C 6000 1.3 typ 20 b 20 1.4 22 — — 0.2
LMC6001A 350 10 0.025 b 0.005 1.3 22 — — 0.13
TLC271CP 10000 2 typ 0.7 typ c 0.1 typ 2.2 25 100 — n.s.
TLC2201C 500 0.1 typ 1 typ d 0.5 typ 1.8 8 — 0.7 0.6

BiMOS

CA3140 15000 8 50 b 30 4.5 40 — — —

CMOS Chopper

LTC1052 5 0.05 30 e 30 1.2 — — 1.5 0.6
LTC1150C 5 0.05 100 f 200 2.5 — — 1.8 1.8
MAX430C 10 0.05 100 g 200 0.5 — — 1.1 10
TLC2652AC 1 0.03 4 typ d 2 typ 1.9 23 — 2.8 4
TLC2654C 20 0.3 50 typ 0.65 30 typ 1.9 13 — 1.5 4
TSC911A 15 0.15 70 — 20 1.5 — — 11 —

Specified values are maximal unless otherwise stated and those for noise, which are typical (typ = typical, av = average;
nonspecified parameters are indicated by a dash).
a Values estimated from graphs.
b IB doubles every 10°C.
c IB doubles every 7.25°C.
d IB is almost constant up to 85°C.
e IB is almost constant up to 75°C.
f IB+ and IB– show a different behavior with temperature.
g IB doubles every 10°C above about 65°C.

Hz Hz
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Figure 20.13a shows a signal source grounded at a point far from the amplifier ground. The difference
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solution is to prevent this voltage from forcing any large current through the circuit and at the same

the signal source and the amplifier have separated (isolated) power supplies and the signal is coupled to
the amplifier through a transformer acting as an isolation barrier for vi. Other possible barriers are
optocouplers (IL300-Siemens) and series capacitors (LTC1145-Linear Technology). Those barriers
impose a large series impedance (isolation impedance, Zi) but do not usually have a good low-frequency
response, hence the need to modulate and then demodulate the signal to transfer through it. The
subsystem made of the modulator and demodulator, plus sometimes an input and an output amplifier
and a dc–dc converter for the separate power supply, is called an isolation amplifier. The ability to reject
the voltage difference across the barrier (isolation-mode voltage, vi) is described by the isolation mode
rejection ratio (IMRR), expressed in decibels,

(20.32)

Ground isolation also protects people and equipment from contact with high voltage because Zi limits

Devices) and the ISOxxx series (Burr-Brown).

amplifiers and signals are assumed to be grounded at different physical points.

20.10 Nonlinear Signal-Processing Techniques

Limiting and Clipping

Clippers or amplitude limiters are circuits whose output voltage has an excursion range restricted to values
lower than saturation voltages. Limiting is a useful signal processing technique for signals having the
information encoded in parameters other than the amplitude. For example, amplitude limiting is con-
venient before homodyne phase demodulators. Limiting can also match output signals levels to those
required for TTL circuits (0 to 5 V). Limiting avoids amplifier saturation for large input signal excursions,
which would result in a long recovery time before returning to linear operation.

a positive voltage clipper. When vs is positive, vo is negative and R2/R1 times larger; the diode is reverse
biased and the additional feedback loop does not affect the amplifier operation. When vs is negative and
large enough, vo forward biases the diode (voltage drop Vf) and the zener clamps at Vz, the output
amplitude thus being limited to vo = Vf + Vz until �vs � < (Vf + Vz )R1/R2 (Figure 20.14b). The circuit then
acts again as an inverting amplifier until vs reaches a large negative value.

FIGURE 20.12  Elements for a carrier amplifier.

IMRR
OUTPUT Voltage

ISOLATION-MODE Voltage
= 20 log
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time to provide an information link between the source and the amplifier. Figure 20.13b shows a solution:

Limiting can be achieved by op amps with diodes and zeners in a feedback loop. Figure 20.14a shows

Table 20.3 summarizes the compatibility between signal sources and amplifiers. When grounded,

the maximal current. Some commercial isolation amplifiers are the AD202, AD204, and AD210 (Analog
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A negative voltage clipper can be designed by reversing the polarity of the diode and zener. To limit
the voltage in both directions, the diode may be substituted by another zener diode. The output is then
limited to �vo� < Vz1 + Vf2 for negative inputs to �vo� < Vf1 + Vz2 for positive inputs. If Vz1 = Vz2, then the
voltage limits are symmetrical. Jung [9] gives component values for several precision limiters.

Logarithmic Amplification

The dynamic range for common linear amplifiers is from 60 to 80 dB. Sensors such as photodetectors,
ionizing radiation detectors, and ultrasound receivers can provide signals with an amplitude range wider
than 120 dB. The only way to encompass this wide amplitude range within a narrower range is by
amplitude compression. A logarithmic law compresses signals by offering equal-output amplitude
changes in response to a given ratio of input amplitude increase. For example, a scaling of 1 V/decade
means that the output would change by 1 V when the input changes from 10 to 100 mV, or from 100 mV

FIGURE 20.13  (a) A large difference in ground potentials damages amplifiers. (b) An isolation amplifier prevents
large currents caused by this difference from flowing through the circuit.
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TABLE 20.3 Compatibility between Signal Sources and Conditioners

Note: When grounded, signals sources and amplifiers are assumed to be grounded at different points. Isolation impedance
is assumed to be very high for floating signal sources but finite (Zi) for conditioners.
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FIGURE 20.14  Voltage limiter. (a) Circuit based on op amp and diode network feedback. (b) Input/output rela-
tionship.
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to 1 V. Therefore, logarithmic amplifiers do not necessarily amplify (enlarge) input signals. They are rather
converters providing a voltage or current proportional to the ratio of the input voltage, or current, to a
reference voltage, or current.

Logarithmic conversion can be obtained by connecting a bipolar transistor as a feedback element of
an op amp, Figure 20.15a. The collector current iC and the base-emitter voltage have an exponential
relationship. From the Ebers–Moll model for a transistor, if vCB = 0, then

(20.33)

where vT = kT/q = 25 mV at room temperature, and IS is the saturation current for the transistor. In
Figure 20.15a the input voltage is converted into an input current and the op amp forces the collector

FIGURE 20.15  Basic circuit for logarithmic (a) and antilog or exponential (b) conversion using the transdiode
technique. Practical converters include additional components for error reduction and protection.

i I ev v
C S

BE T= -( )1
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current of the transistor to equal the input current, while maintaining vCB ª 0 V. Hence, provided iC �
IS, for vs > 0,

(20.34)

compensation, and scale factor correction; reduce bulk resistance error; protect the base-emitter junction;
accept negative input voltages and other improvements. Wong and Ott [10] and Peyton and Walsh [11]
describe some common circuit techniques to implement these and additional functions. The LOG100
(Burr-Brown) is a logarithmic converter using this so-called transdiode technique. The AD640 (Analog
Devices) and TL441 (Texas Instruments) use different techniques.

Figure 20.15b shows a basic antilog or exponential converter for negative input voltages. The transistor
and the resistor have interchanged positions with respect to Figure 20.15b. For vs < 0,

(20.35)

Positive voltages require an input pnp transistor instead.

Multiplication and Division

Analog multiplication is useful not only for analog computation but also for modulation and demodu-
lation, for voltage-controlled circuits (amplifiers, filters), and for linearization [12]. An analog multiplier

(20.36)

where Vm is a constant voltage. If inputs of either polarity are accepted, and their signs preserved, the
device is a four-quadrant multiplier. If one input is restricted to have a defined polarity but the other can
change sign, the device is a two-quadrant multiplier. If both inputs are restricted to only one polarity, the
device is a one-quadrant multiplier. By connecting both inputs together, we obtain a voltage squarer
(Figure 20.16b).

Wong and Ott10 describe several multiplication techniques. At low frequencies, one-quadrant multi-
pliers can be built by the log–antilog technique, based on the mathematical relationships log A + log B =
log AB and then antilog (log AB) = AB. The AD538 (Analog Devices) uses this technique. Currently, the
most common multipliers use the transconductance method, which provides four-quadrant multiplica-
tion and differential ports. The AD534, AD633, AD734, AD834/5 (Analog Devices), and the MPY100
and MPY600 (Burr-Brown), are transconductance multipliers. A digital-to-analog converter can be con-
sidered a multiplier accepting a digital input and an analog input (the reference voltage). A multiplier
can be converted into a divider by using the method in Figure 20.16c. Input vx must be positive in order
for the op amp feedback to be negative. Then

(20.37)

The log–antilog technique can also be applied to dividing two voltages by first subtracting their logarithms
and then taking the antilog. The DIV100 (Burr-Brown) uses this technique. An analog-to-digital converter
can be considered a divider with digital output and one dc input (the reference voltage). A multiplier
can also be converted into a square rooter as shown in Figure 20.16d. The diode is required to prevent
circuit latch-up [10]. The input voltage must be negative.
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The basic circuit in Figure 20.15a must be modified in order to provide temperature stability, phase

(Figure 20.16a) has two input ports and one output port offering a voltage
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20.11 Analog Linearization

Nonlinearity in instrumentation can result from the measurement principle, from the sensor, or from
sensor conditioning. In pressure-drop flowmeters, for example, the drop in pressure measured is pro-
portional to the square of the flow velocity; hence, flow velocity can be obtained by taking the square
root of the pressure signal. The circuit in Figure 20.16d can perform this calculation. Many sensors are
linear only in a restricted measurand range; other are essentially nonlinear (NTC, LDR); still others are

FIGURE 20.16  (a) Symbol for an analog multiplier. (b) Voltage squarer from an analog multiplier. (c) Two-quadrant
analog divider from a multiplier and op amp feedback. (d) Square rooter from a multiplier and op amp feedback.
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linear in some ranges but nonlinear in other ranges of interest (thermocouples). Linearization techniques
for particular sensors are described in the respective chapters.

Nonlinearity attributable to sensor conditioning is common, for example, when resistive (linear)
sensors are placed in voltage dividers or bridges. The Wheatstone bridge in Figure 20.17a, for example,
includes a linear sensor but yields a nonlinear output voltage,

FIGURE 20.17  (a) A Wheatstone bridge supplied at a constant voltage and including a single sensor provides a
nonlinear output voltage. (b) By adding an op amp which forces a constant current through the sensor, the output
voltage is linearized.
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(20.38)

The nonlinearity arises from the dependence of the current through the sensor on its resistance, because

one op amp which forces a constant current V/R0 through the sensor. The bridge output voltage is

(20.39)

In addition, vs is single ended. The op amp must have a good dc performance.

20.12 Special-Purpose Signal Conditioners

Table 20.4 lists some signal conditioners in IC form intended for specific sensors and describes their respective
functions. The decision whether to design a signal conditioner from parts or use a model from Table 20.4
is a matter of cost, reliability, and availability. Signal conditioners are also available as subsystems (plug-
in cards and modules), for example, series MB from Keithley Metrabyte, SCM from Burr-Brown, and
3B, 5B, 6B, and 7B from Analog Devices.

Defining Terms

Carrier amplifier: Voltage amplifier for narrowband ac signals, that includes in addition a sine wave
oscillator, a synchronous demodulator, and a low-pass filter.

Common-mode rejection ratio (CMRR): The gain for a differential voltage divided by the gain for a
common-mode voltage in a differential amplifier. It is usually expressed in decibels.

Common-mode voltage: The average of the voltages at the input terminals of a differential amplifier.
Differential amplifier: Circuit or device that amplifies the difference in voltage between two terminals,

none of which is grounded.

TABLE 20.4 Special-Purpose Integrated Circuit Signal Conditioners

Model Function Manufacturer

4341 rms-to-dc converter Burr-Brown
ACF2101 Low-noise switched integrator Burr-Brown
AD1B60 Intelligent digitizing signal conditioner Analog Devices
AD2S93 LVDT-to-digital converter (ac bridge conditioner) Analog Devices
AD594 Thermocouple amplifier with cold junction compensation Analog Devices
AD596/7 Thermocouple conditioner and set-point controllers Analog Devices
AD598 LVDT signal conditioner Analog Devices
AD636 rms-to-dc (rms-to-dc converter) Analog Devices
AD670 Signal conditioning ADC Analog Devices
AD698 LVDT signal conditioner Analog Devices
AD7710 Signal conditioning ADC with RTD excitation currents Analog Devices
AD7711 Signal conditioning ADC with RTD excitation currents Analog Devices
IMP50E10 Electrically programmable analog circuit IMP
LM903 Fluid level detector National Semiconductor
LM1042 Fluid level detector National Semiconductor
LM1819 Air-core meter driver National Semiconductor
LM1830 Fluid detector National Semiconductor
LT1025 Thermocouple cold junction compensator Linear Technology
LT1088 Wideband rms-to-dc converter building block Linear Technology
LTK001 Thermocouple cold junction compensator and matched amplifier Linear Technology
TLE2425 Precision virtual ground Texas Instruments
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the bridge is supplied at a constant voltage. The circuit in Figure 20.17b provides a solution based on
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Dynamic range: The measurement range for a quantity divided by the desired resolution.
Instrumentation amplifier: Differential amplifier with large input impedance and low offset and gain

errors.
Isolation amplifier: Voltage amplifier whose ground terminal for input voltages is independent from the

ground terminal for the output voltage (i.e., there is a large impedance between both ground
terminals).

Isolation Mode Rejection Ratio (IMRR): The amplitude of the output voltage of an isolation amplifier
divided by the voltage across the isolation impedance yielding that voltage.

Signal conditioner: Circuit or device that adapts a sensor signal to an ensuing circuit, such as an analog-
to-digital converter.

Voltage buffer: Voltage amplifier whose gain is 1, or close to 1, and whose input impedance is very large
while its output impedance is very small.
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for those in the first year of an engineering degree. It covers analog and digital techniques at
beginners’ level, proposes simple exercises, and provides clear explanations supported by a mini-
mum of equations.

P. Horowitz and W. Hill, The Art of Electronics, 2nd ed., Cambridge, U.K.: Cambridge University Press,
1989. This is a highly recommended book for anyone interested in building electronic circuits
without worrying about internal details for active components.

M.N. Horenstein, Microelectronic Circuits and Devices, 2nd ed., Englewood Cliffs, NJ: Prentice-Hall, 1996,
is an introductory electronics textbook for electrical or computer engineering students. It provides
many examples and proposes many more problems, for some of which solutions are offered.

J. Dostál, Operational Amplifiers, 2nd ed., Oxford, U.K.: Butterworth-Heinemann, 1993, provides a good
combination of theory and practical design ideas. It includes complete tables which summarize
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Manufacturers’ data books provide a wealth of information, albeit nonuniformly. Application notes for
special components should be consulted before undertaking any serious project. In addition,
application notes provide handy solutions to difficult problems and often inspire good designs.
Most manufacturers offer such literature free of charge. The following have shown to be particularly
useful and easy to obtain: 1993 Applications Reference Manual, Analog Devices; 1994 IC Applications
Handbook, Burr-Brown; 1990 Linear Applications Handbook and 1993 Linear Applications Hand-
book, Vol. II, Linear Technology; 1994 Linear Application Handbook, National Semiconductor;
Linear and Interface Circuit Applications, Vols. 1, 2, and 3, Texas Instruments.

R. Pallás-Areny and J.G. Webster, Analog Signal Processing, New York: John Wiley & Sons, 1999, offers a
design-oriented approach to processing instrumentation signals using standard analog integrated
circuits, that relies on signal classification, analog domain conversions, error analysis, interference
rejection and noise reduction, and highlights differential circuits.
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21.1 Introduction

 

It is often the case in instrumentation and communication systems that an information-bearing signal
may not be in an optimal form for direct use. In such cases, the information-bearing signal may be used
to alter some characteristic of a second signal more suited to the application. This process of altering
one signal by means of another is known as 

 

modulation

 

; the original information is called the 

 

baseband
signal

 

, and the signal modulated by the baseband signal is termed the 

 

carrier 

 

(because it “carries” the
information). Recovery of the original information requires a suitable demodulation process to reverse
the modulation process.

A prominent use of modulation techniques is found in radio communication. The extremely long
wavelengths of electromagnetic waves at frequencies found in a typical audio signal make direct trans-
mission impractical, because of constraints on realistic antenna size and bandwidth. Successful radio
communication is made possible by using the original audio (baseband) signal to modulate a carrier
signal of a much higher frequency and transmitting the modulated carrier by means of antennas of
feasible size. Another example is found in the use of modems to transmit digital data by the telephone
network. Digital data are not directly compatible with analog local subscriber connections, but these data
may be used to modulate audible signals which may be carried over local telephone lines. Instrumentation
systems use modulation techniques for telemetry (where the distances may be on the order of centimeters
for implanted medical devices to hundreds of millions of kilometers for deep-space probes), for processing
signals in ways for which the original signals are unsuited (such as magnetic recording of low-frequency
and dc signals), and for specialized amplification purposes (carrier and lock-in amplifiers).

Techniques that modulate the amplitude of the carrier are full-carrier 

 

amplitude modulation 

 

(AM),
reduced- or suppressed-carrier double-sideband amplitude modulation (DSB), single-sideband suppressed-
carrier modulation (SSB), vestigial-sideband modulation (VSB), and on–off keying (OOK). Techniques
that modulate the frequency or phase angle of the carrier include 

 

frequency modulation 

 

(FM), phase
modulation (PM), frequency-shift keying (FSK), and phase-shift keying (PSK). Simultaneous variation
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of amplitude and phase are applied in quadrature amplitude modulation (QAM). Each technique has
its own particular uses. Full-carrier AM is used in radio broadcasting; VSB is used in television broad-
casting. DSB appears in instrumentation systems utilizing carrier amplifiers and modulating sensors,
while SSB finds use in certain high-frequency radio communications. FM is used in broadcasting (radio
and television audio) and point-to-point mobile communications. OOK is commonly used to transmit
digital data in optical fiber links. FSK, PSK, and QAM are found in digital communications; analog QAM
carries the chrominance (color) information in color television broadcasting. The emphasis of this
particular chapter will be instrumentation systems; those interested principally in communications appli-
cations could begin by consulting References 1 through 4.

 

21.2 Generalized Modulation

 

We begin by making two assumptions: (1) the highest frequency present in the baseband signal is
considerably less than the carrier frequency and (2) the results derived in the following chapter pertain
to sinusoidal carriers but may be extended to other periodic carrier signals (such as square waves and
triangle waves). Equation 21.1 gives a general expression for a modulated sinusoidal carrier signal of
radian frequency 

 

w

 

c

 

:

(21.1)

Information may be carried by 

 

f

 

s

 

(

 

t

 

) by modulation of its amplitude 

 

A

 

c

 

(

 

t

 

), its phase angle 

 

f

 

(

 

t

 

), or, in some
cases, both (note that frequency modulation is a form of phase 

 

angle modulation

 

). Equation 21.1 may
be recast in an equivalent form:

(21.2)

where:

Equation 21.2 gives 

 

f

 

s

 

(

 

t

 

) as the sum of a cosinusoidal carrier term with time-varying amplitude 

 

f

 

i

 

(

 

t

 

) and
a sinusoidal (quadrature) carrier term with time-varying amplitude 

 

f

 

q

 

(

 

t

 

) and is thus known as the carrier-
quadrature description of 

 

f

 

s

 

(

 

t

 

). The terms 

 

f

 

i

 

(

 

t

 

) and 

 

f

 

q

 

(

 

t

 

) are known, respectively, as the in-phase and
quadrature components of 

 

f

 

s

 

(

 

t

 

). Carlson [1] gives the Fourier transform of a signal in carrier-quadrature
form:

(21.3)

where 

 

F

 

i

 

(

 

w

 

): 
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) and 

 

F

 

q

 

(

 

w

 

): 
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q

 

(

 

t

 

) are Fourier transform pairs. Notice that the spectra of both 

 

F

 

i

 

(

 

w

 

) and

 

F

 

q

 

(

 

w

 

) are both translated by ±

 

w

 

c

 

. Modulation of the carrier in any sense causes energy to appear at
frequencies (known as 

 

sidebands

 

) other than the carrier frequency. Sidebands will be symmetrically
distributed relative to the carrier in all but the specialized cases of VSB and SSB.

 

21.3 Amplitude Modulation

 

AM that appears in instrumentation systems takes the form of double-sideband AM on which we will
focus some degree of attention. VSB and SSB are encountered in communications systems but not in
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AM applied to a sinusoidal carrier is described by

(21.4)

where 

 

A

 

c 

 

is the amplitude of the unmodulated carrier, 

 

k 

 

is the proportion of carrier present in the
modulated signal, 

 

m

 

 is the modulation index, 

 

f

 

m

 

(

 

t

 

) is the modulating baseband signal (presumed to be
a real bandpass signal), and 

 

w

 

c 

 

is the carrier radian frequency. The modulation index relates the change
in amplitude of the modulated signal to the amplitude of the baseband signal. The value of 

 

k 

 

ranges
from 1 in full-carrier AM to 0 in suppressed-carrier double-sideband modulation. The peak value of the
modulated signal is 

 

k 

 

+ 

 

m

 

 

 

f

 

m

 

(

 

t

 

) which may take on any positive value consistent with the dynamic range
of the modulator and demodulating system; note that phase reversal of the carrier occurs if 

 

k 

 

+ 

 

m

 

 

 

f

 

m

 

(

 

t

 

)
becomes negative. Figure 21.1 represents a full-carrier AM signal and its baseband signal. Recasting
Equation 21.4 in carrier-quadrature form gives 

 

f

 

i 

 

= 

 

A

 

c

 

[

 

k 

 

+ 

 

m

 

f

 

m

 

(

 

t

 

)] and 

 

f

 

q 

 

= 0. The Fourier transform of
this signal is

(21.5)

where 
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) and 
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 + 
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c

 

) are unit impulses at + 

 

w

 

c 

 

and –

 

w

 

c

 

, respectively, and represent the carrier
component of 

 

F

 

S

 

(

 

w

 

). The frequency domain representation of 

 

F

 

S

 

(

 

w

 

) also contains symmetric sidebands
about the carrier with the upper sideband arising from the positive-frequency component of 

 

F

 

m

 

(

 

w

 

) and
the lower sideband from the negative-frequency component. A double-sideband AM signal thus has a
bandwidth twice as large as that of the baseband signal.

baseband modulation as in Figure 21.1. The information in a full-carrier AM signal is found in the

 

FIGURE 21.1  

 

Time-domain representation of a baseband and the resulting full-carrier AM signal. The time scale
is arbitrary.
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time-varying amplitude of the modulated signal, but the information carried by the suppressed-carrier
DSB signal is found both in the amplitude and instantaneous phase of the modulated signal (note that
the phase of the DSB signal is inverted relative to the carrier when the baseband signal is negative and
in phase when the baseband signal is positive). AM is a linear modulation technique; the sum of multiple
AM signals produced from a common carrier by different baseband signals is the same as one AM signal
produced by the sum of the baseband signals.

 

Generation of Double-Sideband AM Signals

 

AM in radio transmitters is frequently performed by applying the modulating waveform to the supply
voltage to a nonlinear radiofrequency power amplifier with a resonant-circuit load as described by Carlson
[1]. Low-level AM may be achieved by direct multiplication of the carrier signal by [

 

k 

 

+ 

 

m

 

f

 

m

 

(

 

t

 

)].
AM signals often arise in instrumentation systems as the result of the use of an ac drive signal to a

modulating sensor. Figure 21.3 shows an example in which a balanced sensor is excited by a sinusoidal
carrier. The output voltage of the differential amplifier will be zero when the sensor is balanced; a nonzero

 

FIGURE 21.2  

 

Time-domain representation of a DSB suppressed-carrier signal. Regions demarcated by double
arrows indicate phase inversion of the modulated signal relative to the unmodulated carrier. This is in contrast to
full-carrier AM in which the modulated signal is always in phase with the carrier.

 

FIGURE 21.3  

 

A balanced sensor with ac excitation and a differential-amplifier output stage. Typical sensors which
might be found in this role are resistive Wheatstone bridges, differential-capacitance pressure sensors or accelerom-
eters, or linear-variable differential transformers (LVDTs). Variation in the sensor measurand produces a DSB
suppressed-carrier signal at the amplifier output.
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output voltage appears when the sensor is unbalanced. The magnitude of the voltage indicates the degree
of imbalance in the sensor, and the phase of the output voltage relative to the carrier determines the

output if we substitute the sensor measurand for the baseband signal of Figure 21.2. The technique of
applying ac excitation to a balanced sensor may be required for inductive or capacitive sensors; it may
also be desirable in the case of resistive sensors (such as strain-gage bridges) requiring high-gain ampli-
fiers. In these circumstances, amplification of an ac signal minimizes both 1/f noise and dc offset problems
associated with high-gain dc-coupled amplifiers.

Envelope Demodulation of Double-Sideband AM Signals

Full-carrier AM signals are readily demodulated by the simple envelope detector shown in Figure 21.4.
The components of the RC low-pass filter are chosen such that wm � (1/RC) � wc. Envelope detection,
however, cannot discriminate phase and is thus unsuitable for demodulation of signals in which phase
reversal of the carrier occurs (such as reduced-carrier or suppressed-carrier signals). Synchronous demod-
ulation is required for such signals.

Synchronous Demodulation of Double-Sideband AM Signals

Figure 21.5 shows two methods of synchronous demodulation. In Figure 21.5(a), the modulated signal
is multiplied by cos(wct); in Figure 21.5(b), the modulated signal is gated by a square wave synchronous
with cos(wct). Consider the multiplying circuit of Figure 21.5(a); the Fourier transform Fd(w) of fd(t) =
fs(t)cos(wct) is given by

(21.6)

The spectral components translated by ±2wc may be removed by low-pass filtering; the result, translated
into the time domain, is

(21.7)

FIGURE 21.4  Envelope detector for full-carrier AM signals.

FIGURE 21.5  Multiplying (a) and switching (b) synchronous demodulators. The blocks marked LPF represent low-
pass filters.
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direction of imbalance. The suppressed-carrier DSB signal of Figure 21.2 would be seen at the amplifier
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We thus have a dc component of Ack/2 and the original baseband signal fm(t) multiplied by a scale factor

c

is equivalent to multiplying fs(t) by a square wave with levels of ±1. The Fourier series representation of
such a square wave is given by

(21.8)

Low-pass filtering of the product of Equations 21.4 and 21.8 gives

(21.9)

The baseband signal is again recovered, although the scale factor is somewhat larger than that of the
multiplying case. Demodulators like those of Figure 21.5(a) are called multiplying demodulators; circuits
Figure 21.5(b) are known as switching demodulators. Nowicki [5] and Meade [6] discuss and compare
both types of synchronous demodulators in greater detail.

We have so far made the implicit assumption that the demodulating signal is perfectly synchronized
with the carrier of the modulated signal. Let us now consider the case where there exists a phase shift
between these two signals. Assume that a signal expressed in carrier-quadrature form is multiplied by a
demodulating signal cos(wct + q). The result, after suitable low-pass filtering, is

(21.10)

Equation 21.10 is an important result; we see that both the level and polarity of the demodulated signal
are functions of the synchronization between the demodulating signal and the modulated carrier. Syn-
chronous demodulation is thus often called phase-sensitive demodulation. It was previously mentioned
that a DSB AM signal has no quadrature component fq(t); a phase shift of an odd integral multiple of
p/2 radians between the carrier and the demodulating signal will produce a synchronous demodulator
output of zero. Use of a square wave gating signal in place of the sinusoid would produce the same result
as Equation 21.10 except that the recovered signals would be multiplied by 2/p instead of 1/2.

phase-sensitive demodulator. A sinusoid with a constant amplitude of 1 is gated by a square wave which
has levels of ±1; the amplifier outputs before low-pass filtering are shown for phase offsets of 0, p/4, and
p/2 radians. The dc levels which would be recovered by low-pass filtering are also shown. Note that the
demodulator output with phase offset of zero takes the form of a full-wave rectified sine which has only
positive excursions. As the phase offset between the gating signal and the sinusoid increases, however,
the dc component decreases as the gated signal shows increasing negative excursions and decreasing
positive excursions. An offset of p/2 radians produces an output whose positive and negative excursions
are symmetric and thus has no dc component. Synchronization of the demodulating signal with the
modulated carrier is thus crucial for accurate demodulation. Synchronization of the demodulating signal
with the modulated carrier is straightforward in instrumentation applications in which the carrier signal
may be provided directly to the demodulator, such as the electrical impedance tomography applications
discussed by Webster [7]. This becomes more difficult if the carrier cannot be directly provided but must
be inferred or recovered from the incoming signal. Hershberger [8] employs a phase-locked loop to
perform the carrier synchronization in a synchronous detector for radio receiver applications. Modulated
signals which contain both in-phase and quadrature components may be demodulated by an I–Q
demodulator which is comprised of two parallel synchronous demodulators (one driven by cos(wct) and
the other by sin(wct)); Breed [9] notes that any form of modulation may in principle be demodulated
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of mA /2. The gating circuit of Figure 21.5(b) may be analyzed in a similar manner; the action of gating

Figure 21.6 shows the effect of phase between the gating signal and the incoming signal in a switching
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by this method although less expensive techniques are suitable for many applications (such as the envelope
detector for full-carrier AM). A common instrumentation application for simultaneous I–Q demodula-
tion is the electrical impedance bridge (often called an LCR bridge).

Synchronous demodulators are valuable in lock-in amplifier applications for the recovery of signals
otherwise masked by noncoherent noise. Assume that the low-pass filter of a synchronous demodulator
has a bandwidth of W; only those components of the incoming signal which lie within ±W of wc will
appear at the low-pass filter output. A demodulator with extremely high selectivity may be built by use
of a narrow low-pass filter, providing remarkable improvement in output signal-to-noise ratio. The use
of an AD630 switching demodulator to recover a signal from broadband noise whose rms value is 100 dB
greater than that of the modulated signal is shown in Reference 10. Synchronous demodulation may also
be of benefit in applications in which the input signal-to-noise ratio is not so extreme; components of
noise which are in quadrature with respect to the carrier produce no output from a synchronous
demodulator, whereas an envelope detector responds to the instantaneous sum of the signal and all noise
components.

FIGURE 21.6  Gating of a constant-amplitude sinusoidal by a square wave in a switching phase-sensitive demodu-
lator with various phase offsets between the carrier and the square wave. The upper trace shows the carrier and the

The dc output voltages of the low-pass filter are indicated for each value of phase offset.
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square wave; the lower trace shows the signals which appear at the output of the differential amplifier in Figure 21.5(b).
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Examples

Figure 21.7 shows a lock-in amplifier application of the AD630; this particular integrated circuit has on-
chip precision resistances which allow the device to be used with a minimal number of external compo-
nents. Webster [11] shows the design of a diode-ring phase-sensitive demodulator. High-speed CMOS
switches (such as the 74HC4053 and ADG201HS) may also be used in switching phase-sensitive demod-

of both amplitude and phase of a sinusoidal ac voltage. This method requires that gating signals syn-
chronous with cos(wt) and sin(wt) be supplied to a pair of independent single-pole, single-throw
switches. Assuming that the input signal Vin may be represented as Acos(wt+j), the dc output voltages
from the two RC low-pass filters are given by:

(21.11a)

(21.11b)

where the phase angle j is measured relative to cos(wt). Note that switching the input of the low-pass
filter between the signal and ground produces dc output voltages half as large as those produced by the

VOI and VOQ:

FIGURE 21.7  Lock-in amplifier circuit utilizing the Analog Devices AD630 switching balanced demodulator. This
particular device is attractive for the small number of external components required and its high performance. The
two-pole low-pass filter shown has a dc gain of 100 and a corner frequency of 0.00644/RC. The principal drawback
of this filter is its dc output impedance which is 100R. This limitation could be avoided by replacing this filter by a
pair of single-pole active filters or a single-amplifier two-pole filter (such as the Sallen-Key type of network).
Resistances depicted within the outline of the AD630 are internal to the device itself; numbers at the periphery of
the device are pin numbers. Pins labeled CH A+, CH A–, CH B+, and CH B– indicate the sense of the A and B
channels of the device. Pins Rin A and Rin B are electrically connected to the CH A+ and CH B+ pins, respectively,
through internal 2.5 kW resistances.
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ulators. An example of this is shown in Figure 21.8 below in which presents a method for measurement

technique of Figure 21.5(b). The amplitude A and phase j of the signal may be readily computed from
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(21.12a)

(21.12b)

Beams [12] applies this technique with a virtual-instrument program to the automated measurement of
frequency response of linear networks.

21.4 Angle (Frequency and Phase) Modulation

Recall from Equation 21.1 that we may modulate a carrier by varying its phase angle in accordance with
the baseband signal. Consider a signal of the form:

(21.13)

The instantaneous phase angle is wct + Dfxm(t); the phase relative to the unmodulated carrier is Dfxm(t).
The carrier is thus phase-modulated by xm(t). The instantaneous frequency is wc + Df[dxm(t)/dt]; if xm(t)
is the integral of baseband signal fm(t), the instantaneous frequency becomes wc + Dffm(t). The frequency
deviation Dffm(t) is proportional to the baseband signal; the carrier is frequency modulated by fm(t). We
may write the general expression for an FM signal as

(21.14)

(The change in notation from Df to Dw is intended to emphasize that the signal represented by

signal. Note the signal has constant amplitude; this is also true of a phase-modulated signal.
Consider frequency modulation with a baseband signal fm = Am cos(wmt); substitution into

Equation 21.14 and performing the integration gives

FIGURE 21.8  Use of phase-sensitive detection to measure amplitude and phase of a sinusoidal signal. Phase is
measured with respect to cos(wt).
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Equation 21.14 is frequency modulated.) Figure 21.9 shows a time-domain representation of an FM
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(21.15)

in which b (called the modulation index) has replaced DwAm /wm. The carrier-quadrature form of
Equation 21.15 is

(21.16)

We note from Equation 21.16 that, unlike AM, the FM signal contains both in-phase and quadrature

cos[bsin(wmt)] and sin[bsin(wm

for detailed analysis). The Bessel function expression of an FM signal is

(21.17)

where Jn represents a Bessel function of the first kind of order n. Beyer [13] provides tables of J0(b) and
J1(b) and gives formulae for computing higher-order Bessel functions. We also note that J–n(b) = (–1)n

Jn(b). The approximations J0(b) = 1 and J1(b) = (b/2) are valid for low values of the modulation index
(b < 0.2); the higher-order Bessel functions are negligible under these circumstances. A carrier with
sinusoidal frequency modulation with a low modulation index will show sidebands spaced at ±wm about
the carrier; such narrowband FM would be indistinguishable from full-carrier AM on a spectrum analyzer
display (which shows the amplitudes of spectral components but not their phase relationships). As
modulation index increases, however, new sideband pairs appear at ±2wm, ±3wm, ±4wm, etc. as the higher-
order Bessel functions become significant. The amplitude of the carrier component of fs(t) varies with
J0(b); the carrier component disappears entirely for certain values of modulation index. These charac-
teristics are unlike AM in which the carrier component of the modulated signal is constant and in which
only one sideband pair is produced for each spectral component of the baseband signal. FM is an
inherently nonlinear modulation process; the sum of multiple FM signals derived from a single carrier
with individual baseband signals does not give the same result as frequency modulation of the carrier
by the sum of the baseband signals. The spectrum of a phase-modulated signal is similar to that of an
FM signal, but the modulation index of a phase-modulated signal does not vary with wm. Figure 21.9
shows a time-domain representation of an FM signal and the original baseband signal.

FIGURE 21.9  Time-domain representation of an FM signal and its baseband signal. The time scale is arbitrary.
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components and that the amplitudes of both are nonlinear functions of the modulation index. The terms
t)] are generally expanded in terms of Bessel functions (see Schwartz [3]
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Generation of Phase- and Frequency-Modulated Signals

FM signals may arise directly in instrumentation systems such as turbine-type flowmeters or Doppler
velocity sensors. Direct FM signals may be generated by applying the baseband signal to a voltage-
controlled oscillator (VCO); Sherwin and Regan [14] demonstrate this technique in a system which
generates direct FM using the LM566 VCO to transmit analog information over 60 Hz power lines. In
radiofrequency applications, the oscillator frequency may be varied by application of the baseband signal
to a voltage-variable reactance (such as a varactor diode). Indirect FM may be generated by phase
modulation of the carrier by the integrated baseband signal as in Equation 21.14; DeFrance [15] gives
an example of a phase modulator circuit.

Demodulation of Phase- and Frequency-Modulated Signals

PM signals may be demodulated by the synchronous demodulator circuits previously described; they
are, however, sensitive to the signal amplitude as well as phase and require a limiter circuit to produce an

shows three of the more common methods of FM demodulation. Figure 21.11(a) shows a quadrature
detector of the type commonly used in integrated-circuit FM receivers. A limiter circuit suppresses noise-
induced amplitude variations in the modulated signal; the limiter output then provides a reference signal
to a synchronous (phase-sensitive) demodulator. The limiter output voltage is also coupled (via a small

FIGURE 21.10  Examples of digital phase detectors. The exclusive-OR gate in (a) requires input signals with 50%
duty cycle and produces an output voltage proportional to phase shift over the range of 0 to p radians (0° to 180°).
Phase shifts between p and 2p radians produce an output voltage negatively proportional to phase. The edge-triggered
RS flip-flop circuit in (b) functions with signals of arbitrary duty cycle and has a monotonic relationship between
phase and output voltage over the full range of 0 to 2p radians. The circuit may be initialized by means of the RESET
line. D-type flip-flops with RS capability (such as the CD4013) may be used in this circuit.
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output proportional to phase alone. Figure 21.10 shows simple digital phase demodulators. Figure 21.11
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capacitor C1) to a quadrature network consisting of L, R, and C2. The phase of the voltage across the
quadrature network relative to the limiter output is given by

(21.18a)

where

(21.18b)

FIGURE 21.11  FM demodulators. A quadrature detector circuit is shown in (a). The phase shift of Vq (the voltage
across the quadrature network consisting of L, C2, and R) relative to the output voltage of the limiter varies linearly
with frequency for frequencies close to w0. The synchronous (phase-sensitive) demodulator produces an output
proportional to the phase shift. A frequency-to-voltage converter is shown in (b). A monostable multivibrator
(one-shot) produces a pulse of fixed width and amplitude with each cycle of the modulated signal. The average
voltage of these pulses is proportional to the modulated signal frequency. The 74HC4538 contains two independent
edgetriggered monostable multivibrators which may be triggered by a rising edge (as shown) or a falling edge (by
applying the clock pulse to the B input and connecting the A input to Vdd). A phase-locked loop is shown in (c).
The operation of the phase-locked loop is described in the text.
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The variation in phase is nearly linear for frequencies close to w0. The phase-sensitive demodulator
recovers the baseband signal from the phase shift between the quadrature-network voltage and the
reference signal. The quadrature network also causes the amplitude of Vq to vary with frequency, but the
variation in phase with respect to frequency predominates over amplitude variation in the vicinity of w0.
There is also generally enough voltage across the quadrature network to force the phase-sensitive demod-
ulator into a nonlinear regime in which its output voltage is relatively insensitive to the amplitude of the

consists of a monostable (one-shot) triggered on each zero crossing of the modulated signal. The pulse
output of the one-shot is integrated by the low-pass filter to recreate the original baseband signal.
Figure 21.11(c) shows a phase-locked loop. The phase comparator circuit produces an output voltage
proportional to the phase difference between the input signal and the output of a VCO; that voltage is
filtered and used to drive the VCO. Assume that f1(t) and w1(t) represent the phase and frequency of the
input signal as functions of time with corresponding Laplace transforms F1(s) and W1(s). The VCO
output phase and frequency are represented by f2(t) and w2(t) with corresponding Laplace transforms
F2(s) and W2(s). The phase detector produces an output voltage given by

(21.19)

The corresponding Laplace transform expression is

(21.20)

This voltage is filtered by the loop filter and is applied to the VCO which produces a frequency propor-
tional to the control voltage. The Laplace transform of the VCO frequency is

(21.21)

Since F1(s) = W1(s)/s and F2(s) = W2(s)/s, we may write

(21.22)

Assume that the input frequency is a step function of height w1; this gives W1(s) = w1/s. Inserting this
into Equation 21.22 gives

(21.23)

Application of the final value theorem of the Laplace transform to Equation 21.24 gives w1 as the asymp-
totic limit of w2(t); the output frequency of the VCO matches the input frequency. The VCO input voltage
is w1/kw and is thus proportional to the input frequency. If the input frequency is varied by some baseband
signal, the VCO input voltage follows that baseband signal. The phase-locked loop thus may serve as an
FM detector; Taub and Schilling [2] give an extensive analysis. If we assume the simplest loop filter
transfer function H(s) = 1, the bracketed term of Equation 21.21 takes the form of a single-pole low-
pass filter with corner frequency w–3dB = kw kf . The VCO output frequency tracks slowly varying input
frequencies quite well, but the response to rapidly varying input frequencies is limited by the low-pass
behavior of the loop. Baseband spectral components which lie below the loop corner frequency are
recovered without distortion, but baseband spectral components beyond the loop corner frequency are
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attenuated. A single-pole RC low-pass filter is often used for the loop filter; the transfer function of the
complete phase-locked loop with such a filter is:

(21.24)

where p1 = 1/RC. Note that the loop transfer function is that of a second-order low-pass filter and thus
may exhibit dynamics such as resonance and underdamped transient response depending on the values
of the parameters kw, kf , and p1.

Examples

Sokol et al. [16] describe the use of phase-sensing techniques to a shaft torque-sensing application in
Figure 21.12. Two identical gears are coupled by springs in a device known as a torque hub. The teeth
of the gears induce signals in variable-reluctance magnetic sensors as the shaft rotates, and the Schmitt
trigger circuits transform the reluctance sensor outputs (approximately sinusoidal signals with amplitudes
proportional to shaft rotational velocity) into square waves of constant amplitude. The springs compress
with increasing torque, shifting the phase of the magnetic pickup signals (and hence the square waves)
relative to each other. The relative phase of the square waves is translated to a dc voltage by a flip-flop
phase detector and RC low-pass filter. The suppression of amplitude variation by the Schmitt trigger
circuits causes no loss of information; the torque measurement is conveyed by phase alone.

monitoring of human ventilation. Elastic belts with integral serpentine inductors encircle the chest and
abdomen; these inductors are parts of resonant tank circuits of free-running radiofrequency oscillators.
Ventilation causes the inductor cross-sectional areas to vary, changing their inductances and thus varying

FIGURE 21.12  Use of phase-sensitive demodulation to measure torque in a rotating shaft as described by Sokol
et al. [16]. Typical waveforms and the points in the circuit where they are found are indicated. The RC coupling to
the S and R terminals of the CD4013 flip-flop provides for edge triggering.

W
W

2

1

1
2

1 1

s

s

k k p

s sp k k p

( )
( ) =

+ +

È

Î
Í
Í

ù

û
ú
ú

w f

w f

1733 FrameBook  Page 14  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

Cohen et al. [17] in Figure 21.13 describe the use of a direct FM technique to perform noninvasive
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the frequencies of the oscillators. Figure 21.13 also shows one of two phase-locked loop demodulator
circuits which are identical except for the value of one capacitor in the VCO circuit. The phase-locked
loop utilizes a single-pole RC low-pass loop filter.

Bachman [18,19] in Figure 21.14 describes a novel application of FM techniques to provide a sensing
function which would otherwise be difficult to achieve (measurement of deviations in mass flow of fine
seeds in an agricultural implement). A capacitive sensing cell was constructed and made part of a
discriminator circuit driven at a constant frequency; the flow of seeds through the sensing capacitor shifts
the resonant frequency of the discriminator and produces a change in the discriminator output voltage.
An ac-coupled differential amplifier provides an output proportional to changes in the mass flow.

FIGURE 21.13  Use of FM techniques in measurement of human ventilation (adapted from Cohen et al. [17]). An
independent oscillator was used for each inductive belt, and the oscillator outputs were optically coupled to the
demodulator circuits for the purpose of electrical isolation of the subject from equipment operated from the 60 Hz
ac line. One of two demodulators is shown; the value of Cx was either 470 pF for use at a nominal frequency of
850 kHz or 220 pF for use at a nominal frequency of 1.5 MHz. Numbers adjacent to the CD74HC4046 and TL081
devices are pin numbers.

FIGURE 21.14  FM demodulator technique applied to measurement of the flow of small seeds in an agricultural
machine application. The relative permittivity of the seeds causes the resonant frequency of the discriminator circuit
to shift and to produce a change in the output voltage. The claimed sensitivity of this circuit is on the order of tens of
femtofarads. The cross-hatched region of the sensing chamber represents the active area through which the seeds flow.
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21.5 Instrumentation and Components

Integrated Circuits

Table 21.1 lists certain integrated circuits which may be used in application of the modulation techniques
covered in this chapter. This is not an exhaustive list of all useful types nor of all manufacturers. Most
integrated circuits are available in a number of packages and performance grades; the prices given are
indicative of the pricing of the least expensive versions purchased in small quantities. Table 21.2 provides
contact information for these vendors.

Instrumentation

Oscilloscopes and spectrum analyzers are frequently employed in analysis of modulated signals or systems
utilizing modulation techniques; both types of instruments are available from a number of manufacturers
(e.g., Agilent Technologies, Tecktronix). Certain types of specialized instrumentation are also available,
such as scalar and vector modulation analyzers, signal sources with digital or analog modulation capability,
and instruments for analysis of color-television signals (vectorscopes). Representative manufacturers
include Agilent Technologies, Tektronix, and Rohde & Schwarz. Additional information is available from
their respective on-line sources.

TABLE 21.1 Integrated Circuits Used with Modulation Techniques

Designation Function Manufacturer(s) Approximate Price, $

AD630JN Balanced modulator/demodulator Analog Devices 10.19
74HC4053 High-speed analog switch Fairchild, TI 0.67
ADG201HSJN High-speed analog switch Analog Devices 3.10
AD532JH Four-quadrant multiplier Analog Devices 15.91
AD633JN Four-quadrant multiplier Analog Devices 3.73
74HC4046 Phase-locked loop Fairchild, TI 2.00
AD650JN Voltage-to-frequency, frequency-to-voltage converter Analog Devices 9.15
AD652JP Voltage–to-frequency converter Analog Devices 10.46
AD654JN Voltage-to-frequency converter Analog Devices 4.15
74HC4538 Dual retriggerable monostable (one-shot) Fairchild, TI 0.72

TABLE 21.2 Companies That Make 
Integrated Circuits for Modulating

Analog Devices, Inc.
One Technology Way
Box 9106
Norwood, MA 02062
Phone: (617) 329-4700
www.analog.com

Fairchild Semiconductor Corp.
82 Running Hill Road
South Portland, ME 04106
Phone: (207) 775-8100
www.fairchildsemi.com

Texas Instruments, Inc.
12500 TI Blvd.
Dallas, TX 75243-4136
www.ti.com
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Defining Terms

Modulation: The process of encoding the source information onto a bandpass signal with a carrier
frequency fc.

Amplitude modulation (AM): Continuous wave modulation, where the amplitude of the carrier varies
linearly with the amplitude of the modulating signal.

Angle modulation: Continuous wave modulation, where the angle of the carrier varies linearly with the
amplitude of the modulating signal.

Frequency modulation (FM): Continuous wave modulation, where the frequency of the carrier varies
linearly with the amplitude of the modulating signal.
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22.1 Introduction

 

In its broadest sense, a filter can be defined as a signal processing system whose output signal, usually
called the 

 

response,

 

 differs from the input signal, called the 

 

excitation,

 

 such that the output signal has
some prescribed properties. In more practical terms an electric filter is a device designed to suppress,
pass, or separate a group of signals from a mixture of signals according to the specifications in a particular
application. The application areas of filtering are manifold, for example to band-limit signals before
sampling to reduce aliasing, to eliminate unwanted noise in communication systems, to resolve signals
into their frequency components, to convert discrete-time signals into continuous-time signals, to
demodulate signals, etc. Filters are generally classified into three broad classes: 

 

continuous-time,

 

 

 

sampled-
data,

 

 and 

 

discrete-time 

 

filters depending on the type of signal being processed by the filter. Therefore,
the concept of signals are fundamental in the design of filters.

A 

 

signal 

 

is a function of one or more independent variables such as time, space, temperature, etc. that
carries information. The independent variables of a signal can either be continuous or discrete. Assuming
that the signal is a function of time, in the first case the signal is called continuous-time and in the
second, discrete-time. A continuous-time signal is defined at every instant of time over a given interval,
whereas a discrete-time signal is defined only at discrete-time instances. Similarly, the 

 

values 

 

of a signal
can also be classified in either continuous or discrete.

In real-world signals, often referred to as analog signals, both amplitude and time are continuous.
These types of signals cannot be processed by digital machines unless they have been converted into
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discrete-time signals. By contrast, a digital signal is characterized by discrete signal values, that are defined
only at discrete points in time. Digital signal values are represented by a finite number of digits, which
are usually binary coded. The relationship between a continuous-time signal and the corresponding
discrete-time signal can be expressed in the following form:

(22.1)

where 

 

T 

 

is called the sampling period.
Filters can be classified on the basis of the input, output, and internal operating signals. A continuous

data filter is used to process continuous-time or analog signals, whereas a digital filter processes digital
signals. Continuous data filters are further divided into 

 

passive 

 

or 

 

active 

 

filters, depending on the type
of elements used in their implementation. Perhaps the earliest type of filters known in the engineering
community are 

 

LC 

 

filters, which can be designed by using discrete components like inductors and
capacitors, or crystal and mechanical filters that can be implemented using 

 

LC 

 

equivalent circuits. Since
no external power is required to operate these filters, they are often referred to as 

 

passive 

 

filters. In contrast,

 

active 

 

filters are based on active devices, primarily 

 

RC 

 

elements, and amplifiers. In a sampled data filter,
on the other hand, the signal is sampled and processed at discrete instants of time. Depending on the
type of signal processed by such a filter, one may distinguish between an 

 

analog sampled data 

 

filter and
a 

 

digital 

 

filter. In an analog sampled data filter the sampled signal can principally take any value, whereas
in a digital filter the sampled signal is a digital signal, the definition of which was given earlier. Examples
of analog sampled data filters are switched capacitor (SC) filters and charge-transfer device (CTD) filters
made of capacitors, switches, and operational amplifiers.

 

22.2 Filter Classification

 

Filters are commonly classified according to the filter function they perform. The basic functions are:
low-pass, high-pass, bandpass, and bandstop. If a filter passes frequencies from zero to its cutoff frequency

 

W

 

c

 

 and stops all frequencies higher than the cutoff frequencies, then this filter type is called an ideal

 

lowpass filter.

 

 In contrast, an ideal 

 

high-pass filter 

 

stops all frequencies below its cutoff frequency and
passes all frequencies above it. Frequencies extending from 

 

W

 

1

 

 to 

 

W

 

2

 

 are passed by an ideal 

 

bandpass
filter,

 

 while all other frequencies are stopped. An ideal bandstop filter stops frequencies from 

 

W

 

1

 

 to 

 

W

 

2

 

and passes all other frequencies. Figure 22.1 depicts the magnitude functions of the four basic 

 

ideal filter

 

types.

 

FIGURE 22.1  

 

The magnitude function of an ideal filter is 1 in the passband and 0 in the stopband as shown for
(a) low-pass, (b) high-pass, (c) bandpass, and (d) stopband filters.
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So far we have discussed ideal filter characteristics having rectangular magnitude responses. These
characteristics, however, are physically not realizable. As a consequence, the ideal response can only be
approximated by some nonideal realizable system. Several classical approximation schemes have been
developed, each of which satisfies a different criterion of optimization. This should be taken into account
when comparing the performance of these filter characteristics.

 

22.3 The Filter Approximation Problem

 

Generally the input and output variables of a linear, time-invariant, causal filter can be characterized
either in the time-domain through the convolution integral given by

(22.2)

or, equivalently, in the frequency-domain through the transfer function

(22.3)

where 

 

H

 

a

 

(

 

s

 

) is the Laplace transform of the impulse response 
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) and 
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s

 

), 
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s

 

) are the Laplace
transforms of the input signal 
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(

 

t

 

) and the output or the filtered signal 
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). 
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 + 

 

j
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 and the overall transfer function 

 

H
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(

 

s

 

) is a real rational function of 

 

s 

 

with real coefficients.
The zeroes of the polynomial 

 

X

 

(

 

s

 

) given by 

 

s 

 

= 

 

s

 

�

 

i

 

 are called the poles of 

 

H

 

a

 

(

 

s

 

) and are commonly referred
to as the 

 

natural frequencies 

 

of the filter. The zeros of 

 

Y

 

(

 

s

 

) given by 

 

s 

 

= 

 

s

 

0

 

i

 

 which are equivalent to the
zeroes of 

 

H

 

a

 

(

 

s

 

) are called the 

 

transmission zeros 

 

of the filter. Clearly, at these frequencies the filter output
is zero for any finite input. Stability restricts the poles of 

 

H

 

a

 

(

 

s

 

) to lie in the left half of the 

 

s-

 

plane excluding
the 

 

j

 

W-

 

axis, that is Re{

 

s

 

�

 

i

 

} < 0. For a stable transfer function 

 

H

 

a

 

(

 

s

 

) reduces to 

 

H

 

a

 

(

 

j

 

W)

 

 on the 

 

j

 

W-

 

axis,
which is the continuous-time Fourier transform of the impulse response 

 

h

 

a

 

(

 

t

 

) and can be expressed in
the following form:

(22.4)

where 

 

�

 

H

 

a

 

(

 

j

 

W)

 

�

 

 is called the magnitude function and 

 

q

 

(

 

W)

 

 = arg 

 

H

 

a

 

(

 

j

 

W

 

) is the phase function. The gain
magnitude of the filter expressed in decibels (dB) is defined by

(22.5)

Note that a filter specification is often given in terms of its attenuation, which is the negative of the gain
function also given in decibels. While the specifications for a desired filter behavior are commonly given
in terms of the loss response 

 

a

 

(

 

W

 

), the solution of the filter approximation problem is always carried
out with the help of the characteristic function 

 

C

 

(

 

j

 

W

 

) giving

(22.6)

Note that 

 

a

 

(W) is not a rational function, but C(j W) can be a polynomial or a rational function and
approximation with polynomial or rational functions is relatively convenient. It can also be shown that
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frequency-dependent properties of �C(j W)� are in many ways identical to those of a(W). The approxi-
mation problem consists of determining a desired response �Ha(j W)� such that the typical specifications
depicted in Figure 22.2 are met. This so-called tolerance scheme is characterized by the following parameters:

Wp Passband cutoff frequency (rad/s)
Ws Stopband cutoff frequency (rad/s)
Wc –3 dB cutoff frequency (rad/s)
e Permissible error in passband given by e = (10r/10 – 1)1/2, where r is the maximum acceptable

attenuation in dB; note that 10 log 1/(1 + e2)1/2 = –r
1/A Permissible maximum magnitude in the stopband, i.e., A = 10a/20, where a is the minimum

acceptable attenuation in dB; note that 20 log (1/A) = –a.

The passband of a low-pass filter is the region in the interval [0,Wp] where the desired characteristics of
a given signal are preserved. In contrast, the stopband of a low-pass filter (the region [Ws,�]) rejects
signal components. The transition band is the region between (Wx – Wp), which would be 0 for an ideal
filter. Usually, the amplitudes of the permissible ripples for the magnitude response are given in decibels.

The following sections review four different classical approximations: Butterworth, Chebyshev Type I,
elliptic, and Bessel.

Butterworth Filters

The frequency response of an Nth-order Butterworth low-pass filter is defined by the squared magnitude
function

(22.7)

It is evident from the Equation 22.7 that the Butterworth approximation has only poles, i.e., no finite
zeros and yields a maximally flat response around zero and infinity. Therefore, this approximation is also
called maximally flat magnitude (MFM). In addition, it exhibits a smooth response at all frequencies
and a monotonic decrease from the specified cutoff frequencies.

FIGURE 22.2  The squared magnitude function of an analog filter can have ripple in the passband and in the
stopband.

H j Na

c

W
W W

( ) =
+ ( )

2

2

1

1

1733 FrameBook  Page 4  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Filters 22-5

Equation 22.7 can be extended to the complex s-domain, resulting in

(22.8)

The poles of this function are given by the roots of the denominator

(22.9)

Note that for any N, these poles lie on the unit circle of radius Wc in the s-plane. To guarantee stability,
the poles that lie in the left half-plane are identified with Ha(s). As an example, we will determine the
transfer function corresponding to a third-order Butterworth filter, i.e., N = 3.

(22.10)

The roots of denominator of Equation 22.10 are given by

(22.11)

Therefore, we obtain

(22.12)

The corresponding transfer function is obtained by identifying the left half-plane poles with Ha(s). Note
that for the sake of simplicity we have chosen Wc = 1.

(22.13)

Table 22.1 gives the Butterworth denominator polynomials up N = 5.

TABLE 22.1 Butterworth Denominator Polynomials

Order(N) Butterworth Denominator Polynomials of H(s)

1 s + 1
2 s2 +  + 1
3 s3 + 2s2 + 2s + 1
4 s4 + 2.6131s3 + 3.4142s2 + 2.6131s + 1
5 s5 + 3.2361s4 + 5.2361s3 + 5.2361s2 + 3.2361s + 1
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Table 22.2 gives the Butterworth poles in real and imaginary components and in frequency and Q.
In the next example, the order N of a low-pass Butterworth filter is to be determined whose cutoff

frequency (–3 dB) is Wc = 2 kHz and stopband attenuation is greater than 40 dB at Ws = 6 kHz. Thus
the desired filter specification is

(22.14)

or equivalently,

(22.15)

It follows from Equation 22.7

(22.16)

Solving the above equation for N gives N = 4.19. Since N must be an integer, a fifth-order filter is required
for this specification.

Chebyshev Filters or Chebyshev I Filters

The frequency response of an Nth-order Chebyshev low-pass filter is specified by the squared-magnitude
frequency response function

(22.17)

where TN(x) is the Nth-order Chebyshev polynomial and e is a real constant less than 1 which determines
the ripple of the filter. Specifically, for nonnegative integers N, the Nth-order Chebyshev polynomial is
given by

TABLE 22.2 Butterworth and Bessel Poles

Butterworth Poles Bessel Poles (–3 dB)

Re Im(±j) Re Im(±j)
N a b W Q a b W Q

1 –1.000 0.000 1.000 — –1.000 0.000 1.000 —
2 –0.707 0.707 1.000 0.707 –1.102 0.636 1.272 0.577
3 –1.000 0.000 1.000 — –1.323 0.000 1.323 —

–0.500 0.866 1.000 1.000 –1.047 0.999 1.448 0.691
4 –0.924 0.383 1.000 0.541 –1.370 0.410 1.430 0.522

–0.383 0.924 1.000 1.307 –0.995 1.257 1.603 0.805
5 –1.000 0.000 1.000 — –1.502 0.000 1.502 —

–0.809 0.588 1.000 0.618 –1.381 0.718 1.556 0.564
–0.309 0.951 1.000 1.618 –0.958 1.471 1.755 0.916

6 –0.966 0.259 1.000 0.518 –1.571 0.321 1.604 0.510
–0.707 0.707 1.000 0.707 –1.382 0.971 1.689 0.611
–0.259 0.966 1.000 1.932 –0.931 1.662 1.905 1.023

7 –1.000 0.000 1.000 — –1.684 0.000 1.684 —
–0.901 0.434 1.000 0.555 –1.612 0.589 1.716 0.532
–0.623 0.782 1.000 0.802 –1.379 1.192 1.822 0.661
–0.223 0.975 1.000 2.247 –0.910 1.836 2.049 1.126

8 –0.981 0.195 1.000 0.510 –1.757 0.273 1.778 0.506
–0.831 0.556 1.000 0.601 –1.637 0.823 1.832 0.560
–0.556 0.831 1.000 0.900 –1.374 1.388 1.953 0.711
–0.195 0.981 1.000 2.563 –0.893 1.998 2.189 1.226
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(22.18)

High-order Chebyshev polynomials can be derived from the recursion relation

(22.19)

where T0(x) = 1 and T1(x) = x.
The Chebyshev approximation gives an equiripple characteristic in the passband and is maximally

flat near infinity in the stopband. Each of the Chebyshev polynomials has real zeros that lie within the
interval (–1,1) and the function values for x � [–1,1] do not exceed +1 and –1.

The pole locations for Chebyshev filter can be determined by generating the appropriate Chebyshev
polynomials, inserting them into Equation 22.17, factoring, and then selecting only the left half plane
roots. Alternatively, the pole locations Pk of an Nth-order Chebyshev filter can be computed from the
relation, for k = 1 Æ N

(22.20)

where Qk = (2k – 1)p/2N and b = sinh–1(1/e).
Note: PN–k+1 and Pk are complex conjugates and when N is odd there is one real pole at

For the Chebyshev polynomials, Wp is the last frequency where the amplitude response passes through
the value of ripple at the edge of the passband. For odd N polynomials, where the ripple of the Chebyshev
polynomial is negative going, it is the [–1/(1 + e2)](1/2) frequency and for even N, where the ripple is
positive going, is the 0 dB frequency.

The Chebyshev filter is completely specified by the three parameters e, Wp, and N. In a practical design
application, e is given by the permissible passband ripple and Wp is specified by the desired passband
cutoff frequency. The order of the filter, i.e., N, is then chosen such that the stopband specifications are
satisfied.

Elliptic or Cauer Filters

The frequency response of an Nth-order elliptic low-pass filter can be expressed by

(22.21)

where FN(·) is called the Jacobian elliptic function. The elliptic approximation yields an equiripple passband
and an equiripple stopband. Compared with the same-order Butterworth or Chebyshev filters, the elliptic
design provides the sharpest transition between the passband and the stopband. The theory of elliptic

Elliptic filters are completely specified by the parameters e, a, Wp, Ws, and N

where e = passband ripple
a = stopband floor

Wp = the frequency at the edge of the passband (for a designated passband ripple)
Ws = the frequency at the edge of the stopband (for a designated stopband floor)
N = the order of the polynomial
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filters, initially developed by Cauer, is involved, therefore for an extensive treatment refer to Reference 1.
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In a practical design exercise, the desired passband ripple, stopband floor, and Ws are selected and N
is determined and rounded up to the nearest integer value. The appropriate Jacobian elliptic function
must be selected and Ha(jW) must be calculated and factored to extract only the left plane poles. For
some synthesis techniques, the roots must expanded into polynomial form.

This process is a formidable task. While some filter manufacturers have written their own computer
programs to carry out these calculations, they are not readily available. However, the majority of appli-
cations can be accommodated by use of published tables of the pole/zero configurations of low-pass
elliptic transfer functions. An extensive set of such tables for a common selection of passband ripples,
stopband floors, and shape factors is available in Reference 2.

Bessel Filters

The primary objectives of the preceding three approximations were to achieve specific loss characteristics.
The phase characteristics of these filters, however, are nonlinear. The Bessel filter is optimized to reduce
nonlinear phase distortion, i.e., a maximally flat delay. The transfer function of a Bessel filter is given by

(22.22)

where BN(s) is the Nth-order Bessel polynomial. The overall squared-magnitude frequency response
function is given by

(22.23)

To illustrate Equation 22.22 the Bessel transfer function for N = 4 is given below:

(22.24)

Bessel transfer functions that have been normalized to Wc = –3 dB.

22.4 Design Examples for Passive and Active Filters

Passive R, L, C Filter Design

The simplest and most commonly used passive filter is the simple, first-order (N = 1) R–C filter shown

function and –3 dB Wc are

(22.25)

FIGURE 22.3  A passive first-order RC filter can serve as an antialiasing filter or to minimize high-frequency noise.
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in Figure 22.3. Its transfer function is that of a first-order Butterworth low-pass filter. The transfer

Table 22.2 lists the factored pole frequencies as real and imaginary parts and as frequency and Q for



Filters 22-9

While this is the simplest possible filter implementation, both source and load impedance change the dc
gain and/or corner frequency and its rolloff rate is only first order, or –6 dB/octave.

To realize higher-order transfer functions, passive filters use R, L, C elements usually configured in a
ladder network. The design process is generally carried out in terms of a doubly terminated two-port
network with source and load resistors R1 and R2 as shown in Figure 22.4. Its symbolic representation is
given below.

The source and load resistors are normalized in regard to a reference resistance RB = R1, i.e.,

(22.26)

The values of L and C are also normalized in respect to a reference frequency to simplify calculations.
Their values can be easily scaled to any desired set of actual elements.

(22.27)

Low-pass filters, whose magnitude-squared functions have no finite zero, i.e., whose characteristic func-
tions C(j W) are polynomials, can be realized by lossless ladder networks consisting of inductors as the
series elements and capacitors as the shunt elements. These types of approximations, also referred to as
all-pole approximations, include the previously discussed Butterworth, Chebyshev Type I, and Bessel
filters. Figure 22.5 shows four possible ladder structures for even and odd N, where N is the filter order.

FIGURE 22.4  A passive filter can have the symbolic representation of a doubly terminated filter.

FIGURE 22.5  Even and odd N passive all-pole filter networks can be realized by several circuit configurations (N
odd, above; N even, below).

r
R

R
r

R

R

R

Ri
B B

= = = =1
2

2 2

1

1,    

l
L

R
c C Rv

B v

B
v B v B= =W W,    

1733 FrameBook  Page 9  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



22-10 Electrical Measurement, Signal Processing, and Displays

In the case of doubly terminated Butterworth filters, the normalized values are precisely given by

(22.28)

where av is the normalized L or C element value. As an example we will derive two possible circuits for
a doubly terminated Butterworth low-pass of order 3 with RB = 100 W and a cutoff frequency Wc = WB =
10 kHz. The element values from Equation 22.28 are

(22.29)

A possible realization is shown in Figure 22.6.
Table 22.3 gives normalized element values for the various all-pole filter approximations discussed in

the previous section up to order 3 and is based on the following normalization:

1. r1 = 1;
2. All the cutoff frequencies (end of the ripple band for the Chebyshev approximation) are Wc =

1 rad/s;
3. r2 is either 1 or �, so that both singly and doubly terminated filters are included.

In addition, empty spaces indicate unrealizable networks. In the case of the Chebyshev filter, the amount
of ripple can be specified as desired, so that in the table only a selective sample can be given. Extensive
tables of prototype element values for many types of filters can be found in Reference 4.

FIGURE 22.6  A third-order passive all-pole filter can be realized by a doubly terminated third-order circuit.

TABLE 22.3 Element Values for Low-Pass Filter Circuits

N = 2, Element Number N = 3, Element Number

Filter Type r2 1 2 1 2 3

Butterworth � 1.4142 0.7071 1.5000 1.3333 0.5000
1 1.4142 1.4142 1.0000 2.0000 1.0000

Chebyshev type I � 0.7159 0.4215 1.0895 1.0864 0.5158
0.1-dB ripple 1 — — 1.0316 1.1474 1.0316
Chebyshev type I � 0.9403 0.7014 1.3465 1.3001 1.5963
0.5 dB ripple 1 — — 1.5963 1.0967 1.5963
Bessel � 1.0000 0.3333 0.8333 0.4800 0.1667

1 1.5774 0.4227 1.2550 0.5528 0.1922
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The element values in Table 22.3 are numbered from the source end in the same manner as in Figure 22.4.
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steps necessary to convert the normalized element values in the table into actual filter values are the same
as previously illustrated.

In contrast to all-pole approximations, the characteristic function of an elliptic filter function is a
rational function. The resulting filter will again be a ladder network but the series elements may be
parallel combinations of capacitance and inductance and the shunt elements may be series combinations
of capacitance and inductance.

approximations, tabulations of element values for normalized low-pass filters based on elliptic approxi-
mations are also possible. Since these tables are quite involved the reader is referred to Reference 4.

Active Filter Design

Active filters are widely used and commercially available with cutoff frequencies from millihertz to
megahertz. The characteristics that make them the implementation of choice for several applications are
small size for low-frequency filters because they do not use inductors; precision realization of theoretical
transfer functions by use of precision resistors and capacitors; high input impedance that is easy to drive
and for many circuit configurations the source impedance does not effect the transfer function; low-
output impedance that can drive loads without effecting the transfer function and can drive the transient,
switched-capacitive, loads of the input stages of A/D converters and low (N+THD) performance for pre-
A/D antialiasing applications (as low as –100 dBc).

Active filters use R, C, A (operational amplifier) circuits to implement polynomial transfer functions.
They are most often configured by cascading an appropriate number of first- and second-order sections.

addition of a unity gain follower amplifier. Its cutoff frequency (Wc) is the same as that given in
Equation 22.25. Its advantage over its passive counterpart is that its operational amplifier can drive
whatever load that it can tolerate without interfering with the transfer function of the filter.

The vast majority of higher-order filters have poles that are not located on the negative real axis in
the s-plane and therefore are in complex conjugate pairs that combine to create second-order pole pairs
of the form:

(22.30)

where p1, p2 = a ± jb
w2

p = a2 + b2

Q = 

The most commonly used two-pole active filter circuits are the Sallen and Key low-pass resonator, the

the analyses that follow, the more commonly used circuits are used in their simplest form. A more
comprehensive treatment of these and numerous other circuits can be found in Reference 20.

The Sallen and Key circuit of Figure 22.7a is used primarily for its simplicity. Its component count is
the minimum possible for a two-pole active filter. It cannot generate stopband zeros and therefore is
limited in its use to monotonic roll-off transfer functions such as Butterworth and Bessel filters. Other
limitations are that the phase shift of the amplifier reduces the Q of the section and the capacitor ratio
becomes large for high-Q circuits. The amplifier is used in a follower configuration and therefore is
subjected to a large common mode input signal swing which is not the best condition for low distortion
performance. It is recommended to use this circuit for a section Q < 10 and to use an amplifier whose
gain bandwidth product is greater than 100 fp.

H s s
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Figure 22.5 illustrates the general circuits for even and odd N, respectively. As in the case of all-pole

The simplest first-order (N = 1) active filter is the first-order passive filter of Figure 22.3 with the

multiple feedback bandpass, and the state variable implementation as shown in Figure 22.7a, b, and c. In

The example given above, of a Butterworth filter of order 3, can also be verified using Table 22.3. The
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The transfer function and design equations for the Sallen and Key circuit of Figure 22.7a are

(22.31)

from which obtains

(22.32)

(22.33)

which has valid solutions for

(22.34)

In the special case where

(22.35)

The design sequence for Sallen and Key low-pass of Figure 22.7a is as follows:

For a required fp and Q, select C1, C2 to satisfy Equation 22.34. Compute R1, R2 from Equation 22.33
(or Equation 22.35 if R1 is chosen to equal R2) and scale the values of C1 and C2 and R1 and R2 to
desired impedance levels.

single-pole RC low-pass filter section in cascade with a two-pole Sallen and Key section.

FIGURE 22.7  Second-order active filters can be realized by common filter circuits: (A) Sallen and Key low-pass,
(B) multiple feedback bandpass, (C) state variable.

H s
R R C C

s
R C

s
R R C C

s
Q

s
( ) =

+ +
=

+ +

1

1 1
1 2 1 2

2

1 2 1 2 1 2

2

2 2

w
w

w

p

p
p

w w2

1 2 1 2
1 2

1 2

2 1

1= = =
R R C C

Q R C
R C

R C
,     p

R R
f QC

Q C

C1 2
2

2
2

1

1

4
1

4
, = ±

È

Î
Í

ù

û
úp p

C

C
Q1

2

24≥

R R R

C Rf C QC C C Q

1 2

1 21 2 2 2

= =

= = =

,

,   ,     

  then

andpp

1733 FrameBook  Page 12  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

As an example, a three-pole low-pass active filter is shown in Figure 22.8. It is realized with a buffered
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values in the sections are calculated from Equation 22.25 for the single real pole and in accordance with
the Sallen and Key design sequence listed above for the complex pole pair.

From Table 22.2, the normalized pole locations are

fp1 = 1.000, fp2 = 1.000, and Qp2 = 1.000

For a cutoff frequency of 10 kHz and if it is desired to have an impedance level of 10 kW, then the
capacitor values are computed as follows:

For R1 = 10 kW:

from Equation 22.25, 

For R2 = R3 = R = 10 kW:

from Equation 22.35, 

from which

 

pair), bandpass filter circuit with user definable gain. It cannot generate stopband zeros and therefore is
limited in its use to monotonic roll-off transfer functions. Phase shift of its amplifier reduces the Q of
the section and shifts the fp. It is recommended to use an amplifier whose open loop gain at fp is > 100Q2Hp.

(22.36)

when s = jwp, the gain Hp is

(22.37)

FIGURE 22.8  A three-pole Butterworth active can be configured with a buffered first-order RC in cascade with a
two-pole Sallen and Key resonator.
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The multiple feedback circuit of Figure 22.7b is a minimum component count, two-pole (or one-pole

The design equations for the multiple feedback circuit of Figure 22.4b are

To construct a three-pole Butterworth filter, the pole locations are found in Table 22.2 and the element
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From Equation 22.36 and 22.37 for a required set of wp, Q, and Hp:

(22.38)

For R2 to be realizable,

(22.39)

The design sequence for a multiple feedback bandpass filter is as follows:

Select C1 and C2 to satisfy Equation 22.39 for the Hp and Q required. Compute R1, R2, and R3. Scale
R1, R2, R3, C1, and C2 as required to meet desired impedance levels.

Note that it is common to use C1 = C2 = C for applications where Hp = 1 and Q > 0.707.

building block of programmable active filters and of switched capacitor designs. While it uses three or
four amplifiers and numerous other circuit elements to realize a two-pole filter section, it has many
desirable features. From a single input it provides low-pass (VL), high-pass (VH), and bandpass (VB)
outputs and by summation into an additional amplifier (A4) (or the input stage of the next section) a
band reject (VR) or stopband zero can be created. Its two integrator resistors connect to the virtual ground
of their amplifiers (A2, A3) and therefore have no signal swing on them. Therefore, programming resistors
can be switched to these summing junctions using electronic switches. The sensitivity of the circuit to
the gain and phase performance of its amplifiers is more than an order of magnitude less than single
amplifier designs. The open-loop gain at fp does not have to be multiplied by either the desired Q or the
gain at dc or fp. Second-order sections with Q up to 100 and fp up to 1 MHz can be built with this circuit.

There are several possible variations of this circuit that improve its performance at particular outputs.
The input can be brought into several places to create or eliminate phase inversions; the damping feedback
can be implemented in several ways other than the RQa and RQb that are shown in Figure 22.7c and the
fp and Q of the section can be adjusted independently from one another. dc offset adjustment components
can be added to allow the offset at any one output to be trimmed to zero.

For simplicity of presentation, Figure 22.7c makes several of the resistors equal and identifies others
with subscripts that relate to their function in the circuit. Specifically, the feedback amplifier A1, that
generates the VH output has equal feedback and input resistor from the VL feedback signal to create unity
gains from that input. Similarly, the “zero summing” amplifier, A4 has equal resistors for its feedback and
input from VL to make the dc gain at the VR output the same as that at VL. More general configurations
with all elements included in the equation of the transfer function are available in numerous reference
texts including Reference 20.

The state variable circuit, as configured in Figure 22.7c, has four outputs. Their transfer functions are

(22.40a)

(22.40b)
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The state variable circuit of Figure 22.7c is the most widely used active filter circuit. It is the basic
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(22.40c)

(22.40d)

where

(22.41)

Note that the dc gain at the low-pass output is

(22.42a)

from which obtains

(22.42b)

Select the values of Rf and C to set the frequency wp, the values of Ri for the desired dc gain and RQa

and RQb for the desired Q and dc gain.

22.5 Discrete-Time Filters

A digital filter is a circuit or a computer program that computes a discrete output sequence from a discrete
input sequence. Digital filters belong to the class of discrete-time LTI (linear time invariant) systems,
which are characterized by the properties of causality, recursibility, and stability, and may be characterized
in the time domain by their impulse response and in the transform domain by their transfer function.
The most general case of a discrete-time LTI system with the input sequence denoted by x(kT) and the
resulting output sequence y(kT) can be described by a set of linear difference equations with constant
coefficients.

(22.43)

where a0 = 1. An equivalent relation between the input and output variables can be given through the
convolution sum in terms of the impulse response sequence h(kT):

(22.44)
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The design sequence for the state variable filter of Figure 22.7c is
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The corresponding transfer function is given by

(22.45)

where H(z) is the z-transform of the impulse response h(kT) and X(z), Y(z) are the z-transform of the
input signal x(kT) and the output or the filtered signal y(kT). As can be seen from Equation 22.44, if for
at least one m, am π 0, the corresponding system is recursive; its impulse response is of infinite duration —
infinite impulse response (IIR) filter. If am = 0, the corresponding system is nonrecursive — finite
impulse response (FIR) filter; its impulse response is of finite duration and the transfer function H(z)
is a polynomial in z–1. The zeros of the polynomial X(z) given by z = z�i are called the poles of H(z) and
are commonly referred to as the natural frequencies of the filter. The condition for the stability of the
filter is expressed by the constraint that all the poles of H(z) should lie inside the unit circle, that is �z�i � < 1.
The zeros of Y(z) given by z = z0t which are equivalent to the zeros of H(z) are called the transmission
zeros of the filter. Clearly, at these frequencies the output of the filter is zero for any finite input.

On the unit circle, the transfer function frequency H(z) reduces to the frequency response function
H(e jwT), the discrete-time Fourier transform of h(kT), which in general is complex and can be expressed
in terms of magnitude and phase

(22.46)

The gain function of the filter is given as

(22.47)

It is also common practice to call the negative of the gain function the attenuation. Note that the
attenuation is a positive number when the magnitude response is less than 1.

referred to as the direct-form I realization. Notice that the element values for the multipliers are obtained
directly from the numerator and denominator coefficients of the transfer function. By rearranging the
structure in regard to the number of delays, one can obtain the canonic structure called direct-form II

Physically, the input numbers are samples of a continuous signal and real-time digital filtering involves
the computation of the iteration of Equation 22.43 for each incoming new input sample. Design of a
filter consists of determining the constants am and bm that satisfies a given filtering requirement. If the
filtering is performed in real time, then the right side of Equation 22.46 must be computed in less than
the sampling interval T.

22.6 Digital Filter Design Process

The digital filter design procedure consists of the following basic steps:

1. Determine the desired response. The desired response is normally specified in the frequency
domain in terms of the desired magnitude response and/or the desired phase response.

2. Select a class of filters (e.g., linear-phase FIR filters or IIR filters) to approximate the desired
response.

3. Select the best member in the filter class.
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Figure 22.9 gives a block diagram realizing the difference equation of the filter, which is commonly

shown in Figure 22.10, which requires the minimum number of delays.
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4. Implement the best filter using a general-purpose computer, a DSP, or a custom hardware chip.
5. Analyze the filter performance to determine whether the filter satisfies all the given criteria.

22.7 FIR Filter Design

In many digital signal-processing applications, FIR filters are generally preferred over their IIR counter-
parts, because they offer a number of advantages compared with their IIR equivalents. Some of the good
properties of FIR filters are a direct consequence of their nonrecursive structure. First, FIR filters are
inherently stable and free of limit cycle oscillations under finite-word length conditions. In addition, they
exhibit a very low sensitivity to variations in the filter coefficients. Second, the design of FIR filters with
exactly linear phase (constant group delay) vs. frequency behavior can be accomplished easily. This

FIGURE 22.9  The difference equation of a digital filter can be realized by a direct-form I implementation that uses
separate delay paths for the X and Y summations.

FIGURE 22.10  A direct-form II implementation of the difference equations minimizes the number of delay elements.
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22-18 Electrical Measurement, Signal Processing, and Displays

property is useful in many application areas, such as speech processing, phase delay equalization, image
processing, etc.

Finally, there exists a number of efficient algorithms for designing optimum FIR filters with arbitrary
specifications. The main disadvantage of FIR filters over IIR filters is that FIR filter designs generally
require, particularly in applications requiring narrow transition bands, considerably more computation
to implement.

An FIR filter of order N is described by a difference equation of the form

(22.48)

and the corresponding transfer function is

(22.49)

The objective of FIR filter design is to determine N ± 1 coefficients given by

(22.50)

so that the transfer function H(e jwT) approximates a desired frequency characteristic. Note that because
Equation 22.47 is also in the form of a convolution summation, the impulse response of an FIR filter is
given by

(22.51)

Two equivalent structures for FIR filters are given in Figure 22.11.

FIGURE 22.11  The sequence of the delays and summations can be varied to produce alternative direct-form
implementations.
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The accuracy of an FIR approximation is described by the following parameters:

dP passband ripple
ds stopband attenuation
Dw transition bandwidth

These quantities are depicted in Figure 22.12 for a prototype low-pass filter. dp and ds characterize the
permissible errors in the passband and in the stopband, respectively. Usually, the passband ripple and
stopband attenuation are given in decibels, in which case their values are related to the parameters dp

and ds by

(22.52)

(22.53)

Note that due to the symmetry and periodicity of the magnitude response of �H(e jwT)�, it is sufficient to
give the filter specifications in the interval 0 £ w £ p.

Windowed FIR Filters

Several design techniques can be employed to synthesize linear-phase FIR filters. The simplest imple-
mentation is based on windowing, which commonly begins by specifying the ideal frequency response
and expanding it in a Fourier series and then truncating and smoothing the ideal impulse response by
means of a window function. The truncation results in large ripples before and after the discontinuity
of the ideal frequency response known as the Gibbs phenomena, which can be reduced by using a window
function that tapers smoothly at both ends. Filters designed in this way possess equal passband ripple
and stopband attenuation, i.e.,

(22.54)

To illustrate this method, let us define an ideal desired frequency response that can be expanded in a
Fourier series

(22.55)

FIGURE 22.12  Tolerance limits must be defined for an FIR low-pass filter magnitude response.
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where hd(kT) is the corresponding impulse response sequence, which can be expressed in terms of Hd(ejwT)
as

(22.56)

The impulse response of the desired filter is then found by weighting this ideal impulse response with a
window w(kT) such that

(22.57)

Note that for w(kT) in the above-given interval we obtain the rectangular window. Some commonly used
windows are Bartlett (triangular), Hanning, Hamming, Blackmann, etc., the definitions of which can be
found in Reference 15.

As an example of this design method, consider a low-pass filter with a cutoff frequency of wc and a
desired frequency of the form

(22.58)

Using Equation 22.56 we obtain the corresponding ideal impulse response

(22.59)

Choosing N = 4, wc = 0.6p, and a Hamming window defined by

(22.60)

we obtain the following impulse response coefficients:

(22.61)

Optimum FIR Filters

As mentioned earlier, one of the principal advantages of FIR filters over their IIR counterparts is the
availability of excellent design methods for optimizing arbitrary filter specifications. Generally, the design
criterion for the optimum solution of an FIR filter design problem can be characterized as follows. The
maximum error between the approximating response and the given desired response has to be minimized,
i.e.,
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(22.62)

where E(e jwT) is the weighted error function on a close range X of [0,p] and Wd(e jwT) a weighting function,
which emphasizes the approximation error parameters in the design process. If the maximum absolute
value of this function is less than or equal to e on X, i.e.,

(22.63)

the desired response is guaranteed to meet the given criteria. Thus, this optimization condition implies
that the best approximation must have an equiripple error function. The most frequently used method
for designing optimum magnitude FIR filters is the Parks–McClellan algorithm. This method essentially
reduces the filter design problem into a problem in polynomial approximation in the Chebyshev approx-
imation sense as discussed above. The maximum error between the approximation and the desired
magnitude response is minimized. It offers more control over the approximation errors in different
frequency bands than is possible with the window method. Using the Parks–McClellan algorithm to
design FIR filters is computationally expensive. This method, however, produces optimum FIR filters by
applying time-consuming iterative techniques. A FORTRAN program for the Parks–McClellan algorithm
can be found in the IEEE publication Programs for DSP in Reference 12. As an example of an equiripple
filter design using the Parks–McClellan algorithm, a sixth-order low-pass filter with a passband 0 £ w £
0.6p, a stopband 0.8p £ w £ p, and equal weighting for each band was designed by means of this program.

The resulting impulse response coefficients are

(22.64)

Design of Narrowband FIR Filters

When using conventional techniques to design FIR filters with especially narrow bandwidths, the resulting
filter lengths may be very high. FIR filters with long filter lengths often require lengthy design and
implementation times, and are more susceptible to numerical inaccuracy. In some cases, conventional
filter design techniques, such as the Parks–McClellan algorithm, may fail the design altogether. A very
efficient algorithm called the interpolated finite impulse response (IFIR) filter design technique can be
employed to design narrowband FIR filters. Using this technique produces narrowband filters that require
far fewer coefficients than those filters designed by the direct application of the Parks–McClellan algo-

22.8 IIR Filter Design

The main advantage of IIR filters over FIR filters is that IIR filters can generally approximate a filter
design specification using a lower-order filter than that required by an FIR design to perform similar
filtering operations. As a consequence, IIR filters execute much faster and do not require extra memory,
because they execute in place. A disadvantage of IIR filters, however, is that they have a nonlinear phase
response. The two most common techniques used for designing IIR filters will be discussed in this section.
The first approach involves the transformation of an analog prototype filter. The second method is an
optimization-based approach allowing the approximation of an arbitrary frequency response.
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rithm. For more information on IFIR filter design, see Reference 7.
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The transformation approach is quite popular because the approximation problem can be reduced to
the design of classical analog filters, the theory of which is well established, and many closed-form design
methods exist. Note that this is not true for FIR filters, for which the approximation problems are of an
entirely different nature. The derivation of a transfer function for a desired filter specification requires
the following three basic steps:

1. Given a set of specifications for a digital filter, the first step is to map the specifications into those
for an equivalent analog filter.

2. The next step involves the derivation of a corresponding analog transfer function for the analog
prototype.

3. The final step is to translate the transfer function of the analog prototype into a corresponding
digital filter transfer function.

Once the corresponding analog transfer function for the analog prototype is derived, it must be
transformed using a transformation that maps Ha(s) into H(z). The simplest and most appropriate choice
for s is the well-known bilinear transform of the z-variable

(22.65)

which maps a stable analog filter in the s-plane into a stable digital filter in the z-plane. Substituting s
with the right-hand side of Equation 22.63 in Ha(s) results in

(22.66)

As it can be seen from Equation 22.66, the analog frequency domain (imaginary axis) maps onto the
digital frequency domain (unit circle) nonlinearly. This phenomena is called frequency warping and must
be compensated in a practical implementation. For low frequencies W and w are approximately equal.
We obtain the following relation between the analog frequency W and the digital frequency w

(22.67)

(22.68)

The overall bilinear transformation procedure is as follows:

1. Convert the critical digital frequencies (e.g., wp and ws for low-pass filters) to the corresponding
analog frequencies in the s-domain using the relationship given by Equation 22.67.

2. Derive the appropriate continuous prototype transfer function Ha(s) that has the properties of the
digital filter at the critical frequencies.

3. Apply the bilinear transform to Ha(s) to obtain H(z) which is the required digital filter transfer
function.

To illustrate the three-step IIR design procedure using the bilinear transform, consider the design of a
second-order Butterworth low-pass filter with a cutoff frequency of wc = 0.3p. The sampling rate of the
digital filter is to be fs = 10 Hz, giving T = 0.1 s. First, we map the cutoff frequency to the analog frequency

(22.69)
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The poles of the analog Butterworth filter transfer function Ha(s) are found using Equation 22.11. As
explained earlier, these poles lie equally spaced in the s-plane on a circle of radius Wc.

(22.70)

Application of the bilinear transformation

(22.71)

gives the digital transfer function

(22.72)

The above computations were carried out using Reference 9, which greatly automates the design procedure.

Design of Arbitrary IIR Filters

The IIR filter design approach discussed in the previous section is primarily suitable for frequencyselective
filters based on closed-form formulas. In general, however, if a design other than standard lowpass, high-
pass, bandpass, and stopband is required, or if the frequency responses of arbitrary specifications are to
be matched, in such cases it is often necessary to employ algorithmic methods implemented on computers.
In fact, for nonstandard response characteristics, algorithmic procedures may be the only possible design
approach. Depending on the error criterion used, the algorithmic approach attempts to minimize the
approximation error between the desired frequency response Hd(e jwT) and H(e jwT) or between the time-
domain response hd(kT) and h(kT). Computer software is available for conveniently implementing IIR
filters approximating arbitrary frequency response functions [8,9].

Cascade-Form IIR Filter Structures

Recall that theoretically there exist an infinite number of structures to implement a digital filter. Filters
realized using the structure defined by Equation 22.44 directly are referred to as direct-form IIR filters.
The direct-form structure, however, is not employed in practice except when the filter order N £ 2, because
they are known to be sensitive to errors introduced by coefficient quantization and by finite-arithmetic
conditions. Additionally, they produce large round-off noise, particularly for poles closed to the unit circle.

Two less-sensitive structures can be obtained by partial fraction expansion or by factoring the right-
hand side of Equation 22.46 in terms of real rational functions of order 1 and 2. The first method leads
to parallel connections and the second one to cascade connections of corresponding lower-order sections,
which are used as building blocks to realize higher-order transfer functions. In practice, the cascade form
is by far the preferred structure, since it gives the freedom to choose the pairing of numerators and
denominators and the ordering of the resulting structure. Figure 22.13 shows a cascade-form implemen-
tation, whose overall transfer function is given by

(22.73)

FIGURE 22.13  An IIR filter can be implemented by a cascade of individual transfer functions.

H s
s s

a

c c

( ) =
+ +

1

22 2W W

s
z

z
=

-( )
+( )

-

-

2 1

0 1 1

1

1.

H z
z z

z z
( ) = + +

- +

- -

- -
0 00002 0 00004 0 00002

1 1 98754 0 98762

1 2

1 2

. . .

. .

H z H zk

k

M

( ) = ( )
=

�
1

1733 FrameBook  Page 23  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



22-24 Electrical Measurement, Signal Processing, and Displays

where the transfer function of the kth building block is

(22.74)

Note this form is achieved by factoring Equation 22.45 into second-order sections.
There are, of course, many other realization possibilities for IIR filters, such as state-space structures [9],

lattice structures [10], and wave structures. The last is introduced in the next section.

22.9 Wave Digital Filters

It was shown earlier that for recursive digital filters the approximation problem can be reduced to classical
design problems by making use of the bilinear transform. For wave digital filters (WDFs) this is carried
one step farther in that the structures are obtained directly from classical circuits. Thus, to every WDF
there corresponds an LCR reference filter from which it is derived. This relationship accounts for their
excellent properties concerning coefficient sensitivity, dynamic range, and all aspects of stability under
finite-arithmetic conditions. The synthesis of WDFs is based on the wave network characterization;
therefore, the resulting structures are referred to as wave digital filters. To illustrate the basic idea behind
the theory of WDFs, consider an inductor L, which is electrically described by V(s) = sLI(s). In the next
step we define wave variables A1(s) and B1(s) as

(22.75)

where R is called the port resistance. Substituting V(s) = sLI(s) in the above relation and replacing s in
A1(s) and B1(s) with the bilinear transform given by Equation 22.65, we obtain

(22.76)

Letting R = L, the above relation reduces to

(22.77)

Thus an inductor translates into a unit delay in cascade with an inverter in the digital domain. Similarly,
it is easily verified that a capacitance can be simulated by a unit delay and a resistor by a digital sink.

To establish an equivalence with classical circuits fully, the interconnections are also simulated by so-
called wave adaptors. The most important of these interconnections are series and parallel connections,
which are simulated by series and parallel adaptors, respectively. For most filters of interest, only two-

For a given LC filter, one can readily derive a corresponding WDF by using the following procedure.
First, the various interconnections in the LC filter are identified as shown in Figure 22.15. In the next
step the electrical elements in the LC filter are replaced by its digital realization using Figure 22.15. Finally,
the interconnections are substituted using adaptors. Further discussions and numerical examples dealing
with WDFs can be found in References 3, 13, and 14.
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Figure 22.14 shows the digital realizations of impedances and other useful one-port circuit elements.

and three-port adaptors are employed. For a complete design example consider Figure 22.15.
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22.10 Antialiasing and Smoothing Filters

In this section two practical application areas of filters in the analog conditioning stage of a data
acquisition system are discussed. A block diagram of a typical data acquisition system is shown in

smoothing filter after the digital-to-analog converter (DAC).

FIGURE 22.14  Digital filter implementations use functional equivalents to one-port linear filter elements.

FIGURE 22.15  Digital wave filters establish equivalence with classical filter circuits by use of wave adapter substi-
tutions: (A) LC reference low-pass; (B) identification of wire interconnections; (C) corresponding wave digital filter.

1733 FrameBook  Page 25  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

Figure 22.16, consisting of an antialiasing filter before the analog-to-digital converter (ADC) and a
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For a complete discrete reconstruction of a time-continuous, band-limited input signal having the
spectrum 0 £ f £ fmax, the sampling frequency must be, according to the well-known Shannon’s sampling
theorem, at least twice the highest frequency in the time signal. In our case, in order to be able to represent
frequencies up to fmax, the sampling frequency fs = 1/T > 2fmax. The necessary band limiting to f £ fmax of
the input time-continuous signal is performed by a low-pass filter, which suppresses higher spectral
components greater than fmax. Violation of this theorem results in alias frequencies. As a result, frequency
components above fx /2, the so-called Nyquist frequency, appear as frequency components below fx /2.
Aliasing is commonly addressed by using antialiasing filters to attenuate the frequency components at
and above the Nyquist frequency to a level below the dynamic range of an ADC before the signal is
digitized. Ideally, a low-pass filter with a response defined by

(22.78)

is desired to accomplish this task. In practice, a variety of techniques based on the principles of contin-
uous-time analog low-pass filter design can be employed to approximate this “brick-wall” type of char-
acteristic. Antialiasing filters typically exhibit attenuation slopes in the range from 45 to 120 dB/octave
and stopband rejection from 75 to 100 dB. Among the types of filters more commonly used for antialias
purposes are the Cauer elliptic, Bessel, and Butterworth. The optimum type of filter depends on which
kinds of imperfections, e.g., gain error, phase nonlinearity, passband and stopband ripple, etc., are most
likely to be tolerated in a particular application. For example, Butterworth filters exhibit very flat fre-
quency response in the passband, while Chebyshev filters provide steeper attenuation at the expense of
some passband ripple. The Bessel filter provides a linear phase response over the entire passband but less
attenuation in the stopband. The Cauer elliptic filter, with its extremely sharp roll-off, is especially useful
as an antialiasing filter for multichannel digitizing data acquisition systems. However, the large-phase
nonlinearity makes it more appropriate for applications involving analysis of the frequency content of
signals as opposed to phase content or waveform shape.

Many considerations discussed above also apply to smoothing filters. Due to the sampling process,
the frequency response after the digital-to-analog conversion becomes periodic with a period equal to
the sampling frequency. The quantitization steps that are created in the DAC reconstruction of the output
waveform and are harmonically related to the sampling frequency must be suppressed through a low-pass
filter having the frequency response of Equation 22.78, also referred to as a smoothing or reconstruction
filter. While an antialiasing filter on the input avoids unwanted errors that would result from undersampling
the input, a smoothing filter at the output reconstructs a continuous-time output from the discrete-time
signal applied to its input.

Consideration must be given to how much antialiasing protection is needed for a given application.
It is generally desirable to reduce all aliasable frequency components (at frequencies greater than half of
the sampling frequency) to less than the LSB of the ADC being used. If it is possible that the aliasable
input can have an amplitude as large as the full input signal range of the ADC, then it is necessary to
attenuate it by the full 2N range of the converter. Since each bit of an ADC represents a factor of 2 from
the ones adjacent to it, and 20 log(2) = 6 dB, the minimum attenuation required to reduce a full-scale
input to less than a LSB is

(22.79)

where N is the number of bits of the ADC.

FIGURE 22.16  A data acquisition system with continuous time inputs and outputs uses antialias prefiltering, an A/D
converter, digital signal processing, a D/A converter, and an output smoothing filter.
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The amount of attenuation required can be reduced considerably if there is knowledge of the input
frequency spectrum. For example, some sensors, for reasons of their electrical or mechanical frequency
response, might not be able to produce a full-scale signal at or above the Nyquist frequency of the system
and therefore “full-scale” protection is not required. In many applications, even for 16-bit converters
that, in the worst case, would require 96 dB of antialias protection, 50 to 60 dB is adequate.

Additional considerations in antialias protection of the system are the noise and distortion that are
introduced by the filter that is supposed to be eliminating aliasable inputs. It is possible to have a perfectly
clean input signal which, when it is passed through a prefilter, gains noise and harmonic distortion
components in the frequency range and of sufficient amplitude to be within a few LSBs of the ADC. The
ADC cannot distinguish between an actual signal that is present in the input data and a noise or distortion
component that is generated by the prefilter. It is necessary that both noise and distortion components
in the output of the antialias filter must also be kept within an LBS of the ADC to ensure system accuracy.

22.11 Switched-Capacitor Filters

Switched-capacitor (SC) filters, also generally referred to as analog sampled data filters, provide an
alternative to conventional active-RC filters and are commonly used in the implementation of adjustable
antialiasing filters. SC filters comprise switches, capacitors, and op amps. Essentially, an SC replaces the
resistor in the more traditional analog filter designs. Because the impedance of the SC is a function of
the switching frequency, one can vary the cutoff frequency of the SC filter by varying the frequency of
the clock signal controlling the switching. The main advantage of SC filters is that they can be imple-
mented in digital circuit process technology, since the equivalent of large resistors can be simulated by
capacitors having small capacitance values.

When using SC filters, one must also be aware that they are in themselves a sampling device that requires
antialias protection on the input and filtering on their outputs to remove clock feedthrough. However,
since clock frequencies are typically 50 to 100 times fc of the filter, a simple first or second RC filter on
their inputs and outputs will reduce aliases and noise sufficiently to permit their use with 12- to 14-bit
ADCs. One need also to consider that they typically have dc offset errors that are large, vary with time,

22.12 Adaptive Filters

Adaptive filtering is employed when it is necessary to realize or simulate a system whose properties vary
with time. As the input characteristics of the filter change with time, the filter coefficients are varied with
time as a function of the filter input. Some typical applications of adaptive filtering include spectral
estimation of speech, adaptive equalization, echo cancellation, and adaptive control, to name just a few.
Depending on the application, the variations in the coefficients are carried out according to an optimi-
zation criterion and the adaptation is performed at a rate up to the sampling rate of the system. The
self-adjustment capability of adaptive filter algorithms is very valuable when the application environment
cannot be precisely described. Some of the most widely used adaptive algorithms are LMS (least-mean
square), RLS (recursive least-squares), and frequency domain, also known as block algorithm. The

An adaptive filter is characterized by the filter input x(kT) and the desired response d(kT). The error
sequence e(kT) formed by

(22.80)

and x(kT),…,x(kT – T(N – 1)) serve as inputs to an adaptive algorithm that recursively determines the
coefficients w0(kT + T),…,wN–1(kT + T). A number of adaptive algorithms and structures can be found
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fundamental concept of an adaptive filter is depicted in Figure 22.17.

temperature, and programming or clock frequency. Interested readers may refer to References 5 and 14.
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in the literature that satisfy different optimization criteria in different application areas. For more detailed

Defining Terms

Antialiasing filter: Antialiasing filters remove any frequency elements above the Nyquist frequency. They
are employed before the sampling operation is conducted to prevent aliasing in the sampled version
of the continuous-time signal.

Bandpass filter: A filter whose passband extends from a lower cutoff frequency to an upper cutoff
frequency. All frequencies outside this range are stopped.

Equiripple: Characteristic of a frequency response function whose magnitude exhibits equal maxima
and minima in the passband.

Finite impulse response (FIR) filter: A filter whose response to a unit impulse function is of finite length,
i.e., identically zero outside a finite interval.

High-pass filter: A filter that passes all frequencies above its cutoff frequency and stops all frequencies
below it.

Ideal filter: An ideal filter passes all frequencies within its passband with no attenuation and rejects all
frequencies in its stopband with infinite attenuation. There are five basic types of ideal filters: low-
pass, high-pass, bandpass, stopband, and all-pass.

Infinite impulse response (IIR) filter: A filter whose response to a unit impulse function is of infinite
length, i.e., nonzero for infinite number of samples.

Low-pass filter: A filter that attenuates the power of any signals with frequencies above its defined cutoff
frequency.

Passband: The range of frequencies of a filter up to the cutoff frequency.
Stopband: The range of frequencies of a filter above the cutoff frequency.
Transition region: The range of frequencies of a filter between a passband and a stopband.
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FIGURE 22.17  An adaptive filter uses an adaptive algorithm to change the performance of a digital filter in response
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23.1 FFT Spectrum Analysis and Correlation

 

Ronney B. Panerai

 

Most sensors and instruments described in previous sections of this handbook can produce continuous
measurements in time or sequential measurements at fixed or variable time intervals, as represented in

  

Signals can either be 

 

continuous 

 

or 

 

discrete in time 

 

(Figure 23.1). The main objective of 

 

spectral analysis

 

is to provide an estimate of the distribution of signal power at different frequencies. Spectral analysis
and correlation techniques are an aid to the interpretation of signals and to the systems that generate
them. These methods are now widely used for the analysis and interpretation of measurements performed
in medicine, geophysics, vibration analysis, communications, and several other areas.

Although the original concept of a 

 

signal 

 

involves measurements as a function of time (Figure 23.1),
this term has been generalized to include measurements along other dimensions, e.g., distance. In
addition, signals can have multiple dimensions — the instantaneous velocity of an airplane can be
regarded as a four-dimensional signal since it depends on time and three spatial coordinates.

With the growing availability of signal-processing computer packages and dedicated instruments, most
readers will perform spectral analysis and correlation at the “touch of a button,” visualizing results on a
screen or as a computer plot. These “black-box” systems are useful for saving time and money, but users
should be aware of the limitations of the fundamental techniques and circumstances in which inappro-
priate use can lead to misleading results. This chapter presents the basic concepts of spectral analysis and
correlation based on the 

 

fast Fourier transform (FFT) 

 

approach. FFT algorithms allow the most efficient
computer implementation of methods to perform spectral analysis and correlation and have become the
most popular option. Nevertheless, other approaches, such as parametric techniques, wavelet transforms,
and time-frequency analysis are also available. These will be briefly discussed and the interested reader
will be directed to the pertinent literature for applications that might benefit from alternative approaches.
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Figure 23.1. The temporal patterns resulting from such measurements are usually referred to as signals.
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Fundamental Concepts

 

Spectral Analysis

 

Practical applications of spectral and correlation analysis are performed on discrete-time signals
(Figure 23.1). These are obtained either from a sequence of discrete measurements or from the transfor-
mation of a continuous signal (Figure 23.1) to digital format using an 

 

analog-to-digital converter (ADC).

 

When the latter is adopted to allow computer analysis of an originally continuous signal, two main

 

FIGURE 23.1  

 

Examples of continuous and discrete-time signals. (a) Continuous recording of intracranial pressure
in a head-injured patient. (b) Intracranial pressure measurements obtained at regular intervals of 50 ms. (c) Non-
uniformly spaced measurements of mean intracranial pressure over a period of 30 h following surgery.
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characteristics of the ADC need to be considered. The first is the number of bits available to represent
each sample, as this will determine the resolution and accuracy of the sampled signal. The second

      

1

 

imum value of 

 

D

 

t 

 

must be such that the 

 

sampling frequency f

 

s

 

 = 1/

 

D

 

t 

 

is at least twice the highest frequency
of interest in the original signal. If this rule is not followed, spectral and correlation estimations might
be considerably distorted by a phenomenon called 

 

aliasing.

 

2

 

 Low-pass filtering before ADC is always
recommended to limit the bandwidth of the continuous signal to allow the correct choice of 

 

f

 

s

 

 or 

 

D

 

t. 

 

In
practice, the sampling frequency is usually much higher than the minimum required by the Nyquist
theorem to provide a better visual representation of the sampled data.

Let 

 

x

 

n

 

 represent a discrete-time signal with samples at 

 

n 

 

= 0, 1, 2, …, 

 

N 

 

– 1. The Fourier theorem

 

1,2

 

states that it is possible to decompose 

 

x

 

n

 

 as a sum of cosine and sine waveforms of different frequencies
using an appropriate combination of amplitude coefficients. Therefore,

(23.1)

where 

 

k 

 

= 1, 2, …, 

 

N 

 

– 1 determines the frequency of each cosine and sine waveforms as 

 

f

 

k

 

 = 

 

k

 

/

 

N

 

D

 

t.

 

 The
corresponding coefficients are calculated from

(23.2a)

(23.2b)

(23.2c)

Note that Equation 23.2a represents the mean value of 

 

x

 

n

 

 and that the argument 2

 

p

 

kn

 

/

 

N 

 

is the same for
the 

 

direct 

 

(Equation 23.2) and 

 

inverse 

 

(Equation 23.1) 

 

discrete Fourier transforms (DFT).

 

From Euler’s formula,

 

3

 

 it is possible to combine the cosine and sine terms to express the DFT in
exponential form:

(23.3)

leading to

(23.4)

with

(23.5)

where 

 

c

 

k

 

 is now a complex value related to the original cosine and sine coefficients by

(23.6a)
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important consideration is the sampling interval Dt (Figure 23.1). From the Nyquist theorem,  the max-
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(23.6b)

A graphic representation of the 

 

a

 

k

 

, 

 

b

 

k

 

, or 

 

c

 

k

 

 coefficients for each value of 

 

k 

 

(or 

 

f

 

k

 

) constitutes the frequency
spectrum of 

 

x

 

n

 

, expressing the relative contribution of different sinusoidal frequencies to the composition
of 

 

x

 

n

 

 (Equation 23.4). Since 

 

c

 

k

 

 is complex (Equation 23.6b), a more meaningful physical interpretation
of the spectrum is obtained with the 

 

amplitude 

 

and 

 

phase 

 

spectra, defined as

(23.7a)

(23.7b)

Figure 23.2 shows the amplitude (or magnitude) and phase spectra for the signal in Figure 23.1a, sampled
at intervals 

 

D

 

t 

 

= 20 ms. The signal was low-pass-filtered at 20 Hz before ADC. The total duration is given
by 

 

T 

 

= 

 

N

 

D

 

t 

 

= 5 s, corresponding to 

 

N 

 

= 250 samples. Before calculating the spectral coefficients, the
mean value of the complete record was removed (dc term) and any linear trends were removed by fitting
a straight line to the data (detrending). As will be discussed below, it is also important to apply a window

 

FIGURE 23.2

 

analog-to-digital conversion with a sampling interval of 20 ms. The main peak in the amplitude spectrum corresponds
to the frequency of the cardiac cycle in Figure 23.1a. Wraparound of the phase spectrum is apparent in the third and
13th harmonics (arrows). Both spectra have been plotted to 10 Hz only.

c a jb k Nk k k= - = º -    , , ,1 2 1

A a b ck k k k= +( ) =2 2 1 2

qk
k

k

b

a
= -

Ê
ËÁ

�
�̄

-tan 1

 

1733 FrameBook  Page 4  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

 Amplitude and phase spectra of the intracranial pressure signal represented in Figure 23.1a after
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to the data, to minimize the phenomenon of leakage. For 

 

k 

 

> 

 

N

 

/2 both spectra present symmetrical
values. This can be easily demonstrated from the fact that cosine (and sine

 

2

 

) functions have even symmetry
while sine has odd symmetry. From Equation 23.7 it follows that 

 

A

 

k

 

 and 

 

q

 

k

 

 have 

 

even 

 

and 

 

odd 

 

symmetry,
respectively.

 

4

 

 Consequently, only half the spectral components (

 

k 

 

£

 

 

 

N

 

/2) are required to give a complete
description of 

 

x

 

n

 

 in the frequency domain.
The amplitude spectra indicates the combined amplitude of the cosine and sine terms to reconstruct

 

x

 

n

 

; the phase spectra reflects the relative phase differences (or time delays) between the sinusoidal
waveforms to generate the temporal pattern of 

 

x

 

n

 

. The amplitude spectra also reflects the signal power
at different frequencies. For simplicity, the power spectrum can be defined as

(23.8)

Direct implementation of Equation 23.8, however, leads to spectral power estimates which are biased
and inconsistent. More appropriate procedures for estimating the 

 

power spectrum 

 

(or 

 

power density
spectrum

 

) will be discussed later.
Parseval’s theorem

 

5

 

 demonstrates that the total signal energy can be computed either in time or
frequency domain:

(23.9)

If 

 

x

 

n

 

 has zero mean, the left-hand side of Equation 23.9 is the biased estimator of signal variance.

 

6

 

 Although
most applications of spectral analysis concentrate on the characteristics of the amplitude or power spectra,
it is important to bear in mind that the phase spectrum is also responsible for the temporal pattern of

 

x

 

n

 

. As an example, while both the Dirac impulse function and white noise have a flat, constant amplitude
(or power) spectra,

 

6

 

 it is the difference in the phase spectra which accounts for the different morphologies
in the time domain.

Interpretation of the amplitude and phase spectra of both theoretical functions and sampled data is
facilitated by taking into account several properties of the DFT (Equations 23.4 and 23.5), namely,

 

symmetry, linearity, shifting, duality, 

 

and convolution.7 To these, a very important property of Equations 23.1
and 23.4 must be added. Since cosine and sine functions are periodic, and exist for –� < t < �, Equations 23.1
and 23.4 will reconstruct xn not only in the interval of interest (0 £ t £ T) but also at all other multiple
intervals pT £ t £ (p + 1)T (p = 0, ± 1, ± 2, …). As a consequence, spectral estimations obtained with
the DFT inherently assume that xn is periodic with period T = N/Dt. As discussed in the following sections,
this property needs to be taken into account when performing spectral analysis with the DFT and FFT.

Correlation Analysis

The basic concept of the correlation coefficient, as a measure of the strength of linear relationship between
two variables6 can be extended to signal analysis with the definition of the cross-correlation function
(CCF) as:5

(23.10)

where xn and yn are zero-mean, discrete-time signals defined in the interval n = 0, 1, 2, …, N – 1. For
each value of p, the cross correlation is computed by shifting yn by pDt and calculating the average product
in Equation 23.10. If xn and yn are unrelated, the sum of positive and negative products will tend to zero.
Conversely, if yn tends to follow xn, but with a time delay D, rxy(p) will show a peak at p = D/Dt. This

8

as “one signal searching to find itself in another signal.”
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property of the CCF is illustration in Figure 23.3. As noted by Bergland,  cross correlation can be viewed
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For yn = xn, rxy(p) becomes the autocorrelation function (ACF):

(23.11)

and it is intuitive that the maximum value of rxx(p) occurs for p = 0 with

(23.12)

which represents the signal variance or total energy. Therefore, for signals with unit standard deviation,
the autocorrelation peak is equal to 1.

The Wiener–Khintchine theorem9 demonstrates that the autocorrelation function and the power
spectrum constitute a Fourier transform pair, that is,

FIGURE 23.3  CCF between changes in arterial CO2 and blood flow to the brain. Arterial CO2 was estimated from
end-tidal measurements and cerebral blood flow with Doppler ultrasound in the middle cerebral artery. (a) CCF
and original signals (inserts). The cross-correlation value of approximately 1.0, observed at time delays near zero,
reflects the similar temporal patterns between the two measurements. The negative cross correlations are obtained
when either signal is shifted by approximately the duration of the plateau phase, which lasts 2 min. (b) Enlarging
the scale around delay = 0 shows that the peak cross correlation occurs at 10 s, reflecting the time it takes for the
flow to respond to the CO2 change. (Data kindly provided by Dr. Joanne Dumville, Mr. A. Ross Naylor, and Prof.
David H. Evans, University of Leicester, U.K.)
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(23.13)

where Sk is usually called the autospectra of xn.6 Equation 23.13 indicates that it is possible to estimate the
power spectra from a previous estimate of the autocorrelation function. As a transform pair, the autocor-
relation function can also be derived from the autospectra by substituting Sk for ck in Equation 23.4.

From Equation 23.11 it is clear that rxx(p) has even symmetry, that is, rxx(+p) = rxx(–p). This property
is apparent in Figure 23.4, which shows the estimated autocorrelation function for the signal in
Figure 23.1a. Another characteristic of ACF, which can be visualized in Figure 23.4, is the occurrence of
secondary peaks reflecting the presence of an oscillatory component in xn (Figure 23.1a).

Fast Fourier Transform

The FFT is not a single algorithm but rather a large family of algorithms which can increase the
computational efficiency of the DFT. The main ideas behind the formulation of FFT algorithms are
discussed below. A detailed description of the different algorithms that have been proposed is beyond
the scope of this introduction; this can be found in References 5 through 7 and 10 through 14.

For both software and hardware implementations of Equations 23.4 and 23.5, the computational
efficiency is usually expressed by the number of complex multiplications and additions required or,
simply, by the number of operations.10 Straight implementation of either Equation 23.4 or 23.5 leads to
N2 operations. Typically, FFT algorithms can reduce this number to N log2 N. For N = 1024 the FFT
algorithm is 100 times faster than the direct implementation of Equation 23.4 or 23.5.

The essence of all FFT algorithms is the periodicity and symmetry of the exponential term in
Equations 23.4 and 23.5, and the possibility of breaking down a transform into a sum of smaller trans-
forms for subsets of data. Since n and k are both integers, the exponential term is periodic with period N.
This is commonly represented by

(23.14)

and Equation 23.5 can be written as

(23.15)

FIGURE 23.4
quasi-periodic pattern of the intracranial pressure signal (Figure 23.1a).
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 ACF of the discrete-time version of the signal in Figure 23.1a. The periodicity of the ACF reflects the
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In many applications the terms WN
kn are called twiddle factors. Assuming N = 8, calculation of the

DFT with Equation 23.15 will require 64 values of W8
kn. Apart from the minus sign, a simple calculation

can show that there are only four different values of this coefficient, respectively: 1, j, (1 + j)/ , and
(1 – j)/ .4 Consequently, only these four complex factors need to be computed, representing a significant
savings in number of operations.

Most FFT algorithms are based on the principle of decimation-in-time, involving the decomposition
of the original time (or frequency) sequence into smaller subsequences. To understand how this decom-
position can reduce the number of operations, assume that N is even. In this case it is possible to show
that Equation 23.15 can be written as:4,5,7,11

(23.16)

where xr
e and xr

o represent the even- and odd-order samples of xn, respectively. Comparing Equations 23.15
and 23.16, it is clear that the latter represents two DFTs with dimension N/2, involving 2(N/2)2 operations
rather than the N2 operations required by Equation 23.15. This process of decimation-in-time can be carried
out further to improve computational performance. In the general case, N can be decomposed into q factors:

(23.17)

The number of operations required is then:6

(23.18)

In the original algorithm of Cooley and Tukey,10 ri = 2 and N = 2q. In this case the theoretical number
of operations required would be 2Nq = 2N log2 N. As pointed out in Reference 6, further improvements
in efficiency are possible because of the symmetry of the twiddle factors. The efficiency gain of most FFT
algorithms using radix-2, i.e., N = 2q is

(23.19)

For N = 1024, q = 10 and the efficiency gain is approximately 100. Specific applications might benefit
from other decompositions of the original sequence. Cases of particular interest are radix-4 and radix-8
FFTs.14 However, as shown by Rabiner and Gold,11 (p. 585), it is not possible to generalize the superiority
of radix-8 over radix-4 algorithms.

In general, most FFT algorithms accept complex xn sequences in Equation 23.5. By limiting xn to the
most common situation of real-valued signals, it is possible to obtain more efficient algorithms as
demonstrated by Sorensen et al.15 Uniyal16 performed a comparison of different algorithms for real-valued
sequences showing that performance is architecture dependent. For machines with a powerful floating
point processor, the best results were obtained with Brunn’s algorithm.17

The application of FFT algorithms for spectral and correlation analysis is discussed in the following
sections.

FFT Spectral Analysis

For some deterministic signals, xn can be expressed by a mathematical function and the amplitude and
phase spectra can be calculated as an exact solution of Equations 23.5 and 23.7. The same is true for the
power spectra (Equations 23.8 and 23.13). Examples of this exercise can be found in many textbooks.1,2,4,5,7
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In most practical applications, there is a need to perform spectral analysis of experimental measure-
ments, corresponding to signals which, in general, cannot be described by simple mathematical functions.
In this case the spectra has to be estimated by a numerical solution of Equations 23.5 through 23.8, which
can be efficiently implemented on a digital computer with an FFT algorithm. For estimation of the power
spectrum, this approach is often classified as nonparametric, as opposed to other alternatives which are
based on parametric modeling of the data such as autoregressive methods.18 Considerable distortions can
result from applications of the FFT unless attention is paid to the following characteristics and properties
of the measured signal and the DFT/FFT.

Limited Observation of Signal in Time

Limited observation of a signal xn in time can be seen as the multiplication of the original signal xn
� by

assumes that xn is periodic, with period T, as mentioned previously. Instead of a single harmonic at the
frequency of the original sinusoid, the power spectrum estimated with the FFT will have power at other
harmonics as indicated by the spectrum in Figure 23.5c. The spectral power, which should have been
concentrated on a single harmonic (Figure 23.5c, dashed line), has “leaked” to neighboring harmonics
and for this reason this phenomenon is usually called leakage. The morphology of the distorted spectrum
of Figure 23.5c can be explained by the fact that the Fourier transform of a rectangular window function
(Figure 23.5b) is given by a sinc function (sin x/x) which presents decreasing side lobes.1,2 Multiplication in
time corresponds to the convolution operation in the frequency domain.1,2 In the general case of signals
comprising several harmonics, the sinc functions will superimpose and the resulting spectrum is then a
distorted version of the “true” spectrum. As the individual sinc functions superimpose to produce the
complete spectrum, a picket-fence effect is also generated.8 This means that spectral leakage not only adds
spurious power to neighboring harmonics but also restricts the frequency resolution of the main spectral
peaks. The effects of spectral leakage can be reduced by (1) increasing the period of observation and
(2) multiplying the original signal xn by a window function with a smooth transition as represented by the
dashed line window in Figure 23.5b. The Fourier transform of a window function with tapered ends has
smaller side lobes, thus reducing the undesirable effects leakage. A large number of tapering windows have
been proposed, as reviewed by Harris.19 As an example, the four-term Blackman–Harris window, defined as

(23.20)

produces side lobe levels of –92 dB if the ai coefficients are chosen as a0 = 0.35875, a1 = 0.48829, a2 =
0.14128, a3 = 0.01168.19 Windows also play an important role in the sampling properties of power spectral
estimates, as will be discussed later. Windowing attenuates the contribution of signal samples at the
beginning and end of the signal and, therefore, reduces its effective signal duration. This effect is reflected
by the equivalent noise bandwidth (ENBW) defined as19

(23.21)

For a rectangular window ENBW = 1.0 and for the Blackman–Harris window (Equation 23.20) the
corresponding value is 2.0. The majority of other window shapes have intermediate values of ENBW.19

Effects of “Zero-Padding”

Most FFT algorithms operate with N = 2q samples; the choice of q is many times critical. Since frequency
resolution is inversely proportional to N, in many circumstances a value of q leading to 2q > N is preferable
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a rectangular window of duration T = NDt as exemplified for a single sinusoid in Figure 23.5. The DFT
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to the option of limiting the signal to N ¢ = 2q–1 samples with N ¢ < N. The most common and simple
way of extending a signal to comply with the 2q condition is by zero-padding. For signals with zero mean
and with first and last values around zero, this can be accomplished by complementing the signal with
Q zeros to achieve the condition N + Q = 2q. For signals with end points different from zero, these values
can be used for padding. If initial and final values differ significantly, a linear interpolation from the last
to the first point is also a practical option. However, with the application of windowing, most signals
will have similar initial and final points and these can be used for zero-padding. As discussed in the next
section, zero-padding has important applications for the estimation of correlation functions via FFT. For
spectral analysis, it is relatively simple to demonstrate that adding Q zeros corresponds to oversampling
the N point original spectrum with a new frequency resolution which is (N + Q)/N times greater than

FIGURE 23.5  Effect of limited observation time T on the amplitude spectra of a sinusoidal component. (a) Obser-
vation of a single harmonic (dashed line) for a limited period of time T is equivalent to the multiplication for the
rectangular function represented in (b). The Blackman–Harris window is also represented in (b) (dashed line).
(c) Truncating a single harmonic produces spectral estimates smeared by leakage (solid line) as compared with the
theoretical result (dashed line) with width equal to the frequency resolution ( fr ª 0.004 Hz).
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Spectrum Analysis and Correlation 23-11

the original resolution. Consequently, although zero-padding does not introduce major distortions, it
produces the false illusion of higher resolution than warranted by the available N measured signal samples.

Phase Spectrum Estimation

The use of Equation 23.7b to estimate the phase spectrum is fraught with a different kind of problem,
resulting from the indetermination of the tan–1 function to discriminate between phase angles with

decrease continuously until reaching –p and then “jump” to continue decreasing from the +p value. This
feature of the phase spectrum is called wraparound. Methods to “unwrap” the phase spectrum have been
proposed,20 but a general satisfactory solution to this problem is not available. In some cases the shifting
property of the DFT5,7 can be used to “rotate” the original signal in time, thus minimizing the slope of
the phase spectrum and, consequently, the occurrence of wraparound.

Sampling Properties of Spectral Estimators

The most straightforward approach to computing the power spectrum is to use Equation 23.8. This
method is known as the periodogram.5 Application is limited to signals which are stationary, meaning
stable statistical properties (such as the mean and the variance) along time. For measurements performed
on nonstationary systems, such as speech or systems with time-varying parameters, other methods of
spectral estimation are available and will be mentioned later. It is possible to demonstrate that when the
period of observation T tends to infinity, Equation 23.8 gives an unbiased estimate of the power spectrum.
In practice, due to finite values of T, the phenomenon of spectral leakage described above will lead to
power spectral estimates which are biased.

The second inherent problem with the periodogram is the variance of the resulting spectral estimates.
Assuming xn to follow a Gaussian distribution, it follows that ak and bk will also be Gaussian because
Equation 23.2 represents a linear transformation. Since Equations 23.7a and 23.8 involve the sum of two
squared Gaussian variates, Pk will follow a c2 distribution with two degrees of freedom.6 In this case the
mean and the standard deviation of the power spectral estimate will be the same, independently of the
frequency considered. As a consequence, power spectral estimates obtained from Equation 23.8, using a
simple sample xn, should be regarded as highly unreliable. In addition, the variance or standard deviation
of this c2 distribution does not decrease with increases in sample duration N. This indicates that the
periodogram (Equation 23.8) is an inconsistent estimator of the power spectrum.

For a c2 distribution with m degrees of freedom, the coefficient of variation is given by

(23.22)

showing that it is possible to improve the reliability of power spectral estimates by increasing m. This
can be achieved by replacing Equation 23.8 by21

(23.23)

with L representing a number of separate samples xn each with length T = NDt. If only one record of xn

can be obtained under stationary conditions, it is possible to break down this record into L segments to
obtain an improved estimate of the power spectrum with variance reduced by a factor of L. However,
the spectral resolution, given by fr = 1/T, will be reduced by the same factor L, thus indicating an
inescapable compromise between resolution and variance.

A modified periodogram was introduced by Welch21 consisting of the multiplication of xn by a triangular,
or other window shape, before computing the individual spectral samples with Equation 23.5. The
application of a window justifies overlapping adjacent segments of data by as much as 50%. For a signal
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with a total duration of N samples, the combination of overlapping with segmentation (Equation 23.23)
can lead to a further reduction of the spectral variance by a factor of 11/18.

Averaging L spectral samples as indicated by Equation 23.23 represents one approach to improve
spectral estimation by means of smoothing. A similar effect can be obtained with the correlogram.
Equation 23.13 indicates that it is possible to estimate the power spectrum from the autocorrelation
function. Limiting the number of shifts of the autocorrelation function to p � N is equivalent to
smoothing the original spectrum by convolution with the Fourier transform of a Bartlett (triangular)
window.22 As discussed in the next section, the autocorrelation function can also be computed more
efficiently with the FFT and it can be shown that in this case it involves a smaller number of numerical
operations than the Welch method based on the periodogram.5

FFT Correlation Analysis

Before considering the application of FFT algorithms to compute auto- and cross-correlation functions,
it is important to discuss their sampling properties using Equations 23.10 and 23.11 as estimators.
Assuming that variables xn and yn are not defined outside the interval 0 £ n £ N – 1, it follows from
Equation 23.10 that as p increases and the two functions “slide” past each other, the effective number of
summed products is N – �p� rather than N as implied by Equations 23.10 and 23.11. For this reason these
equations are often rewritten as

(23.24)

The main justification for this modification, however, is that Equations 23.10 and 23.11 lead to biased
estimations of correlation functions while Equation 23.24 is unbiased.

Equation 23.24 normally assumes that xn and yn are standardized variables with zero mean and unit
variance. If the mean values are different from zero, Equation 23.10 and 23.11 will produce distorted
estimates with a “pyramid effect” due to the presence of the dc term. However, this effect is compensated
for in Equation 23.24 and in this case the effect of the mean value is to add a constant term:

(23.25)

where r ¢xy (p) is the cross correlation of variables with mean values mx and my, respectively.
Similarly to the DFT, Equations 23.10 and 23.11 involve N 2 operations and Equation 23.24 slightly

less. Since the autocorrelation and the power spectra constitute a Fourier transform pair (Equation 23.13),
the computation of correlation functions can also be sped up by means of an FFT algorithm. For the
sake of generality, the cross spectrum of xn and yn can be defined as6

(23.26)

with X( fk ) and Y( fk ) representing the Fourier transforms of xn and yn, respectively. The generalized
Wiener–Khintchine theorem then gives the cross-correlation function as

(23.27)

Therefore, “fast” correlation functions can be computed23 using the forward FFT to calculate X( fk ) and
Y( fk ) and then the inverse FFT to obtain rxy(p) with Equation 23.27. Obviously, when autocorrelation
functions are being computed with this method, only one transform is necessary to obtain the autospectra
(Equation 23.13) instead of the cross spectra (Equation 23.26).
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When correlation functions are computed with the FFT, it is critical to pay attention again to the
periodicity of the transformed variables as an intrinsic property of the DFT. When the two functions in
either Equation 23.10 or 23.11 are displaced by p samples, for periodic functions there will be nonzero
products outside the range 0 £ n £ N – 1, thus leading to significant errors in the estimated auto- or
cross-correlation functions. In this case the resulting estimates are called circular correlations.6 This error
can be avoided by zero-padding the original signals from n = N to n = 2N – 1 and computing the FFTs
with 2N points. The resulting correlation functions will be noncircular and, in the range 0 £ p £ N – 1,
will agree with correlations computed with the original Equations 23.10 or 23.11. Finally, to remove bias
the results of Equation 23.27 should also be multiplied by N/(N – �p�) to agree with Equation 23.24.

Further Information

Software for FFT special analysis is available from multiple sources. Off-the-shelf software ranges from
specialized packages for digital signal processing, such as DADiSP, to statistical packages which include
FFT analysis of time series. Mathematical and engineering packages such as MATLAB also include

readers who want to implement their own software, FFT routines can be found in Reference 4, 13 through
15, and 18. Additional references are 25 through 27.

Hardware implementations of FFT algorithms are common in areas requiring real-time spectral
analysis as in the case of blood flow velocity measurement with Doppler ultrasound. For a review of

in VLSI technology.29

One of the limitations of the FFT is the fact that frequency resolution is the inverse of the signal
observation time. Improved resolution can be obtained with parametric methods of spectral analysis and
their application is particularly relevant when only short segments of data are available or when it is
necessary to discriminate between frequency harmonics which are closely spaced in the spectrum. Broadly
speaking, parametric methods assume that the data follow spectral densities with a known pole-zero
structure of variable complexity, characterized by a given model order. All-zero models correspond to the
moving average structure while the all-pole version represents the autoregressive model. The general case
is the autoregressive-moving average model (ARMA). For a comprehensive review of these methods see

Nonstationary signals present a particular problem. In cases where the signal statistical properties
change relatively slowly with time, it is possible to select short segments of quasi-stationary data and to
use the DFT or parametric methods to estimate the spectra as mentioned previously. However, when
these changes in systems parameters or statistical moments are fast in relation to the phenomenon under
observation (e.g., speech or seismic data), this approach is not feasible because of the poor frequency
resolution resulting from short observation times. Methods proposed to cope with signal nonstationarity
often depend on the underlying cause of nonstationary behavior.9,31 More general methods, known as
time-frequency distributions, are now favored by most investigators.32 The Wigner–Ville and Choi–Williams
transforms are some of the more widely used of these time-frequency distributions. In each case the
signal is described by a simultaneous function of time and frequency and hence is graphically represented
by a three-dimensional plot having time and frequency as dependent variables.

A different approach to the analysis of nonstationary data is the application of wavelets.33 This alter-
native also has advantages in the representation of fast transients and in applications requiring data
compression and pattern classification. Similarly to the sine and cosine functions, which are the basis of
Fourier analysis, wavelets are orthogonal functions which can be used to decompose and reconstruct
signals using a finite set of coefficients obtained by a wavelet transform (WT). The main difference between
wavelets and sinusoids, however, is that the former are limited in time. In addition, the complete
orthogonal set of wavelets can be obtained simply by expansion (or compression) and scaling of a single
function, known as the mother wavelet. Because of their limited time duration wavelets can provide a
much more synthetic decomposition of fast transients, or sharp edges in image analysis, than it is possible
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routines for FFT spectral and correlation analysis. For a review of available options see Reference 24. For

hardware implementations see References 11 and 28. Developments in this area follow the pace of change

Reference 30; further information and software implementations can be found in References 18 and 27.
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to obtain with the DFT. Their property of expansion/contraction of a single mother wavelet can also
overcome a major limitation of the DFT, that is, to allow good frequency resolution at both low and high

Defining Terms

Analog-to-digital conversion: The process of converting a continuous signal to a discrete time sequence
of values usually sampled at uniform time intervals.

Autocorrelation function (ACF): A measure of longitudinal variability of a signal which can express the
statistical dependence of serial samples.

Correlogram: Numerical calculation and graphical representation of the ACF or CCF.
Cross-correlation function (CCF): A measure of similarity between signals in the time domain which

also allows the identification of time delays between transients.
Cross-spectrum: The complex product of the power spectra of two different signals.
Decimation-in-time: The process of breaking down a time series into subsequences to allow more

efficient implementations of the FFT.
Discrete Fourier transform (DFT): The usual method to obtain the Fourier series of a discrete time signal.
Fast Fourier transform (FFT): Algorithm for the efficient computation of the DFT.
Periodogram: A family of methods to estimate the power spectrum using the DFT.
Power spectrum: The distribution of signal power as a function of frequency.
Signal: Continuous or discrete representation of a variable or measurement as a function of time or other

dimension.
Stationarity: Property of signals which have statistical moments invariant with time.
Twiddle factors: Exponential term in the DFT whose periodicity allows repeated use and hence consid-

erable savings of computation time in the FFT.
Wraparound: Overflow of phase spectral estimations above �p� due to the uncertainty of the tan–1 function.
Zero-padding: Extension of a signal with zeros, constant values, or other extrapolating functions.
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23.2 RF/Microwave Spectrum Analysis1

A. Ambrosini, C. Bortolotti, N. D’Amico, G. Grueff, S. Mariotti, 
S. Montebugnoli, A. Orfei, and G. Tomassetti

A signal is usually defined by a time-varying function carrying some sort of information. Such a function
most often represents a time-changing electric or magnetic field, whose propagation can be in free space
or in dielectric materials constrained by conductors (waveguides, coaxial cables, etc.). A signal is said to
be periodic if it repeats itself exactly after a given time T called the period. The inverse of the period T,
measured in seconds, is the frequency f measured in hertz (Hz).

1All figures have been reproduced courtesy of Hewlett Packard, Rohde Schwarz, Hameg, Tektronix companies,
and IEEE Microwave Measurements.
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A periodic signal can always be represented in terms of a sum of several (possibly infinite) sinusoidal
signals, with suitable amplitude and phase, and having frequencies that are integer multiples of the signal
frequency. Assuming an electric signal, the square of the amplitudes of such sinusoidal signals represent
the power in each sinusoid, and is said to be the power spectrum of the signal. These concepts can be
generalized to a nonperiodic signal; in this case, its representation (spectrum) will include a continuous
interval of frequencies, instead of a discrete distribution of integer multiples of the fundamental frequency.
The representation of a signal in terms of its sinusoidal components is called Fourier analysis. The
(complex) function describing the distribution of amplitudes and phases of the sinusoids composing a
signal is called its Fourier transform (FT). The Fourier analysis can be readily generalized to functions
of two or more variables; for instance, the FT of a function of two (spatial) variables is the starting point
of many techniques of image processing. A time-dependent electrical signal can be analyzed directly as
a function of time with an oscilloscope which is said to operate in the time domain. The time evolution
of the signal is then displayed and evaluated on the vertical and horizontal scales of the screen.

The spectrum analyzer is said to operate in the frequency domain because it allows one to measure the
harmonic content of an electric signal, that is, the power of each of its spectral components. In this case
the vertical and horizontal scales read powers and frequencies. The two domains are mathematically well
defined and, through the FT algorithm, it is not too difficult to switch from one response to the other.
Their graphical, easily perceivable representation is shown in Figure 23.6 where the two responses are
shown lying on orthogonal planes. It is trivial to say that the easiest way to make a Fourier analysis of a
time-dependent signal is to have it displayed on a spectrum analyzer. Many physical processes produce
(electric) signals whose nature is not deterministic, but rather stochastic, or random (noise). Such signals
can also be analyzed in terms of FT, although in a statistical sense only.

A time signal is said to be band-limited if its FT is nonzero only in a finite interval of frequencies, say
(Fmax – Fmin) = B. Usually, this is the case and an average frequency F0 can be defined. Although the
definition is somewhat arbitrary, a (band-limited) signal is referred to as RF (radio frequency) if F0 is in
the range 100 kHz to 1 GHz and as a microwave signal in the range 1 to 1000 GHz. The distinction is
not fundamental theoretically, but it has very strong practical implications in instrumentation and
spectral measuring techniques. A band-limited signal can be described further as narrowband, if B/F0 � 1,
or wideband otherwise.

The first step in performing a spectral analysis of a narrowband signal is generally the so-called
heterodyne downconversion: it consists in the mixing (“beating”) of the signal with a pure sinusoidal
signal of frequency FL, called local oscillator (LO). In principle, mixing two signals of frequency F0 and
FL in any nonlinear device will result in a signal output containing the original frequencies as well as the
difference (F0 – FL ) and the sum (F0 + FL ) frequencies, and all their harmonic (multiple) frequencies. In
the practical case, a purely quadratic mixer is used, with an LO frequency FL < F0; the output will include
the frequencies (F0 – FL ), 2FL, 2F0, and (F0 + FL ), and the first term (called the intermediate frequency

FIGURE 23.6  How the same signal can be displayed.
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or IF) will be easily separated from the others, which have a much higher frequency. The bandwidth of
the IF signal will be the same as the original bandwidth B; however, to preserve the original information
fully in the IF signal, stringent limits must be imposed on the LO signal, because any deviation from a
pure sinusoidal law will show up in the IF signal as added phase and amplitude noise, corrupting the
original spectral content. The process of downconverting a (band-limited) signal is generally necessary
to perform spectral analysis in the very high frequency (microwave) region, to convert the signal to a
frequency range more easily handled technically.

When the heterodyne process is applied to a wideband signal (or whenever FL > Fmin) “negative”
frequencies will appear in the IF signal. This process is called double sideband mixing, because a given
IF bandwidth B (i.e., (FL + B/2) will include two separate bands of the original signal, centered at FL +
IF (“upper” sideband) and FL – IF (“lower” sideband). This form of mixing is obviously undesirable in
spectrum analysis, and input filters are generally necessary to split a wideband signal in several narrow-
band signals before downconversion. Alternatively, special mixers can be used that can deliver the upper
and lower sidebands to separate IF channels. A band-limited signal in the frequency interval (Fmax – Fmin) =
B is said to be converted to baseband when the LO is placed at FL = Fmin, so that the band is converted
to the interval (B–0). No further lowering of frequency is then possible, unless the signal is split into
separate frequency bands by means of filters.

After downconversion, the techniques employed to perform power spectrum analysis vary considerably
depending on the frequencies involved. At lower frequencies, it is possible to employ analog-to-digital
converters (ADC) to get a discrete numerical representation of the analog signal, and the spectral analysis
is then performed numerically, either by direct computation of the FT (generally via the fast Fourier
transform, FFT, algorithm) or by computation of the signal autocorrelation function, which is directly
related to the square modulus of the FT via the Wiener–Khinchin theorem. Considering that the ADC
must sample the signal at least at the Nyquist rate (i.e., at twice the highest frequency present) and with
adequate digital resolution, this process is feasible and practical only for frequencies (bandwidths) less
than a few megahertz. Also, the possibility of a real-time analysis with high spectral resolution may be
limited by the availability of very fast digital electronics and special-purpose computers. The digital
approach is the only one that can provide extremely high spectral resolution, up to several hundred
thousand channels. For high frequencies, several analog techniques are employed.

A Practical Approach to Spectrum Analysis [1]

Spectrum analysis is normally done in order to verify the harmonic content of oscillators, transmitters,
frequency multipliers, etc. or the spurious components of amplifiers and mixer. Other specialized appli-
cations are possible, such as the monitoring of radio frequency interference (RFI), electromagnetic
interference (EMI), and electromagnetic compatibility (EMC). These applications, as a rule, require an
antenna connection and a low-noise, external amplifier. Which are then the specifications to look for in
a good spectrum analyzer? We would suggest:

1. It should display selectable, very wide bands of the EM radio spectrum with power and frequency
readable with good accuracy.

2. Its selectivity should range, in discrete steps, from few hertz to megahertz so that sidebands of a
selected signal can be spotted and shown with the necessary details.

3. It should possess a very wide dynamic range, so that signals differing in amplitude six to eight
orders of magnitude can be observed at the same time on the display.

4. Its sensitivity must be compatible with the measurements to be taken. As already mentioned,
specialized applications may require external wideband, low-noise amplifiers and an antenna
connection.

5. Stability and reliability are major requests but they are met most of the time.

Occasionally a battery-operated option for portable field applications may be necessary. A block diagram
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Referring to Figure 23.7 we can say that we are confronted with a radio-receiver-like superhet with a
wideband input circuit. The horizontal scale of the instrument is driven by a ramp generator which is
also applied to the voltage-controlled LO [2].

A problem arises when dealing with a broadband mixing configuration like the one shown above,
namely, avoiding receiving the image band.

The problem is successfully tackled here by upconverting the input band to a high-valued IF. An easily
designed input low-pass filter, not shown in the block diagram for simplicity, will now provide the
necessary rejection of the unwanted image band.

Nowadays, with the introduction of YIG bandpass filter preselectors, tunable over very wide input
bands, upconversion is not always necessary. Traces of unwanted signals may, however, show up on the
display although at very low level (less than –80 dBc) on good analyzers.

A block diagram of a commercial spectrum analyzer exploiting both the mentioned principles is shown
in Figure 23.8. This instrument includes a very important feature which greatly improves its performance:
the LO frequency is no longer coming from a free-running source but rather from a synthesized unit
referenced to a very stable quartz oscillator. The improved quality of the LO both in terms of its own
noise and frequency stability, optimizes several specifications of the instrument, such as frequency
determining accuracy, finer resolution on display, and reduced noise in general.

FIGURE 23.7  Block diagram of a commercial spectrum analyzer.

FIGURE 23.8  Standard block diagram of a modern spectrum analyzer.
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Further, a stable LO generates stable harmonics which can then be used to widen the input-selected
bands up to the millimeter region. As already stated, this option requires external devices, e.g., a mixer-

The power reference on the screen is the top horizontal line of the reticle. Due to the very wide dynamic
range foreseen, the use of a log scale (e.g., 10 dB/square) seems appropriate. Conventionally, 1 mW is
taken as the zero reference level: accordingly, dBm are used throughout.

The noise power level present on the display without an input signal connected (noise floor) is due
to the input random noise multiplied by the IF amplifier gain. Such a noise is always present and varies
with input frequency, IF selectivity, and analyzer sensitivity (in terms of noise figure).

The “on display dynamic range” of the analyzer is the difference between the maximum compression-
free level of the input signal and the noise floor. As a guideline, the dynamic range of a good instrument
could be of the order of 70 to 90 dB.

An input attenuator, always available on the front panel, allows one to apply more power to the analyzer
while avoiding saturation and nonlinear readings. The only drawback is the obvious sensitivity loss. One
should not expect a spectrum analyzer to give absolute power level readings to be better than a couple
of dB.

For the accurate measurement of power levels, the suggestion is to use a power meter. An erratic signal
pattern on display and a fancy level indication may be caused by the wrong setting of the “scan time”
knob. It must be realized that high-resolution observation of a wide input band requires the proper
scanning time. An incorrect parameter setting yields wrong readings but usually an optical alarm is
automatically switched on to warn the operator.

The knowledge of the noise floor level allows a good valuation of the noise temperature, Tn (and
therefore of the sensitivity), of the analyzer, a useful parameter on many occasions. The relations involved
are as follows.

The Nyquist relation states that

where P = noise floor power level read on the display (W)
k = Boltzmann constant = 1.38 ¥ 10–23 (J/K)
B = passband of the selected IF (Hz)

therefore,

Usually engineers prefer to quote the noise figure of receivers. By definition we can write

FIGURE 23.9  Encreasing the input bandwidth characteristics.

P kT B= n

T P kBn = ( )
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where N = noise factor
T0 = 290 K

F (noise figure) = 10 log N

A typical F for a good spectrum analyzer is of the order of 30 dB.
It must be said, however, that the “ultimate sensitivity” of the spectrum analyzer will depend not only

on its noise figure but also on the setting of other parameters like the video filter, the IF bandwidth, the
insertion of averaging functions, the scan speed, the detector used, etc.

As a rough estimate a noise floor level of –130/–140 dBm is very frequently met by a good instrument.
Another criterion to select a spectrum analyzer is a good “IMD dynamic range,” that is, the tendency

This figure is generally quoted by the manufacturers, but it is also easily checked by the operator by
injecting two equal amplitude sinusoidal signals at the input socket of the analyzer. The frequency
separation between the two should be at least a couple of “resolution bandwidths,” i.e., the selected IF
bandwidth. As the input levels increase, spurious lines appear at the sum and difference frequencies and
spacing of the input signals.

The range in decibels between the nonoverloaded input signals on display and the barely noticeable
spurious lines is known as the “spurious free dynamic range,” shown graphically in Figure 23.10a, where
the third-order “intercept point” is also graphically determined. If input power is increased, higher-order
spurious signals appear, as shown in Figure 23.10b. The input connector of most spectrum analyzers is
of the 50 W coaxial type. Past instruments invariably used N-type connectors because of their good
mechanical and electrical behavior up to quite a few gigahertz. Today SMA or K connectors are preferred.

External millimeter wave amplifiers and converters use waveguide input terminations. As is discussed
in the next section, multipurpose analyzers are available where power meter, frequency counter, tracking
generator, etc. can all be housed in the same cabinet. The economic and practical convenience of these
units must be weighed on a case-by-case basis.

Finally, we mention that spectrum analyzers are available equipped with AM and FM detectors to
facilitate their use in the RFI monitoring applications.

What Is the Right Spectrum Analyzer for My Purpose?

Several manufacturers offer a large number of spectrum analyzer models; the choice may be made on
the basis of application field (i.e., CATV, mobile telephony, service, surveillance, R&D, etc.), performance
(resolution bandwidth, frequency range, accuracy, battery operation etc.), or cost.

In addition, it is important to know that most spectrum analyzers need some accessories generally
not furnished as a standard: for example, a connectorized, coaxial, microwave cable is always required;
a directional coupler, or power divider, or handheld sampler antenna may be very useful to pick up the
signals; and a personal computer is useful to collect, store, reduce, and analyze the data.

There are four main families of RF and microwave spectrum analyzers.

FIGURE 23.10  (a) Spurious free dynamic range. (b) Higher-order spurious.
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Family 1

The bench instruments are top performance, but also large, heavy, and the most expensive class, intended
for metrology, certification, factory reference, and for radio surveillance done by government and military
institutions.

The frequency ranges span from a few tens of hertz up to RF (i.e., 2.9 GHz), up to microwave region
(i.e., 26.5 GHz), or up to near millimeter wavelength (i.e., 40 GHz). This class of instruments includes
lower noise figures, approximately 20 dB, and may be decreased down to 10 to 15 dB with an integrated
preamplifier. The synthesized local oscillator has a good phase noise (typically 10 dB better than other
synthesized spectrum analyzers) for precise, accurate, and stable measurement. Also this class of instru-
ments, by sharing the display unit, can be integrated with plug-in instruments like a power meter (for
more accurate power measurements) or a tracking generator (for network analysis and mixer testing).

The interface to a computer (and a printer) such IEEE-488 or RS-232 is standard; it allows remote
control and data readings; this class of spectrum analyzer often has a powerful microprocessor, RAM,
and disks for storing data and performing statistical and mathematical analysis.

The best known families are the Hewlett-Packard series, 71xxxx [3] and the Rhode & Schwarz series
FSxx. [4]. Indicative prices are between $50,000 and $90,000.

Family 2

Less expensive bench instruments, the workhorse class of spectrum analyzers, portable and lightweight,
are associated with a synthesized local oscillator, that includes a frequency range from a few kilohertz up
to RF region (i.e., 2.9 GHz), microwave region (i.e., 26.5 GHz), or near millimeter wavelengths (i.e.,
40 to 50 GHz). A typical noise figure of 30 dB is good enough to ensure most measurements. A large
number of filters down to few hertz of resolution are offered; digital filters are preferable to analog ones,
because they give a faster refresh rate of the trace on the display. This kind of spectrum analyzer nearly
always has the capability to extend the frequency range up to millimeter and submillimeter wavelengths
with an external mixer. One of the most important features for a spectrum analyzer in this class is the
quality of the local oscillator; it should be synthesized (PLL) to achieve stability, precision, accuracy, and
low phase noise. Demodulation is also an important feature to listen to AM, FM on the loudspeaker and
to display TV pictures or complex modulations onto the screen, which is often required by people working
on surveillance, TV, and mobile telephone. The interface to a computer such as IEEE-488 or RS232 is
standard in a large number of spectrum analyzers, and allows the remote control and data reading,
storing, and manipulation.

This kind of instrument may integrate a tracking generator, a frequency counter, and other instruments
that can transform the spectrum analyzer into a compact, full-featured RF and microwave laboratory.

The most popular families are the Hewlett-Packard series 856xx [3, 5], Rhode & Schwarz series
FSExxx [4], Anritsu series MS26x3 [6], IFR mod. AN930 [7], and Marconi Instruments series 239x [9].
The Tektronix production should be taken in account. Prices typically span from $30,000 to $60,000.

Family 3

The entry level, a more economical class of spectrum analyzer, is intended for field use or for one specific
application. If your need is mainly EMI/EMC, CATV, mobile telephone, or surveillance, perhaps you do
not need the extreme stability of a synthesized local oscillator, and a frequency range up to 2 GHz may
be enough; however, if you need some special functions such as “quasi-peak detector” or “occupied
bandwidth measurement,” two functions that are a combination of a mathematical treatment with some
legislative aspects, these are easily measured with a spectrum analyzer including those functions. As the
normatives can change, the capability to easily upgrade the measurement software is important; some
models come with a plug-in memory card, some others with 3.5≤ disks.

A large number of spectrum analyzer models are tailored to meet the specific needs of a customer.
This is the case with the HP series 859x [3], Tektronix series 271x [10], IFR series A-xxxx [8], Anritsu
MS2651 [6], and Advantest series U4x4x [4]. Costs typically are around $10, 000 to $20,000.
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Family 4

The most economical class of spectrum analyzer, with prices around $2,000 to $6000, includes instru-
ments that perform only the basic functions with a limited frequency range and filter availability and
without digital capability. They are intended for service, for general-purpose measurements (i.e., IP3,
harmonic distortion) or for precertification in EMI/EMC measurements. One of the most popular series
is the Hameg series HM50xx [11].

In this class are some special spectrum analyzers that come on a personal computer (PC) board. Such
spectrum analyzers, generally cheap (typically $3,000 to $5,000), with frequency range up to 2 GHz, may
include PLL local oscillators, tracking generators, and other advanced characteristics. The input is through
a coaxial connector on the board, the output and the control is done by a virtual instrument running
on the PC. One model is made by DKD Instruments [12].

Other unusual RF spectrum analyzers working in conjunction with a PC and worth noting are the
instruments for EMI/EMC measurements and reduction in power lines and power cords. For this type
of instrument, the core is not the hardware but the software that performs the measurement according
to international standards and may guide the engineer to meet the required compatibility. An example
is given by Seaward Electronic Sceptre [13].

Advanced Applications

New technological approaches and the use of spectrum analysis concepts in radioastronomy constitute
some advanced spectrum analysis applications. Autocorrelators, with a typical frequency resolution of
~5/25 kHz, have been extensively used in radioastronomy. Their performance is well documented; the
autocorrelation function is computed online and recorded. Later the FFT of the function is computed
off line in order to get the power spectrum. Recently, the Tektronix 3054 Fourier Analyzer, based on a
bank of programmable filters, was introduced as an alternative approach. The state of the art in integrated
digital signal processors (DSPs) allows an alternative approach to spectrum analysis. By paralleling several
of these DSPs, one is able to compute online the FFT directly on a very wide input bandwidth (several
tens of megahertz).

By using this technique, high time and frequency resolution can be achieved.

VME boards: one or two 10-bit, 40-MS/s ADCs and two boards in charge to compute the FFT of the
incoming streams of data, in real time [14]. A following block computes the power and averages on the
board up to 64 K spectra before storing the result on disk or tape. The FFT boards are powered by one
of the fastest state-of-the-art DSPs (Sharp LH9124). The overall system is controlled by an embedded
FORCE 3 Sparcstation. The LH 9124 DSP works with 24+24 bits (with 6 exponent bit) in block floating
point. The system architecture allows expansion of the input bandwidth and the number of channels by
paralleling more DSP boards. All the computing core is housed in a VME crate and is able to produce
single-sided spectra from 1024 frequency bins to 131072 bins at an input bandwidth of 12 MHz without
losing data or with 56% of time efficiency at 20 MHz. Single- or double-channel operation mode is
provided. In a single-channel mode the main features of the system are reported as

Input bandwidth 0.5–20 MHz
Time efficiency 100% at 12 MHz (56% at 20 MHz)
FFT size 1K, 2K, 256K (points)
Avgs out format <256 averages Æ  integer 24 bits

>256 averages Æ float 32 bits
Windows Hanning, Hamming, Kaiser Bessel

This spectrometer was developed (1993) as a cost-effective system for both the NASA-SETI (Search
for Extraterrestrial Intelligence) program [15,16] and for radioastronomical spectroscopy [17] at the
CNR Institute of Radio Astronomy of Bologna. The digital spectrometer was first used to investigate the
effects of the Jupiter/SL9 comet impacts (July 1994) [18,19]. In this application, the high time resolution
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of the spectrometer (a 16K points FFT every 1.3 ms) was exploited to compensate for the fast planet
rotational velocity Doppler shift.

The system has been successfully used at the 32 m dish radiotelescope near Bologna in many line
observations with unique results. Note that the use of such a high time and resolution system in radio
astronomy may help to observe the molecular line in a very precise and unusual way. The whole pattern
(a couple of megahertz wide) of a NH3 molecule line coming from the sky was obtained in flash mode
with a frequency resolution high enough to distinguish the different components. The same machine
can be used for high-time-resolution observations of pulsar and millisecond pulsar. In those cases, the
possibility of performing the FFT of the RF signal online allows coherent dedispersion of the pulses. This
new technological approach in computing the FFT may be successfully addressed to many different fields,
such as image processing, medical diagnostic systems, radio surveillance, etc.
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24.1 Introduction

 

For a variety of reasons, the signal that comes from the output of a sensor will usually need to be processed,
as has been explained elsewhere. This may be needed for a single sensor alone, as found in the conversion
from an electronic resistance temperature sensor into the equivalent digital display number.

Alternatively and increasingly so, as is now discussed, the outputs from several sensors need to be
combined into a single signal to form a mapping of those sources from “many to one.” An example of
this would be when a set of sensors measuring many different variables is used to determine if a machine
tool is correctly making a component.

There are now many ways that can be used to combine signals, each having its own features that make
it the best to use in a given circumstance. Signal-processing methods range from the well proven and
mostly used method using processing based on mathematical relationships that are very precise — these
are explained elsewhere. These are generally executed using digital computation and are often referred
to as digital signal processing (DSP) methods. Alternatively, it has now been shown conclusively that less
quantitative methods can be also used to great effect despite their lack of complete formal mathematical
formulation. These are here called the (applied intelligence) methods, a convention developed to distin-
guish man-made systems from the very broad, and oversold, use of the term 

 

artificial intelligence.

 

Many seemingly different methods exist in the latter group but, as will be shown here, they are all
part of a continuum of ways that range from use of subjective to exactly objective procedures. These are
not well explained as a group because they are presented in the literature as different methods used in
isolation of each other. This account shows how they all tie together, thus making it easier to decide
which is appropriate in a given application. They are particularly useful for handling highly nonlinear
situations where algorithms cannot be realized.

While we appear to prefer the total objectivity of a mathematically formulated method of signal
processing, it is now well proven that the AI methods often are better choices to use in terms of better
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speed of performance and often lower cost of processing. Often they are the only solution since the
algorithmic approach cannot be deployed because of the lack of a suitable mathematical formulation or
powerful enough processor to run the algorithm.

Signal processing in the modern instrument, therefore, will often make use of many different methods.
This account is an introduction to the characteristics of the various forms and is written to assist selection.
Space limitations prevent presentation of each kind in detail.

 

24.2 Overview of Algorithmic Methods

 

Traditionally the most popular method used to develop mapping models is that of mathematical mod-
eling. The mathematical model is usually what is sought, as it provides the highest level of understanding
about the subject and the most precise representation of the behavior. The major disadvantage of
mathematical models is that they can quickly become so complex that implementation of these models
in measurement systems is often impractical.

In this class, the single, or set of multiple, input signal(s) to the data processor is converted to the
output form using tightly formulated mathematical description. This relationship is called the algorithm.
Strict relationships hold; the relationship is said to be 

 

formal,

 

 meaning that for any given input the output
will always be the same. The algorithm supports only one interpretation.

This method of signal processing is the most highly developed method and is certainly one to aim for
because it is devoid of ambiguity. All will agree on how it will respond. It carries a comforting level of
understanding and, thus, acceptance.

Algorithmic methods can be very accurate, traceable, and can be calibrated with relative ease and
agreement. They are the basis of many instrumentation systems. The origin of their use in instrumentation
goes back to the early days of computing using, first, mechanical computational machines (late 1800s to
around 1930) and then analog electric devices (early 1900s to 1960s), all of which were mostly replaced
by the use of digital computers commencing around 1950. All of these algorithmic methods of processing
can be simplistically regarded as embodiments of a mathematical equation inside a suitable technological
machine.

As the demanded complexity and performance requirements grew over time, so did the demands on
the detail of the algorithm and the means to model it inside a computational machine. Mathematical
description eventually reaches limits of definition as the models push the boundaries of mathematical
methods and human development. Too often, this arises before adequate detail is able to be built into
the model. The algorithm is then an inadequate model of the need.

As the algorithm increases in complexity, the processing power needed must be increased to maintain
both fidelity and speed of processing. Despite great advances being made in algorithm development and
in computer power, the algorithmic methodology eventually encountered mathematical and technological
barriers in many fields. The method is seen to not always be the best to use because of lack of an adequate
algorithm or the high cost of computing.

In instrumentation, another factor also arises. Fast, detailed processing brings with it the need for
increasing electrical bandwidth requirements in signal transmission. This increases implementation costs
and also eventually reaches technological constraints.

 

24.3 Overview of Applied Intelligence Methods

 

Fortunately, the solutions that may overcome these limiting constraints in many circumstances were
developing in other fields under the general name of artificial intelligence (now called applied intelligence
in engineering), as new forms of mathematics and in other fields, such as decision theory.

Principally, a key limitation of the algorithmic method is that its unforgiving level of formalism carries
with it a depth of processing exactitude that is often not warranted.

Other methods have emerged that allow vaguely subjective, as opposed to tightly objective, processing
to be applied to good effect.
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These AI methods have gradually gained acceptance to the degree that many are now routinely used
and are supported by dedicated applications software and electronic integrated circuitry.

At first, these many alternatives were seen to be isolated methods. Gradually, the literature has shown
trends to merge them in pairs. Their use in a more widely mixed form is still limited. This account seeks
to give a comprehensive appreciation of the commonly met AI processing methods by placing them into
relative perspective.

It is interesting to contemplate that natural world computing in animals does not appear to make
much use of algorithmic methods, but does make extensive use of the methods presented here in the AI
class.

The paradigm invoked here is that experience has shown that informal methods based on knowledge-
based systems (KBS) can produce mappings of many inputs to one by use of less than completely formal
description.

The AI methods can yield surprisingly efficient solutions to previously unsolved needs. They often
can outperform algorithmic methods or carry out a similar task with far less computing power. They
are all associated with multiple input processing and can be applied to forming decisions from data
supplied by sensors. Each situation has to be judged on the balance between use of computing effort and
effective processing.

On the downside, they lack formality and thus may be very hard to calibrate and authenticate. They,
not having adequate scientific foundation and a solid formal base of operation, are not easily accepted
as “sound.” They are often hard to comprehend by a second party, for their description is not always
adequately documented or done to any agreed convention. As their principles vary widely, they must be
well understood before application is developed.

For all of these negative factors, they often are able to provide “more performance for less cost” and
thus will be increasingly adopted.

Their rising level of use should not suggest the algorithmic methods will become obsolete, but more
that the instrument designer now has a much larger set of processing tools available.

 

24.4 Mapping, in General

 

The high-level purpose of most signal processing is to yield knowledge of a situation so that decisions
can be made.

For example, consider a health-monitoring system installed on an aircraft engine. A set of sensors of
different measurand types and locations is installed at various critical points on the engine — temper-
atures, pressures, flow rates, metal content of the lubricating oil, and more. The data from these are
collected and transmitted to a central processor using a common digital bus. The many inputs then need
to be combined in some way to decide such conditions as emergency states, when to change the oil, and
engine efficiency. This combination is a “mapping of many to a few.”

These are not always simple mappings, for there is no adequate algorithm available to give a mathe-
matical description for such things as degradation of oil condition. However, human intuition can be
used quite effectively to obtain answers — the human mind is very capable of carrying out such mapping
functions. This form of natural processing makes use of what are technically called “heuristics” — but
more commonly known as “rules of thumb.”

Consider the question, “How could we decide, using an automated measurement system, when loaves
being made in a bakery are satisfactory to sell?” As the way to decide this almost all people asked would
suggest that the weight, size, crustiness, appearance, and softness inside would be the parameters that
must all be satisfactory (that is, lie within a small range of values for each) to be declared suitable. Weight
and size are easily measured; the others are not for they are really heuristics, as is the choice of the set
of parameters.

The thought process implemented here is that the designer starts with a desire to know something
about a situation. Consider how we could automatically monitor the “risk of working in a hazardous
place” in order to give an alarm at set levels. In this kind of situation a study of the problem will lead to
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identification of key parameters. These parameters can each be assigned safety functions that express
how each parameter varies with system changes. With this framework it is then possible to set up a signal-
processing system that continuously calculates the risk level. This form of solution is based on ideas
embodied in the wide field of decision-making theory.

The heart of application of AI methods of signal processing in instrumentation lies with appreciation
of decision-theory methods.

A range of multivariable mappings methods using AI ideas have emerged. Those well established in
instrumentation are:

• Representational measurement theory and ways sets are mapped into other sets (whose usefulness
is still emerging).

• Rule and frame representation of heuristic knowledge and ways they are used to form expert
systems and other KBSs.

• Binary Boolean trees as crisp logical mappings; which is the foundation of the fuzzy logic method
based on fuzzy set theory.

Another class of AI methodology that does not fit the same sequence, yet includes powerful methods, is
one that assists optimization of the mapping setup. There are two main methods in use:

• Genetic algorithm and its use to optimize fuzzy logic and other multisensor setups, and the 

• Artificial neural net, a mapping method that learns by itself, from experience, how to achieve an
optimal mapping in a given situation that it has been taught to work in.

 

24.5 Basics of Decision Theory

 

Rules about a Decision-Making Process

 

Before entering into the detail of the AI signal-processing methods, it is necessary to develop a foundation
about the ways in which decisions can be made by computers using sensed information. It is not that
well appreciated, but setting up a mapping-type signal-processing situation is actually implementing a
decision-making information system. General appreciation of decision making can be found in the
introductory work of Kaufmann [3] .

Unlike the human brain decision maker which carries out smart thinking with ease to build a machine
counterpart, an engineered object needs effective externalization of the process involved. This begins by
developing appreciation of the basic rules that always apply about a decision-making situation. These
have been summarized by Baker et al. [1] and condense to:

1. There must be a clearly expressed criterion for making a judgment of the options available, which
must be such that others will understand how the judgment was made.

2. All decisions will involve choosing alternative strategies to arrive at the best one to use. This will
involve assigning score numbers to the selected parameters and deciding how to process the set
of numbers.

3. A decision is made by a choice of competing alternatives in the face of given restraints. Decisions
can only rarely be made in the general sense but will be made for a given set of circumstances.
The complexity of a problem rises rapidly as the number of parameters rises.

4. The process used attempts to achieve some payoff as a value added or lost. It aims to rank the
various mapping alternatives to advise the apparently best to use. Note that once a decision-making
mapping is built, the information about alternatives is no longer available as it will only usually
embed one set of parameters as a single process.

5. A decision matrix carrying the competing parameters results. A method of combining the matrix
constituents is needed, and, again, there is no singularly definitive, absolutely correct way to process
the matrix.
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In setting up a signal-processing mapping, these rules will need to be addressed. They will be embedded
in the software of the hardware processor as its operational strategy. Considerable creativity is needed
by the designer of the processor, for much of the setup of decision-making methods requires subjective
human interpretation in several steps of the process. Decision making is really only needed when there
is no exact and obvious answer. The devices built to mimic the human process will never be perfect.
There will be much debate about which are the best methods and parameters to use. Engineers must live
with this situation and make machines that will make good decisions, that are as close to perfect as
possible.

 

Extracting Parameters

 

The first step in setting up a decision mapping is to understand the need. That means researching it by
observation and from literature on the topic. This sets up the specific knowledge base to allow one to
progress to the next step.

Then comes the need to define the key parameters of the situation. There is no organized way to
develop these. They arise from inventive and innovative thought processes that seem to be based on prior
learning.

To streamline this intuitive step, it is useful to apply some ordered processes that assist in externalizing
appropriate parameters. Three methods are now briefly described.

 

Slip Writing

 

A group of people familiar with the problem area are read a brief statement of the problem by a person
independent from the problem. An example could be “What do you think are the main parameters that
a person uses to decide if a loaf of bread is fresh?”

Without much time to reflect the group is then asked to write down the key parameters that come to
mind immediately as they work without talking about the problem as a group. They write down each
parameter on a separate piece of paper, doing this as fast as ideas come to them. This only happens for
a few minutes. The slips of paper are then collected and classified. The whole process takes around 10 min
and is known as slip writing.

It will usually be found that there is common agreement about the majority of parameters with some
quite unexpected ones also arising.

Slip writing is a good way to find consensus. It probes the mind well and can bring out appreciation
of factors that open discussion might easily inhibit. It is important in this method to decouple the
thoughts of each person during the process; otherwise the real parameters may not be externalized because
some people may exert influence on others of the group.

 

Brainstorming and Think Tanks

 

If participants are shown what others are thinking and are encouraged to debate issues, it is possible to
gain consensus and also allow group participants the opportunity to help each other be innovative at
the same time. This method works best when the participants are prepared to go into open discussion.
Several similar processes are those known as brainstorming or carrying out a think-tank session.

Here a problem in need of solution is written down as a well-prepared statement by the session
organizer. A team of experts, each covering the expected aspects of the problem area, are selected and
sent the statement along with any supporting exhibits. Each person considers, over a few days, how he
or she might contribute a solution.

The group is then assembled. The problem is first reviewed by the session leader and each person is
then asked for ideas. As ideas are externalized they are recorded in very brief form — large sheets of
butcher paper are suitable. These sheets must be readable by all in the group and be prepared instantly
to keep up with the thoughts of the group.

It will be found that innovative ideas will arise as candidate solutions are put up and seen by others
in the group. This method encourages group-driven inventiveness.
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Gradually the group will settle on a few solutions that it feels have a good chance of succeeding. This
list is then ordered in priority of likelihood of success, The session leader then writes up the outcomes,
ready for further investigation.

 

Knowledge Trees

 

The final method to be described here for developing parameters of a decision, called knowledge trees,
has the merit of ordering the relative place of parameters as well as encouraging inventiveness of solutions.
It also provides a mapping structure. This procedure is based on the age-old realization that we think
problems through by breaking them down into ever smaller subproblems until we feel able to solve them.
Overall solution is then very much a matter (but not entirely so in practice) of implementing the solution
of all subproblems and combining them by a process called integration.

The need is first written down. For example, “How would we measure the quality of loaves of bread?”
or in a shorter form “Is the loaf OK?”

This forms the top-level parameter of the tree given as Figure 24.1. Consideration of the situation at
hand then leads to realization of the collection of parameters relevant to get this answer. These might be
weight, size, crustiness, appearance, and softness. They may have been externalized by a group process,
such as slip writing, or created by the individual.

Each branch on the tree is then visited to see how that parameter might be measured. Only one of
these can be measured as it stands — it is reasonable to assume that weight can be measured with scales.

Size is not so easy to measure as it is expressed for there is inadequate definition. More thought will
yield another level to the tree — length, width, and height — for this parameter. As linear measurements,
these can also be measured with ease.

When building the branching downward, a thought process has decided how the parameters map
upward and downward. Size dictates the mapping of three parameters into one, so there must also be a
defined mapping model for that mapping.

Note also that to branch downward, the thought process used has actually been driven by some
heuristics. Each branching has been driven by rules of some kind — but more on that in the rule-based
decision-making method covered below.

It is also easy to see why the other parameters could be measured with automated instrumentation.
Softness could be assessed in terms of the squeeze factor, which is actually measurable as the compliance
of the loaf at the center point of a side of the loaf. Appearance would map down the tree into color,
texture, and graininess of the image. It is left to the reader to think up and draw a complete tree.

When all branch ends have been reticulated down to the point where they can be measured, the system
mapping can be implemented with a human-made sensing system. The parameters are externalized and
the mapping process is largely decided.

Use of tree-based thinking is a simple, yet powerful, way of keeping track of decision making for a
complex situation. The recorded form also allows others to see the thought process used.

 

FIGURE 24.1  

 

Knowledge trees allow facts and their relationships to be captured in pictorial form.
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Two Examples of Decision-Assistance Methods

 

Triangle of Pairs

 

Having now seen how to externalize parameters and how they might be interrelated using trees, we can
move on to investigate how to set up a suitable decision-making process.

Knowing the parameters is not enough yet to design a multisensor mapping processor. The relative
importance of the parameters is also a key factor. Furthermore, the tree is not the only way to combine
sensor signals.

Two, of many, examples of decision-assistance methods are now outlined to illustrate these points.
The first, the triangle of pairs (TOP) method, allows parameters to be ranked against others on the

binary-only basis of which is preferred of each two compared. In the bread example, compare some of
the parameters for their relative importance. Crustiness is preferred to weight. Softness is preferred to
size and so on until all pairs have been considered. If all combinations are carried through and recorded
as a matrix, a triangle of pairs results, as in Figure 24.2.

Having formed a matrix of competing parameters, the next step is to decide how the matrix can be
processed. This is where much debate can occur. For the TOP method, however, the binary nature of
the choices means a simple count of first preferences gives the ordered preference of parameters — at
least as that person assessed it!

We will see later how the idea is extended by giving parameters a varying degree of “preference” rather
that the simple binary choice allowed here.

 

Utility Analysis

 

A more fully developed method for making decisions in complex and subjective situations is one called
utility analysis (UA). This is a process that can be applied to find the usefulness of a design, piece of
equipment, or any similar situation where one can externalize and prioritize a set of measurable param-
eters. Although mostly applied to decision making as a paper study, the process is amenable to the creation
of a multisensor mapping processor.

Appreciation of this process is easily obtained by working through an example. Consider the need to
set up a method for grading the quality of bread made in an automated bakery.

The first step is to decide the parameters that will affect the choice finally made. We select weight, size,
and appearance as the key parameters to illustrate the method. (More parameters might be needed in a
real situation.) We also decide that these are important according to the relative weighting ratios of
1.0:0.2:0.8.

 

FIGURE 24.2  

 

Triangle of pairs assessment is a simple way to decide which choice to make. This table gives the
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Next, utility curves must be set up, one for each parameter. These show how the usefulness of the
parameter changes as the parameter ranges.

The simplest way to obtain these graphs is to use one’s own intuition, but a better way is to make use

functions might look like. As a guide to their construction, if the weight of the loaf is too low, it fails to
comply with legal requirements and thus has zero utility as a product below the allowed uncertainty of
weight. The size factor depends on the type of bread. Here it is assumed it is for sandwich making, in
which case the size can be too small for sliced meats or too big for a toaster. Appearance can only be
measured by mapping downward to a set of measurands; it is convenient to plot the function in more
vaguely defined terms in this method.

Note that the weighting ratios have already been incorporated into the utility charts by setting their
best values at the correct percentage.

It is necessary to reinforce the fact that the set of graphs is needed for the parameters, not for each
case to be considered. With the charts set up, the selection process can begin.

A matrix is now created, as also shown in Figure 24.3. The actual measured weight value (960 g) for
loaf 1 (under automatic inspection) is compared with the graph of weight to yield a utility of 0.4. The
size is done likewise, using the size graph to get 0.2, and the appearance sensor set tells us it is between
poor and good to give us 0.4. Each loaf is subjected to the same process. The other two loaves have
different sets of scores.

The combined usefulness of a given loaf is now to be decided by processing the set of numbers for
that loaf. Here is where some difficulty arises, because there are many ways to combine the three scores
for each loaf. One way often used is simply to sum the values, as is done in the example. Note that this
can be satisfactory unless a zero or other unacceptable value arises, in which case more mapping pro-
cessing is needed. Assume that an acceptable combined score has been determined to be 1.8 or higher
(with the best, due to the weightings, 2.0).

Having carried out the processing of the matrix, we find that the first loaf is not acceptable and the
other two are equally acceptable.

What we have done is to form an automatic measuring system that can make assisted and graded
decisions. There is certainly a degree of human subjectivity inherent in the method, but by recording
what is taking place the task can be automated and it can also be evaluated in the light of experience,
correcting choices of parameters and weightings.

Other decision-making methods exist: they use elements of the above concepts in a variety of assemblages.
The above has been a very rapid introduction to decision-making methods. These are rarely taught

as the foundation of the now popularized AI signal-processing methods given next. They are, however,
the conceptual basis of the AI processes.

 

24.6 Principal AI Methods

 

Measurement Theory

 

Sensors observe a finite number of variables associated with real-world events. Measurement systems are
required to convert the information from these sensors into knowledge. This process often involves what
is known as mapping.

Depending on the loss or preservation of information, the mapping process can be classified as either

1. transformation, or
2. abstraction.

If a rule exists that assigns every element of 

 

x 

 

in the set 

 

X 

 

(written 

 

x 

 

�

 

 

 

X

 

) to precisely one element

         

and symbolically by
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y � Y, we say that a function exists that maps the set X to the set Y, and this is represented as Figure 24.4
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FIGURE 24.3  

 

Utility analysis is a more detailed way to automate loaf inspection with a set of sensors. Here are

the inspection point.
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A transformation defines a one-to-one mapping on the set of all elements of 

 

x 

 

into 

 

y,

 

 in which for all

 

x 

 

�

 

 

 

X 

 

there exists a unique value in 

 

Y;

 

 therefore the inverse transformation is guaranteed, i.e., 

 

x 

 

= 

 

f

 

–1

 

 (

 

y

 

).
An abstraction differs from a transformation in that it can map a number of elements 

 

x

 

i

 

 

 

�

 

 

 

X 

 

into the
same 

 

y,

 

 or a many-to-one mapping; hence, no inverse operator can exist such that the inverse image of

 

X 

 

can be uniquely retrieved from 

 

Y.

 

 Therefore, abstraction is usually characterized by a loss of information.
It is possible to define the set theoretical relationship as a formal mathematical model and then embed

that in the signal processor. Although this is a clearly useful method of formalizing mappings, this
approach is not commonly used at the time of writing but can be expected to find more favor in the future.

 

Rule- and Frame-Based Systems

 

In early stages of problem solving, we seem naturally to look to rules of thumb to get the solution started.
Even the algorithmic methods start with this form of thinking, for one has to decide what the elements
of the decision are and how they might be assembled into a strategy for implementation in the signal
processor. As the rules are externalized one’s thought patterns also usually build knowledge trees that
show the relationship between the rules.

Consideration of the knowledge supporting the structure of a tree will reveal that the decision needed
about which way to branch as one moves through a tree is actually the implementation of a rule that
has relevance at that junction. Rules link parameters together.

speaker system. This tree has been built by applying a designer’s knowledge of speaker system design.
The heuristic rule set for the top branch is stated as

IF speaker output (W) increases
AND distortion (D) is reduced

 

FIGURE 24.3  (

 

continued)

 

FIGURE 24.4  

 

Pictorial representation of the set theoretical mapping process.

y f x x X= ( ) �( )
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AND positioning (L) improved
THEN audio output (O) is improved

No part of the rule set could be first realized using formal mathematical or algorithmic thinking.
Intuition, leap, common sense, and other terms that describe the human intelligence process must be
applied to commence a solution.

At some stage a rule may become describable by an algorithm — when that occurs a formal mathe-
matical expression can be used to embed relationships. However, this is often not the case and so methods
have been developed in computers to process heuristics.

The full set of AI techniques were originally all rolled into what became known as KBSs but this term
is so overused that it has lost specific meaning.

Among the first AI processing methods were special computing ways to process the logic of a set of
rules. These became known as expert systems (ES). In the example above, the rule tree is very sparse; a
practical system for decision making is likely to have from 100 to several thousand rules.

The rules are considered by an inference engine (a software program) that is able to carry out Boolean
logical operations of AND, OR, etc. to yield the outcome appropriate to the set of rules relevant to the
problem at hand.

Trees can be traversed from the top down (downward chaining) or from the bottom up (upward
chaining) and modern ES software applications carry out these operations with great sophistication.

 

FIGURE 24.5  

 

Part of a design knowledge tree for improving the performance of an audio speaker system.
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KBS methods generally suffer from the feature that they seem to give answers all too easily, for they
use only a few of the many rules available to come to a solution in a given situation. To help users feel
more confident in their application, features are often offered that include plotting of the chaining used
to get the solution or stating the rule set used.

Rule-based software applications are sold as empty shells. The user fills the shells with the rule set to
make the application specific. These applications are now commonly used. They are relatively easy to
use without the need for a competent computer programmer.

Rules are a primitive way to express knowledge. A better form of representation is the frame. This has
the ability to hold more knowledge than a single rule and is a small database about a limited area of the
system of interest. Frames are like objects in object-oriented programming. Advanced ES shells operate
with frames.

ES shells are now very capable entities for decision making. They are a significant tool in the instrument
signal processor’s toolbox. Space restricts more explanation but enough has been stated here to allow
further development of AI methods.

Some basic characteristics about rule- and frame-based processing are as follows (these apply variously):

• The software program is often self-explanatory as the rules can be read as (almost) normal language.

• They need considerable computer power as the rule number increases.

• They are relatively slow to yield a solution but are best used for cases where slow outcomes are
applicable.

• They need special software.

• They are not that well known, so their application may be slow to find favor.

ESs soon run out of usefulness if the problem becomes complex. The computer search becomes too slow
because the number of rules needed rapidly rises with problem complexity. The approach used today
for large-problem-solving systems is to build an ES for each facet of the problem. These small-problem
AI units are called agents. A set of agents is then combined using a conceptual software-based blackboard
that calls on the agents to investigate a problem put to the system.

The chaining operation basically only carries out simple Boolean algebra operations using system
parameters represented by a description called a rule. The system has no understanding of the wording
of the rule. Thus, it is only processing as though the tree branching is either one way or the other. In its
simplest form, it contains no concept of making that branching decision with a graded concept of which
way to go.

Real life is full of unclear logical operations. The outcome of a decision will be clearly this way or that,
but just where the change arises is problematic. The changeover point is unclear because the variables
of the rule are fuzzy. It is desirable to process rules with regard of their likelihood of relevance depending
on the state and selection of other rules. As is explained below, the fuzzy logic method of carrying out
a mapping is another way that allows the rule to have more variability than the two-state exactness of
binary logic.

 

Fuzzy Logic

 

This explanation is not intended to be a rigorous mathematical examination of fuzzy sets and fuzzy logic
but rather explain, through example, the application of fuzzy techniques in measurement systems,

(temperature and humidity) into one output value (comfort index). Clearly there is no formally accepted
definition of comfort index as it is a subjective assessment. One of the advantages of fuzzy sets is that
they are usually intended to model people’s cognitive states.

In the mid 1960s Professor Lofti Zadeh recognized the deficiencies of Boolean logic, in that its TRUE/
FALSE nature did not deal well with the shades of gray that exist in real life situations. 
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The simple example used here is a measurement system, Figure 24.6, that maps two input sensors
specifically in respect to mapping models. For more detail, see Mauris et al. [4].
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Boolean logic uses classical set theory where an element is either viewed as entirely true or completely
false 

 

A 

 

= {0,1}. These are often referred to as a crisp sets, Figure 24.7. In a crisp set the transition between
sets is instantaneous, i.e., 36.9°C is considered warm whereas 37.1°C is considered hot. Hence, small
changes in the input values can result in significant changes in the model output. Clearly, the real world
is not like this.

Fuzzy logic uses a multivalued set where degrees of membership are represented by a number between
0 and 1 

 

A 

 

= [0,1] 

 

m

 

A:

 

 

 

U 

 

Æ

 

 [0,1], where 

 

m

 

A

 

 is the membership function. With fuzzy logic the transition
between sets is gradual and small changes in input values result in a more graceful change in the model
output, Figure 24.8.

 

Fuzzy Expert Systems

 

all-too-crisp Boolean logic, to reason about data. The fuzzy expert system is usually composed of three
processing sections:

Step 1. Fuzzification
Step 2. Rule evaluation
Step 3. Defuzzification

Step 1 — Fuzzification.
In fuzzification crisp inputs from input sensors are converted into fuzzy inputs using the membership
functions in the knowledge base. A fuzzy input value is generated for each linguistic label of each input.
For example, in Figure 24.8, for an input temperature of 37°C the fuzzy input is COLD(0.0), COOL(0.0),

 

FIGURE 24.6  

 

A simple comfort index measurement system uses temperature and humidity variables.

 

FIGURE 24.7  

 

Conventional crisp set for the measurement system of Figure 24.6.

 

FIGURE 24.8  

 

Fuzzy set representation temperature regimes in the comfort controller example.
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MILD(0.0), WARM(0.15), HOT(0.80). A similar set of fuzzy inputs are generated for the humidity sensor,
Figure 24.10.

Step 2 — Rule Evaluation.
Rules provide a link between fuzzy inputs and fuzzy outputs. Rules are usually expressed in the form of
IF … AND/OR … THEN … statements.

For example,

‘IF’ the TEMPERATURE is HOT ‘AND’ the HUMIDITY is HIGH ‘THEN’ it is UNCOMFORTABLE.
‘IF’ the TEMPERATURE is MILD ‘AND’ the HUMIDITY is MEDIUM ‘THEN’ it is COMFORTABLE.
‘IF’ the TEMPERATURE is WARM ‘AND’ the HUMIDITY is LOW ‘THEN’ it is UNCOMFORTABLE.

Rules can also be expressed in the form of a table or matrix, called the Fuzzy Associative Matrix. This

inputs.
The function of the rule evaluation step is to evaluate the relative strengths or truth of each of the

rules in order to determine which rules dominate. In this example the rules contain AND relationships
and therefore the overall rule strength must be the minimum (MIN) value of the two strengths of the
input values.

 

FIGURE 24.9  

 

A fuzzy inference system combines rules in a way that allows them to be fuzzy in nature, that is, not
crisp.

 

FIGURE 24.10  

 

Humidity membership function for the controller example.
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For example, at a temperature of 37°C and a humidity of 65% the rule strengths of the three example
rules are:

‘IF’ the TEMPERATURE is HOT(0.8) ‘AND’ HUMIDITY is HIGH(0.68) ‘THEN’ it is UNCOMFORT-
ABLE (Rule Strength = MIN(0.8,0.68) = 0.68).

‘IF’ the TEMPERATURE is MILD(0.0) ‘AND’ the HUMIDITY is MEDIUM(0.0) ‘THEN’ it is COM-
FORTABLE (Rule Strength = MIN(0.0,0.0) = 0.0).

‘IF’ the TEMPERATURE is WARM ‘AND’ the HUMIDITY is LOW ‘THEN’ it is UNCOMFORTABLE
(Rule Strength = MIN(0.15,0.0) = 0.0).

All rules must be evaluated (in this case all 20 in the matrix) to determine each rule strength. If two rule
strengths exist for one fuzzy output label, then the maximum (MAX) rule strength is used because this
represents the rule which is most true; that is, in the previous example the fuzzy output for UNCOM-
FORTABLE is the MAX(0.68,0.0) = 0.68.

Step 3 — Defuzzification.
Now that rule strengths exist for all the output fuzzy labels, a crisp output value can be determined from
the fuzzy output values. The most common method used to defuzzify the fuzzy output value is the center
of gravity (COG) method. The fuzzy rule strengths determined from rule evaluation are used to truncate
the top of the output membership functions. Given this area curve, the COG or balance point can then
be calculated. For example, in Figure 24.11, for fuzzy output values of

UNCOMFORTABLE = 0.68
ACCEPTABLE = 0.2
COMFORTABLE = 0

the COG or crisp “Comfort Index” evaluates to 25.
Fuzzy logic signal processing is now a well-developed method. It is supported by copious teaching

material including those on the Internet and on CD ROMs provided by manufacturers of this form of
special integrated circuit chip sets and setup software. Possibly its best known application has been in
clothes washing machines where the wash parameters are set to suit the load. Although there are still
limitations, this method can be considered to be a mature procedure.

 

TABLE 24.1

 

The Fuzzy Associative Matrix Links Inputs and Outputs

 

Hum/Temp Cold Cool Mild Warm Hot
Low Uncomfortable Uncomfortable Uncomfortable Uncomfortable Uncomfortable
Medium Uncomfortable Acceptable Comfortable Acceptable Uncomfortable
High Uncomfortable Acceptable Acceptable Acceptable Uncomfortable
Very high Uncomfortable Uncomfortable Uncomfortable Uncomfortable Uncomfortable

 

FIGURE 24.11  

 

Output membership functions for controller. Each type of shaded area represents the three states
of comfort.
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Genetic Algorithms

 

The methods discussed thus far all have required the user to advise the system about the parameters to
use. That is, they need to be taught efficient mappings.

In sharp contrast to these types of systems, there also exist other AI methods that possess the ability
to learn, by themselves, what are the more optimal mapping configurations. Two main techniques are
used — genetic algorithms (GAs) and artificial neural networks (ANNs). These self-learning processes
both work well in certain situations and are now commonly used in signal processing. On the face of it,
both seem to possess magical properties because they defy logical thought processes and a clear under-
standing of how they actually operate.

We begin with an overview of GAs. These make use of the basic principles by which natural selection
found in living things, that is, from genetics, is able to improve gradually the fitness of species. That the
genetic principles found in nature can be used in human-made applications is accredited to pioneering
work of John Holland in the mid 1970s. Today, it is a large field in algorithm optimization research; see

forms and are not just measurement parameters), that represent the essential features of a system of
interest. As examples, the DNA molecule carries the code of the characteristics of living beings and a
computer string can carry a coded message that represents the features of the behavior of some human-
devised system.

Various types of events (crossover, mutation, inversion are commonly encountered methods) can
slightly alter the code of any particular string. When this happens, the new string then represents another
closely similar, but different system having new properties. Consider, next, that a number of slightly
different code strings have been formed.

When a change takes place in the code of a string, it is assessed against the other strings using rules
for a predecided fitness test. If improvement has occurred in the overall properties, then it is adopted as
one of the full set. If not better, then it is discarded. In this way the set of strings, and thus the total
system capability, gradually improves toward an optimal state.

The operational aspects of such systems are beyond description here. Suffice to say that the technique
is well established — but highly specialized — and is undergoing massive international research effort
in hope of alleviating certain limitations.

The first limitation is that although it is generally agreed each adopted change for the better takes the
overall system capability closer to the goal being sought, there is, as yet, no theory that can be applied
to show the state of maximum optimization. GAs, therefore, always have doubt associated with their
solutions as to how much more improvement might be possible.

The second limitation becomes obvious when the computational demands are considered in terms of
the number of comparison operations needed to be run in the improvement process. This number can
be truly huge, especially as the range of options rises with increase in string length. This kind of operation
usually needs very large and fast computing power. In cases where there is plenty of time to determine
an improvement, this is not a major limitation. An example of effective use would be finding how best
to operate a wide range of functions in a complex system when the task is then fixed; this method was
used to set up more optimal use of power supplies in a space vehicle. In cases where the variables in a
code string are fast changing, the method may not be applicable.

When running this form of computer program, it is essential to have a measure of the speed — the
dynamic behavior — at which this highly iterative process is moving toward the optimization goal: the
user can then decide if it is a viable method for obtaining improvement.

With this background, it is probably obvious why GAs are sometimes used to set up the membership
functions of fuzzy logic systems. As explained above, the membership functions each are part of a set of
individual functions that form the mapping for a multisensor system. The choice of the membership
function is largely heuristic and thus may not be the best function to use. By setting up several sets of
functions it is then possible to apply GA computing methods iteratively to select a better set to use. Such
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systems have been used where the time of currency of a function set is longer than the time needed to
improve the functions. Obviously, use of GAs increases system set up and operational complexity, but
once implemented may yield worthwhile gains.

 

FIGURE 24.12  

 

In the GA method sets of code strings are first modified by some form of genetic operations. They
are then intercompared using fitness functions to select a better code to use in the subsequent set of strings. This
iterative process is continued until some event disrupts it.
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Artificial Neural Networks

 

The AI basket of potentially useful methods in signal processing is full of surprises. Attention is now
directed to another method, which can learn, after an initial training period, how to better operate a
given mapping process.

Neurocomputing or use of ANNs is another AI technique well suited to make a mapping processor
in some circumstances. (These are sometimes called NNs but should not be used for human-devised
systems as that leads to confusion with life sciences research on living neural networks.) ANNs are
particularly useful when mapping complex multidimensional information to a simpler representation.
Because of their ability to deal with nonlinear relationships, they find application in areas where tradi-
tional statistical techniques are of limited use. Some application areas include pattern recognition and
classification, categorization, function approximation, and control.

 

Biological Neuron

 

The ANN has been inspired by the biological structure of the brain, and it is an attempt to mimic
processes within the biological nervous system. The neuron is an information-processing cell in the brain,
Figure 24.13. It consists of:

1. A body or 

 

soma

 

2. Input branches or 

 

dendrites

 

3. Output branch or 

 

axon

 

The neuron receives signals through its dendrites, and then transmits signals from its cell body along the
axon. The neuron will generate an output (or fire) when the aggregation of the inputs reaches a threshold
level. At the terminals of the axon are synapses. The synapse couples the signals from the axon of one
neuron to the dendrites of another neuron. The strength with which these signals are transferred from
the axon to the dendrite is controlled by the synapse and can be altered; hence the synapses can learn
from experience.

Desirable characteristics of neural systems include:

• Massive parallelism

• Learning ability

• Ability to generalize

FIGURE 24.13  A biological neuron.
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• Adaptability

• Fault tolerance

It is the attempt to construct machines that exhibit these characteristics that has led to the ANN methods
of signal processing.

Artificial Neural Network

In 1943 McCulloch and Pitts proposed the first model of an artificial neuron. This has formed the basis
for the generally accepted form of synthetic neuron model or processing element (PE); see Figure 24.14.

The output of the processing element y is given by

where xi are the PE inputs with weights (synaptic strengths) wi, b the PE bias, and g the activation or
transfer function. Many types of function have been proposed but the most popular is the sigmoid
function, defined by

where b is the slope parameter.
By themselves the processing elements are very simple; however, when the individual elements are

joined into large interconnected networks, complex relationships can be represented. Although a number
of network architectures [2] exist, one of the most commonly discussed architectures found in the
literature is the feed-forward multilayered perceptron. Figure 24.15 provides a simple illustration of how

FIGURE 24.14  This neuron model is commonly used.

FIGURE 24.15  A typical three-layer neural network as is commonly used to create an optimal mapping from sensors
to outputs.
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a multilayered ANN maps a multidimensional input vector x0, … xN–1 in an input space to a vector y0, …
yM–1 in an output space.

Learning

A fundamental characteristic of the ANN, once it has been set up as an operational tool in software form,
is that it does not need to be programmed for the application. ANNs appear to learn rules from a
representative set of examples, rather than having rules programmed in by an expert. The knowledge
acquired by the system that controls how the system maps input to output is held within the connection
weights of the network.

The focus of extensive ongoing research is the search for optimal training techniques. These techniques
tend to fall into two broad categories — supervised and unsupervised learning.

In supervised learning, a representative set of inputs is presented to the network which then modifies
its internal weights in order to achieve a desired output. With unsupervised learning, the input data only
are presented to the network, following which the network organizes itself through self-modification of
its internal weights so that it responds differently to each input stimulus.

It is beyond the scope of this text to review all the current learning techniques for ANNs. This is well
documented in the literature [8]. One popular training algorithm — backpropagation — will be discussed
as an example.

Backpropagation

Backpropagation is an example of a supervised learning paradigm commonly used with multilayer
perceptron network architectures. Backpropagation follows the error-correction principle and uses the
error signal {d (desired output) – y (actual output)} to modify the connection weights to reduce this
error. The backpropagation algorithm is implemented as follows:

1. Initialize network weights to small random values.
2. Present an input vector x0, … xN–1 and the corresponding desired output vector d0, … dM–1.
3. Calculate the actual output vector y0, … yM–1 by propagating the input through the network.
4. Use a recursive algorithm starting at the output layer and adjust the weights backward by

where wij(t) = the weight from an input to node j at time t
x ¢i  = either the output of node i or an input

h = a gain term (0.0 < h < 1.0)
dj = an error term for node j

For the output layer l = L the error is calculated:

where hL
j = the net input to the jth unit in the L layer

g ¢ = the derivative of the activation function g

For hidden layers l = (L – 1),…,1. the error is calculated:

where hl
j = the net input to the jth unit in the lth layer.

g¢ = the derivative of the activation function g

5. Return to Step 2 and repeat for the next pattern until the error reaches a predefined minimum level.
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Unfortunately, no method exists that allows the ANN to create or learn information that is not contained
in the training data; that is, the ANN can only reproduce based on experience. Under certain conditions,
however, the network can generalize, that is, approximate, output values for data not contained in the
training set.

The neural network can be considered as a universal approximator. During supervised learning, the
output eventually approximates a target value based on training data. While this is a useful function, the
ability to provide output data for test cases not in the training data is more desirable. Loosely, general-
ization can be viewed in terms of interpolation and extrapolation based on training data. If a test case
is closely surrounded by training data, then (as with interpolation) the output accuracy is generally
reliable. If, however, the test case is outside of, and not sufficiently close to, training data then (as with
extrapolation) the accuracy is notoriously unreliable. Therefore, if the training cases are a sufficiently
large sample of the total population of possible input data so that each test case is close to a training
case, then the network will adequately generalize.

While multilayer feed-forward networks are finding increasing application in a wide range of products,
many design issues such as determining an optimal number of layers, units, and training set for good
generalization are research topics. Current theory provides loose guidelines and many of these design
issues are resolved by trial and error. Another disadvantage of ANNs is the high demand that many
training algorithms can put on computing resources because of their recursive nature.

The ANN, then, provides another alternative for development of suitable mapping models for mea-
surement systems. They can be used to describe complex nonlinear relationships using a network of very
simple processing elements. The attraction of the ANN lies in its ability to learn. As long as there exists
a sufficiently representative sample of input-to-output data available, the mathematical relationship of
the mapping function need not be known. It is effectively taught to the network during a learning process.

Again, there exist important limitations. The worst is the time it might take to adjust the system nodes
and weights to a nearly final state. This can often require considerably more time than the time-varying
properties of the inputs allow. In many potential applications, they take too long to learn and are not
effective. Again computational speed and power are governing factors.

Despite their shortcomings in some applications, ANNs are now a commonly used procedure to set
up sensor mapping systems. Examples are banknote image detection and the increased sensitivity of the
detection of aluminum in water.

24.7 Problems in Calibration of AI Processing Methods

Calibration of a measurement system is the result of using an agreed upon, often legally binding, process
by which it is proven to possess a declared level of accuracy in its measurement outcome. In conventional
instrument terms this implies the system can be set up and compared with a measurement method of
superior performance to give its error of accuracy plus its variance from the agreed value determined
with a level of uncertainty. This kind of instrument system is then accepted to have a known behavior
that could be explained by the laws of physics as causal and unique in performance. The prime example,
the physical standard apparatus for a parameter, can be and is defined such that it will always give very
closely the same outcome, even if built in different laboratories. It will have predictable behavior. At the
heart of this acceptability is that it can be modeled in terms of an algorithm. All parts in it follow formal
laws and have the same outcomes from implementation to implementation.

Most of this notion has to be put aside because, as explained above, AI-based instrument signal
processors are built on a raft of transformations that convert subjective situations into objective ones or
they carry out unexplained processes. It is, therefore, not hard to see that calibration is a major issue
with this type of processor.

Processes make use of heuristics to at least start them going. The designer, when invoking any of the
decision-making methods, will almost certainly not select the same rules, processes, and parameters that
another designer will choose. There is a lack of consistency in AI processors. The outcomes are fuzzy,
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not crisp as in instrumentation that complies with a physical law. They act like humans do in that they
provide a range of solutions to the same problem.

At first sight this seems to imply that we should ignore the AI possibilities for they cannot be calibrated
according to long-standing metrological practices. However, their performance is often very worthy and
will be workable where algorithmic methods are not. This calibration constraint must be considered in
terms of human thinking, not so much in terms of physics and mathematical models.

At present, AI processing methods have been well proved in many fields, these tending to be fields in
which performance does not need calibration with regard to the standards regime. Examples are the use
of fuzzy logic in clothes washing machines to improve the wash by varying the wash cycle parameters,
in neural network methods to aid the recognition of banknotes, and in rule-based controllers in industrial
process plant controls. Genetic algorithms have been used to schedule power supply and usage in space
shuttles — said to be an impossible task by any other known means. These all are typified as being needs
where much experience can be devoted to ensuring they work satisfactorily.

They should normally not be the critical processing element in safety-critical situations. They can
certainly be used in routine management situations where they can outperform algorithmic methods,
but there they should be backed up with conventional alarms. They are often used in off-line plant control
where the human and alarms are still the final arbiter. This, however, seems to be only a cautious step
in our slow acceptance of new ideas.

The process of calibration here is more akin to that of conducting evaluation and validation. Does the
system give the range of outcomes expected in given circumstances? Are the outcomes better than those
without the processor? Could it be done as well or better by algorithmic-based processing? Is the speed
it gives worth the problems it may bring? Problems in their testing, and thus calibration, are discussed
by Sizemore [6]. The issues that need to be considered in the calibration of conventional instrumentation
[5] are relevant to the calibration of AI-based processing but need much more care in their execution.

Such questions require consideration of the very same elements of decision theory upon which they
are based to test them. They have been set up to think like humans so it is expected they will have to be
calibrated and evaluated like humans — that is not at all easy.

At present, the calibration and validation of AI systems are not standardized well enough. This impedes
acceptance, but standardization will improve as world knowledge of this relatively new method of
processing develops to greater maturity inside instrumentation.

There will be opposition to the use of AI methods, but the performance gain they bring will ensure
they are used. The forward-thinking academic measurement community is showing signs of addressing
AI signal processing — but it will take time.
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25.1 Introduction

 

Almost every modern instrumentation system includes some form of digitizer, or 

 

analog-to-digital con-
verter 

 

(

 

ADC

 

)

 

.

 

 An ADC converts real-world signals (usually voltages) into digital numbers so that a
computer or digital processor can (1) acquire signals automatically, (2) store and retrieve information
about the signals, (3) process and analyze the information, and (4) display measurement results. A
digitizing system can do these jobs with greater speed, reliability, repeatability, accuracy, and resolution
than a purely analog system normally can.

The two main functions of an ADC are 

 

sampling 

 

and 

 

quantization.

 

 These two processes convert analog
signals from the time and voltage continuums (respectively) into digital numbers having discrete ampli-
tudes, at discrete times. To represent changing signals at every instant in time or at every possible voltage
would take an infinite amount of storage. So for every system there is an appropriate 

 

sampling rate 

 

and
degree of quantization (

 

resolution

 

) so that the system retains as much information as it needs about the
input signals while keeping track of manageable amounts of data. Ultimately, the purpose of sampling
and quantization is to reduce as much as possible the amount of information about a signal that a system
must store in order to reconstruct or analyze it meaningfully.

 

25.2 Sampling

 

To prevent having to digitize an infinite amount of information, an analog signal must first be sampled.
Sampling is the process of picking one value of a signal to represent the signal for some interval of time.
Normally, digitizers take samples uniformly in time, e.g., every microsecond. It is not necessary to sample
uniformly, but doing so has some interesting and convenient mathematical properties, which we will see
later.

 

E. B. Loewenstein

 

National Instruments
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Sampling is done by a circuit called a 

 

sample-and-hold 

 

(

 

S

 

/

 

H

 

)

 

,

 

 which, at a sampling instant, transfers
the input signal to the output and holds it steady, even though the input signal may still be changing.
An S/H usually consists of a signal buffer followed by an electronic switch connected to a capacitor. At
a sampling instant, the switch briefly connects the buffer to the capacitor, allowing the capacitor to charge
to the input voltage. When the switch is disconnected, the capacitor retains its charge and thus keeps the
sampled input voltage steady while the ADC that follows does its job. Quite often, sampling is actually
done by a circuit called a 

 

track-and-hold 

 

(

 

T

 

/

 

H

 

)

 

,

 

 which differs from an S/H only slightly. Whereas the S/H
holds the analog signal until the next sampling instant, the T/H holds the analog signal still only until
the ADC has finished its conversion cycle. After the ADC is through, the T/H reconnects the buffer to
the capacitor and follows the input signal until the next sampling instant. The result is more accurate
sampling, because the buffer has more time to charge the capacitor and “catch up” with (track) the input
signal, which has changed since the last sampling instant. Nearly every modern ADC chip has a built-in
S/H or T/H, and virtually all data acquisition systems include them.

Of course, sampling necessarily throws away some information, so the art of sampling is in choosing
the right sample rate so that enough of the input signal is preserved. The major pitfall of 

 

undersampling

 

(sampling too slowly) is 

 

aliasing,

 

 which happens whenever the input signal has energy at frequencies
greater than one half the sample rate. In Figure 25.1a, a signal (the fast sine wave) is sampled at a rate

 

FIGURE 25.1  

 

A demonstration of aliasing. An ADC sampling at rate 

 

Fs 

 

cannot distinguish between a 0.8 

 

Fs 

 

sine
wave and a 0.2 

 

Fs 

 

sine wave. (a) A time-domain illustration. (b) A frequency-domain illustration. Theoretically, a
sampler aliases an infinite number of 0.5 

 

Fs-

 

wide frequency bands into the baseband (0 to 0.5 

 

Fs

 

). Practically, finite
analog bandwidth eventually limits how far out in frequency aliases can come from.

 

1733 FrameBook  Page 2  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

Analog-to-Digital Converters

 

25

 

-3

 

Fs,

 

 shown by the hash marks at the bottom of the graph. The sine wave has a frequency of 0.8 

 

Fs,

 

 which
is higher than one half the sample rate (0.5 

 

Fs

 

). Notice that sampling the lighter sine wave of 0.2 

 

Fs

 

produces the same set of samples. The resulting sampled data is ambiguous in that we cannot tell from
the data what the frequency of the incoming sine wave actually is. In fact, even though the data set
appears to represent a sine wave of 0.2 

 

Fs,

 

 the actual signal could be any sine wave having a frequency
of (

 

n

 

) 

 

Fs 

 

± 0.2 

 

Fs,

 

 where 

 

n 

 

is any integer, starting with 0. So the original signal could be 0.2 

 

Fs, 

 

0.8 

 

Fs,

 

1.2 

 

Fs,

 

 1.8 

 

Fs,

 

 2.2 

 

Fs,

 

 etc. (or even more than one of those). We say that 0.2 

 

Fs 

 

is the 

 

alias 

 

of a signal that
may actually be at another frequency entirely. During interpretation of sampled data, it is customary to
treat signals as though they occurred in the baseband (0 to 0.5 

 

Fs

 

), whether or not that is the case. In
general, in a system sampling at 

 

Fs,

 

 a signal at a frequency 

 

F 

 

will alias into the baseband at

(25.1)

where abs denotes absolute value, 

 

n 

 

≥

 

 0, and (

 

n

 

)

 

Fs 

 

is the closest integer multiple of 

 

Fs 

 

to 

 

F.

 

Everyone has seen a demonstration of aliasing at the movies, in the form of “wagon-wheeling.” As the
stagecoach or wagon takes off, the wheels begin to turn, slowly at first, then faster. As the wagon speeds
up, the spokes suddenly appear to be turning backward, even though the wagon is moving forward.
Sometimes the spokes appear to be standing still. The reason for this is that a motion picture camera
shooting film at 24 frames/s is a sampling system operating at 24 samples/s. The turning wagon wheel
is a periodic signal that the camera undersamples. When the wheel begins turning just fast enough that
one spoke travels at least half the distance to the next spoke in 

 

1

 

/

 

24

 

th of a second, the spokes begin to
appear to move backward, and the system is aliasing. When the wheel is turning so that a spoke moves
exactly the distance between two spokes in 

 

1

 

/

 

24

 

th of a second, the spokes appear to be standing still, since
they all look the same to the camera.

It follows from Equation 25.1 that if we put into a sampler a signal with no energy at frequencies
greater than one half the sample rate (0.5 

 

Fs

 

), then aliasing will not occur. This is the essence of the
Shannon sampling theorem [1], which states that, with mathematical interpolation, the complete input
waveform can be recovered 

 

exactly 

 

from the sampled data, at all times at and in between the sampling
instants, as long as the sample rate is at least twice as high as the highest frequency content in the signal.
Sometimes we refer to 0.5 

 

Fs 

 

as the 

 

Nyquist frequency,

 

 because Nyquist was concerned with the maximum
bandwidth of signals [2]. Similarly, twice the highest frequency content of a signal (i.e., the minimum
nonaliasing sample rate) is sometimes called the 

 

Nyquist rate.

 

 Sample rates are specified in samples/s, or
S/s, and it is also common to specify rates in kS/s, MS/s, and even GS/s.

It is not always necessary to worry about aliasing. When an instrument is measuring slow-moving dc
signals or is gathering data for statistical analysis, for instance, getting frequencies right is not important.
In those cases we choose the sample rate so that we can take enough data in a reasonable amount of
time. On the other hand, if the instrument is a spectrum analyzer, where frequency does matter, or an
oscilloscope, where fine time detail is needed, aliasing certainly is an issue. When aliased signals from
beyond the frequency band of interest can interfere with measurement, an instrument needs to have an

 

antialias filter 

 

before the S/H. An antialias filter is a low-pass filter with a gain of 1 throughout most of
the frequency band of interest. As frequency increases, it begins to attenuate the signal; by the Nyquist
frequency it must have enough attenuation to prevent higher-frequency signals from reaching the S/H
with enough amplitude to disturb measurements. An efficient antialias filter must attenuate rapidly with
frequency in order to make most of the baseband usable. Popular analog filters with rapid cutoff include
elliptic and Chebyshev filters, which use zeros to achieve fast cutoff, and Butterworth filters (sixth order
and above), which do not attenuate as aggressively, but have very flat passband response. A good book
about filters is Reference 3.

Some ADCs do not need a S/H or T/H at all. If the ADC is converting a slow-moving or dc signal
and precise timing isn’t needed, the input may be stable enough during conversion that it is as good as
sampled. There are also 

 

integrating ADCs 

 

(discussed later), which average the input signal over a period
of time rather than sampling it. However, internally they actually sample the average.

Fa n Fs F= ( ) -[ ]abs ,
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25.3 Quantization

 

What sampling accomplishes in the time domain, quantization does in the amplitude domain. The
process of digitization is not complete until the sampled signal, which is still in analog form, is reduced
to digital information. An ADC quantizes a sampled signal by picking one integer value from a pre-
determined, finite list of integer values to represent each analog sample. Each integer value in the list
represents a fraction of the total analog input range. Normally, an ADC chooses the value closest to the
actual sample from a list of uniformly spaced values. This rule gives the 

 

transfer function 

 

of analog input-
to-digital output a uniform “staircase” characteristic. Figure 25.2 represents a three-bit quantizer, which
maps a continuum of analog input values to only eight (2

 

3

 

) possible output values. Each step in the
staircase has (ideally) the same width along the 

 

x-

 

axis, which we call 

 

code width 

 

and define as 1 

 

LSB 

 

(

 

least
significant bit

 

)

 

.

 

 In this case 1 LSB is equal to 1 V. Each digital code corresponds to one of eight 1-LSB
intervals making up the analog input range, which is 8 LSB (and also 8 V in this case).

 

FIGURE 25.2  

 

The ideal three-bit quantizer has eight possible digital outputs. The analog input-to-digital output
transfer function is a uniform staircase with steps whose width and height are 1 LSB exactly. The bottom graph
shows the ideal transfer function (a straight line) subtracted from the staircase transfer function.
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Of course, we would like our measurement system to have a transfer function that is a straight line

line) subtracted from the staircase function, or the 

 

quantization error.

 

 In an ideal ADC, the quantization
error is bounded by ±

 

½

 

 LSB, and, over the input range, the average error is 0 LSB and the standard
deviation of error is 1/  LSB. As the bottom graph shows, the quantization error at any point is a
deterministic function of the input signal.

 

25.4 ADC Specifications

 

Range and Resolution

 

The 

 

input range 

 

of an ADC is the span of voltages over which a conversion is valid. The end points at
the bottom and the top of the range are called –

 

full-scale 

 

and + 

 

full-scale,

 

 respectively. When –full-scale
is 0 V the range is called 

 

unipolar,

 

 and when –full-scale is a negative voltage of the same magnitude as
+full-scale the range is said to be 

 

bipolar.

 

 When the input voltage exceeds the input range, the conversion
data are certain to be wrong, and most ADCs report the code at the end point of the range closest to the
input voltage. This condition is called an 

 

overrange.

 

The 

 

resolution 

 

of an ADC is the smallest change in voltage the ADC can detect, which is inherently
1 LSB. It is customary to refer to the resolution of an ADC by the number of binary bits or decimal digits
it produces; for example, “12 bits” means that the ADC can resolve one part in 2

 

12

 

 (= 4096). In the case
of a digital voltmeter that reads decimal digits, we refer to the number of digits that it resolves. A “6-digit”
voltmeter on a 1 V scale measures from –0.999999 V to +0.999999 V in 0.000001 V steps; it resolves one
part in 2,000,000. It is also common to refer to a voltmeter that measures from –1.999999 to +1.999999

 

Coding Conventions

 

There are several different formats for ADC output data. An ADC using 

 

binary 

 

coding produces all 0s
(e.g., 000 for the three-bit converter) at –full-scale and all 1s (e.g., 111) at +full-scale. If the range is
bipolar, so that –full-scale is a negative voltage, binary coding is sometimes called 

 

offset binary,

 

 since the
code 0 does not refer to 0 V. To make digital 0 correspond to 0 V, bipolar ADCs use 

 

two’s complement

 

coding, which is identical to offset binary coding except that the 

 

most significant bit 

 

(

 

MSB

 

) is inverted,
so that 100 … 00 corresponds to –full-scale, 000 … 00 corresponds to 0 V (

 

midscale

 

), and 011 … 11
corresponds to +full-scale. All of the figures in this chapter depicting three-bit ADC transfer functions
use two’s complement coding.

Decimal-digit ADCs, such as those used in digital voltmeters, use a coding scheme called 

 

binary-coded
decimal 

 

(

 

BCD

 

)

 

.

 

 BCD data consists of a string of four-bit groups of binary digits. Each four-bit group
represents a decimal digit, where 0000 is 0, 0001 is 1, and so on, up to 1001 for 9. The other six
combinations (1010 through 1111) are invalid, or can be used for special information, such as the sign
of the conversion.

 

Linear Errors

 

Linear errors are the largest and most common errors in an ADC and are easily corrected by simple
calibrations or by additions with and multiplications by correction constants. Linear errors do not distort
the transfer function; they only change somewhat the input range over which the ADC operates.

  

line joining the centers of the code transitions is raised, or offset, by 0.6 LSB, and the bottom graph

  

of the line through the code transitions is 1.25 times the ideal slope of 1.00. If the slope of the line were
0.75 instead, the gain error would be –25%. The bottom graph shows the error resulting from excessive

12
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and has no steps at all. The bottom graph in Figure 25.2 is the ideal transfer function (a straight diagonal

as a “6-digit” voltmeter. Figure 25.3 compares the resolutions of common word lengths for ADCs.

Figure 25.4 shows the transfer function of an ideal three-bit ADC with some offset error. The straight

shows the resulting error. Figure 25.5 shows an ideal three-bit ADC with a +25% gain error. The slope
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gain. Offset errors can be compensated for simply by adding a correcting voltage in the analog circuitry
or by adding a constant to the digital data. Gain errors can be corrected by analog circuitry like poten-
tiometers or voltage-controlled amplifiers or by multiplying the digital data by a correction constant.

 

Nonlinear Errors

 

Nonlinear errors are much harder to compensate for in either the digital or analog domain, and are best
minimized by choosing well-designed, well-specified ADCs. Nonlinearities are characterized in two ways:
differential nonlinearity and integral nonlinearity.

 

Differential nonlinearity 

 

(

 

DNL

 

)

 

 

 

measures the irregularity in the code step widths by comparing their

widths. Most of the codes have the proper width of 1 LSB and thus contribute no DNL, but one narrow
code has a width of 0.6 LSB, producing a DNL of –0.4 LSB, and one wide code has a width of 1.8 LSB,
producing a DNL of +0.8 LSB at that code. This converter would be consistent with a DNL specification
of ±0.9 LSB, for example, which guarantees that all code widths are between 0.1 and 1.9 LSB. It is possible
for a code not to appear at all in the transfer function. This happens when the code has a width of 0
LSB, in which case we call it a 

 

missing code.

 

 Its DNL is –1 LSB. If an ADC has a single missing code, the
step size at that point in the transfer function is doubled, effectively reducing the local resolution of the
ADC by a factor of two. For this reason it is important for an ADC specification to declare that the ADC
has 

 

no missing codes

 

, guaranteeing that every code has a width greater than 0 LSB. Even if an ADC has
missing codes, no code can have a width less than 0 LSB, so the DNL can never be worse than –1 LSB.

 

FIGURE 25.3  

 

Comparison of theoretical resolutions of ADCs. “Bits” refers to binary word length, and “digits” refers
to decimal word length. • denotes popular binary word lengths. FSR is full-scale range, and theoretical dynamic range
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widths to the ideal value of 1 LSB. Figure 25.6 illustrates the three-bit ADC with some irregular code

is computed from the formula 1.7609 + 6.0206n, where n is the number of bits (see discussion of dynamic range).
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Integral nonlinearity (INL) measures the deviation of the code transitions from the ideal straight line,

an INL error of +0.7 LSB. The offset and gain errors have been calibrated at the end points of the transfer
function.

Relative accuracy (RA) is a measure of nonlinearity related to INL, but more useful. It indicates not
only how far away from ideal the code transitions are, but how far any part of the transfer function,
including quantization “staircase” error, deviates from ideal (assuming offset and gain errors have been
calibrated at the end points). In a noiseless ADC, the worst-case RA always exceeds the worst-cast INL
by ±0.5 LSB, as demonstrated in Figure 25.7. In an ADC that has a little inherent noise or has noise
(called dither) added at the input, the RA actually improves because the addition of noise to the quantizer

as a function of the input voltage when 0.1 LSB rms of Gaussian random noise is intentionally added to
the input. The RA improves to ±0.3 LSB from ±0.5 LSB in the noiseless case. If about 0.5 LSB rms of
Gaussian noise is added, the quantization staircase becomes nearly straight. This improvement in linearity
comes at the expense of the random error in each individual conversion caused by the noise. Adding

FIGURE 25.4  An ideal three-bit quantizer, only with +0.6 LSB of offset error.
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providing that the linear errors (offset and gain) have been removed. Figure 25.7 depicts an ADC with

tends to smooth the averaged transfer function. Figure 25.8 shows the average of the digital output data
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more noise to the ADC does not improve the average quantization error much more, but it does tend
to smooth out local nonlinearities in the averaged transfer function. For a good discussion of noise and

Aperture Errors

Aperture errors have to do with the timing of analog-to-digital conversions, particularly of the S/H.
Aperture delay characterizes the amount of time that lapses from when an ADC (S/H) receives a convert
pulse to when the sample is held as a result of the pulse. Although aperture delay (sometimes called
aperture time) is usually specified as a few nanoseconds for an ADC or S/H by itself, this delay is usually
much more than negated by the group delay in any amplifiers that precede the S/H, so that the convert
pulse arrives at the S/H quite some time before the analog signal does. For instance, a typical 1 MHz
bandwidth amplifier has 160 ns of delay; if the ADC or S/H it was connected to had an aperture delay
of 10 ns, the effective aperture delay for the system would be –150 ns.

FIGURE 25.5  An ideal three-bit quantizer, only with a gain of 1.25 instead of 1.00. This represents a +25% gain error.
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dither, see Reference 4.
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Jitter (or aperture jitter) characterizes the irregularity in times at which samples are taken. If the nominal
period between samples in an ADC is 1 ms, the actual time may vary from 1 ms by as much as a few
hundred picoseconds or even as much as a nanosecond from cycle to cycle. Contributions to these
variations can come from the crystal clock source (if included under the jitter specification), digital clock
circuitry, or the S/H. Jitter is usually specified in picoseconds peak-to-peak or picoseconds rms.

Jitter interferes with measurements (particularly spectral analysis) by effectively frequency modulating
the input signal by the jitter profile. A jittery ADC sampling a pure sine wave would scatter energy from
the sine wave all throughout the spectrum, perhaps covering up useful spectral information. In a typical
ADC, however, most of the interference from jitter tends to occur at frequencies very close to the main
signal.

Noise

Noise, whether inherent in an ADC or introduced intentionally (see dither above), limits the resolution
of an ADC by adding an interfering waveform to the input signal as the data is converted. Noise comes

FIGURE 25.6  A three-bit quantizer with substantial DNL errors. The bottom graph illustrates the resulting INL
errors.
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from many places. The most common kind of noise is thermal noise, which is caused by the random
nature of electric conduction in resistors and transistors. Thermal noise is worse at higher temperatures
and higher resistances. Most other ADC noise is coupled electromagnetically from nearby circuitry, such
as clock or logic circuits, or from routing of other input signals. Noise is usually specified in volts rms
or peak-to-peak, or LSBs rms or peak-to-peak.

Quantization error (see above) can sometimes be thought of as quantization noise. Although quanti-
zation error is perfectly predictable with respect to the input signal, when a signal is fairly “busy” (i.e.,
busy enough that consecutive conversions do not tend to repeat data) the quantization error becomes
chaotic, and it can be thought of as another source of random noise, whose statistical distribution is
uniform from –0.5 LSB to +0.5 LSB and whose standard deviation is 1/  LSB. This is sometimes the
dominant source of noise in spectral analysis applications.

Once noise gets into an ADC, there are ways to process out the noise if it is independent of the signal.
Acquisitions of dc signals can be quieted by collecting a number of points and averaging the collection.
If the noise is white random noise, which has equal energy density at all frequencies, averaging can reduce

FIGURE 25.7  A three-bit quantizer with substantial INL errors. Here, the DNL error is still significant; but, for
example, a 12-bit converter with 0.7 LSB of INL from a smooth error “bow” like the one above could have negligible
DNL because it would have so many more steps over which to accumulate error.

12
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the amount of noise by the square root of the number of samples averaged. The noise interfering with
a repetitive waveform can be quieted by acquiring many waveforms using a level trigger and averaging
the collection to produce an average waveform. Most digital oscilloscopes have waveform averaging.
Quantization noise, as described above, cannot be averaged out unless other random noise is present.

The noise specifications for an ADC are for quiet, low-impedance signals at the input, such as a dead
short. To preserve the noise performance of the ADCs, the user must carefully connect signals to the
input with tidy cabling that keeps away from sources of electromagnetic noise. For more information on

Dynamic Range

The dynamic range (DR) of an ADC is the ratio of the largest to the smallest signals the converter can
represent. The largest signal is usually taken to be a full-scale sine wave, and the smallest signal is usually

FIGURE 25.8  An ideal three-bit quantizer with 0.1 LSB rms Gaussian random noise (dither) added at the input.
The relative accuracy has improved to ±0.3 LSB rms from the ±0.5 LSB expected from a noiseless quantizer. With
the application of 0.5 LSB rms Gaussian noise, the transfer function becomes almost perfectly straight. Larger amounts
of dither produce essentially no improvement in linearity.
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noise sources and treatment and prevention of noise, see References 5 and 6.
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taken to be the background noise level of the ADC. It can be expressed simply as a ratio, but it is more
common to express it in decibels (dB):

(25.2)

where DR is dynamic range in dB, S is the rms amplitude of the largest signal, and N is the rms amplitude
of the smallest signal, the noise. The noise must include the quantization noise of the ADC, which for a
perfect, noiseless converter is 1/  LSB rms. For an n-bit converter, a full-scale sine wave has a peak
amplitude of 2n–1 LSB, which corresponds to an rms amplitude of 2n–1/  LSB, or 2n–1.5 LSB rms. Hence
a perfect ADC had a dynamic range of

(25.3)

Equation 25.3 can be used to determine the effective number of bits (ENOB) of an imperfect ADC. ENOB
may take only noise into account, or it may include noise and harmonic distortion products of the input
signal. It is computed as

(25.4)

For example, a 16-bit ADC with a dynamic range of 92 dB has an ENOB of 14.988 bits.

25.5 Types of ADCs

The fundamental building block of analog-to-digital conversion is the comparator. Every type of ADC
has at least one comparator in it, and some ADCs have many. The comparator itself is a one-bit ADC;
it has two analog voltage inputs and (usually) one digital output. If the voltage at the + input is greater
than the voltage at the – input, the output of the comparator is a digital 1. If the voltage at the + input

Another piece that all ADCs have in common is a linearity reference. This is what a comparator in an
ADC compares the input signal with in the process of conversion. It directly determines the differential
and integral nonlinearities of the ADC. Examples of linearity references include capacitors (in integrating
ADCs) and DACs (found in successive-approximation ADCs).

The third piece that every ADC has is a voltage reference. The reference(s) determine the full-scale
input range of the ADC and are usually part of or closely associated with the linearity reference.

Flash

Flash converters are the fastest ADCs, achieving speeds near 1 GS/s and resolutions of 10 bits and below.
The flash converter with n bits of resolution has 2n – 1 high-speed comparators operating in parallel (see

voltages that span the input range, one for each comparator. The input voltage is compared with all of
these voltages simultaneously, and the comparator outputs are 1 for all voltages below the input voltage
and 0 for all the voltages above the input voltage. The resulting collection of digital outputs from the
comparators is called a “thermometer code,” because the transition between all 1s and all 0s floats up
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is less than the voltage at the – input, the output is a digital 0 (see Figure 25.9).

Figure 25.10). A string of resistors between two voltage references supplies a set of uniformly spaced
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and down with the input voltage. Fast logic converts the thermometer codes to normal n-bit binary
numbers.

Because of their simplicity, they are fast, but flash converters are limited to resolutions of 10 bits and
below because the number of comparators and resistors goes up exponentially with resolution. Because
the string resistor values typically vary only a few percent from each other in practical devices, the
differential linearity of the flash ADC is quite good. But the same resistor variations can accumulate error
across the input range and cause integral nonlinearity of a few LSB.

Successive-Approximation Register

Successive-approximation register (SAR) ADCs are the most common ADCs, having resolutions of 8 to
16 bits and speeds of 1 MS/s and below. They are generally low in cost, and they typically have very good
integral linearity. The n-bit SAR ADC contains a high-speed n-bit DAC and comparator in a feedback

register builds the n-bit binary conversion result out of the comparator outputs. By the end of the sequence
the register has converged to the closest DAC value to the input voltage.

The speed of an SAR ADC is limited by the speed of the DAC inside the feedback loop. The DAC
must settle n times to within 1/2–n of full-scale within the conversion time of the ADC. Current SAR
technology achieves 12-bit resolution at 1 MS/s and 16-bit resolution at 200 kS/s. Faster conversion at
these resolutions requires multistage architectures.

Multistage

To achieve higher sample rates than SAR ADCs at resolutions of 10 to 16 bits, multistage ADCs (sometimes
called subranging or multipass ADCs) use the iterative approach of SAR ADCs but reduce the number

FIGURE 25.9  The comparator is the essential building block of all ADCs. (a) Comparator symbol. (b) Comparator
input/output transfer function.

1733 FrameBook  Page 13  Tuesday, June 3, 2003  10:03 AM

loop (see Figure 25.11). The successive-approximation register sequences the DAC through a series of n
“guesses,” which are compared with the input voltage (Figure 25.12). As the conversion progresses, the
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of iterations in a conversion. Instead of using just a comparator, the multistage ADC uses low-resolution

ADC built out of two flash ADCs and a fast DAC. The 6-bit flash ADC converts the residual error of the
8-bit flash ADC. The two digital outputs are combined to produce a 12-bit conversion result.

FIGURE 25.10  A flash converter has 2n – 1 comparators operating in parallel. It relies on the uniformity of the
resistors for linearity.

FIGURE 25.11  A successive-approximation converter has only one comparator and relies on an internal, precision
DAC for linearity.
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flash converters (4 to 8 bits) as building blocks. Figure 25.13 illustrates an example of a 12-bit two-stage
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If each flash ADC has a T/H at its input, then each stage can be converting the residual error from
the previous stage while the previous stage is converting the next sample. The whole converter then can
effectively operate at the sample rate of the slowest stage. Without the extra T/Hs, a new conversion
cannot start until the residues have propagated through all the stages. This variation of the multistage
ADC is called a pipelined ADC.

Integrating

Integrating converters are used for low-speed, high-resolution applications such as voltmeters. They are
conceptually simple, consisting of an integrating amplifier, a comparator, a digital counter, and a very

so has no voltage across it. At time 0, the input to the integrator is switched to the analog input and the

FIGURE 25.12  (a) Decision tree shows all the possible digital “guesses” of a four-bit successive-approximation
converter over time. (b) Decision tree for conversion of four-bit code 1011.

FIGURE 25.13  An example of a 12-bit multistage ADC built out of two flash ADCs and a fast DAC. The 8-bit flash
ADC takes a first “guess” at the input signal and the 6-bit flash ADC converts the error in the guess, called the
“residue.” The 12-bit DAC actually needs to have only 8 bits, but it must be accurate to 12 bits. If the 8-bit flash
ADC were perfect, the second flash ADC would only need 4 bits. But since the first flash actually may have some
error, the second flash has 2 bits of “overlap.”
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stable capacitor for accumulating charge (Figure 25.14). The most common integrating ADC in use is
the dual-slope ADC, whose action is illustrated in Figure 25.15. Initially, the capacitor is discharged and
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capacitor is allowed to charge for an amount of time, T1, which is always the same. Its rate of charging
and thus its voltage at T1 are proportional to the input voltage. At time T1 the input switch flips over
to the voltage reference, which has a negative value so that the capacitor will begin to discharge at a rate
proportional to the reference. The counter measures how long it takes to discharge the capacitor com-
pletely. If the capacitor is of high quality, the ratio of the discharge time to the charge time is proportional
to the ratio of the input voltage to the voltage reference, and so the counter output represents the analog
input voltage.

An elaboration of the dual-slope ADC is the multislope integrating ADC. It achieves even higher
resolution than the dual-slope ADC by discharging the capacitor at several progressively slower rates. At
each rate, the counter is able to resolve finer increments of accumulated charge.

An important distinction between integrating converters and other ADCs is the way they sample the
input voltage. Integrating converters do not sample the voltage itself; they average the voltage over the
integration period and then they sample the average that is accumulated on the capacitor. This tends to
reject noise that conventional sampling cannot, especially periodic noises. Most integrating ADCs operate
with an integration period that is a multiple of one ac line period (1/60 or 1/50 s) so that any potential
interference from stray electric or magnetic fields caused by the power system is canceled.

Integrating converters are gradually being replaced in the marketplace with low-speed, high-resolution
sigma–delta converters (see below). Sigma–delta converters are generally more flexible than integrating
ADCs, and they are easier to use because they do not require an external charging capacitor. The resolution
and speed of the two types are comparable, although integrating converters still have the highest linearity.

FIGURE 25.14  A dual-slope integrating converter uses a comparator to determine when the capacitor has fully
discharged and relies on the capacitor for linearity.

FIGURE 25.15  Charge on the integrating capacitor vs. time. At time 0, the input is switched to analog input and
the switch across the capacitor opens. The capacitor integrates charge until fixed time T1. The input is then switched
to the voltage reference to discharge the capacitor, and the counter begins counting a known clock. The comparator
turns off the counter when the capacitor charge reaches 0 again, at time T2. The resulting count is proportional to
the average input voltage over the time interval 0 to T1.
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Sigma–Delta ADCs

The sigma–delta (SD) ADC is quickly becoming one of the most popular types of ADC. SD ADCs typically
have resolutions of 16 to 24 bits and sample rates of 100 kS/s down to 10 S/s. Because of their high
resolution at 48 kS/s, they are the most common type of converters in modern digital audio equipment.
SD ADCs defy intuition by quantizing initially with very low resolution (often one bit) at very high rates,
typically 64¥ to 128¥ the eventual sample rate (called oversampling). The high-rate, low-resolution
quantizer operates inside a feedback loop with an analog lowpass filter and a DAC to force the large
amount of otherwise unavoidable quantization error (noise) to frequencies higher than the band of
interest. The resulting spectral redistribution of the quantization noise is called noise shaping, illustrated
in Figure 25.16. The low-resolution digital output of the ADC loop is fed into a digital filter that increases
the resolution from the resolution of the ADC loop to the output resolution, reduces the data rate from
the rate of the ADC loop to the output sample rate, and applies a low-pass digital filter, leaving only the
signals in the frequency band of interest and a little inherent electronic noise.

Figure 25.17 shows how a one-bit sigma–delta ADC works. The comparator is the ADC, and its output
is processed digitally, so that no further analog errors can accumulate. The comparator is in a feedback

FIGURE 25.16  Spectrum of a 64-times oversampling SD ADC before the digital decimation filter. The modulator
loop samples at 3.072 MS/s and the data comes out of the filter at 48 kS/s. The filter cuts off sharply at Fs/2, or
24 kHz, leaving only the small amount of noise left below 24 kHz.

FIGURE 25.17  A SD modulating ADC uses a comparator simply as a one-bit quantizer. The linearity of a SD ADC
is theoretically perfect because the one-bit DAC can only assume two values, and thus is linear by definition. Modern
SD ADCs are made with switched-capacitor circuits which operate at KFs, where Fs is the output data sample rate
and K is the oversampling ratio.
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loop with a low-pass filter (typically third to fifth order) and a one-bit DAC. The one-bit DAC can take
on only one of two values, +full-scale and –full-scale, so it is perfectly linear. The low-pass filter causes
the loop gain to be high at low frequencies (the signal band of interest) and low at high frequencies.
Since the error in a feedback loop is low when the gain is high and high when the gain is low, the errors
dominate at high frequencies and are low in the band of interest. The result is a one-bit output whose
duty cycle is proportional to the input signal. Together, the elements of the feedback loop are called a
sigma–delta modulator.

Figure 25.18 illustrates the operation of a simple discrete-time (switched-capacitor) SD ADC. In this
first-order example, the low-pass filter is just an integrator. The loop tries to force the input to the
comparator back to the baseline, and the figure shows how the duty cycle of the resulting digital output
reflects input signal. The digital data here have undesirable patterns which tend to repeat, called limit
cycles. They can appear in the band of interest and interfere with the signal. Higher-order loop filters
(third and above) make the bit activity so chaotic that it has no substantial limit cycles.

The chief advantage of a SD converter is that it has a built-in antialias filter, and a darn good one at
that. Most SD parts have a finite-impulse response (FIR) digital filter, which has an extremely flat frequency
response in the passband and an extremely sharp cutoff, properties impossible to implement in analog
filters. The ADC still needs an antialias filter to reject signals above one half the oversampling rate. But
this filter is simple to build, since it has to be flat only up to one half the output sampling rate and has

FIGURE 25.18  Behavior of a discrete-time (switched-capacitor) first-order SD modulator, where the low-pass filter
is simply an integrator. In each graph, the x-axis represents time, and the y-axis represents signal level. (a) The input
waveform. (b) Input to the comparator. (c) The one-bit digital comparator output. The duty cycle of this waveform
corresponds to the input waveform. The digital filter and decimator recover the original waveform from this one bit.
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many octaves (all the way to near the oversampling rate) to fall off. The combination of the two filters
provides watertight protection from aliases, often 96 dB of attenuation over the entire spectrum.

An important improvement of the one-bit SD is the multibit SD, wherein the comparator is replaced
by a flash converter with as much as four bits of resolution. This improves the ENOB of the whole
converter by several bits.

Voltage-to-Frequency Converters

Voltage-to-frequency converters (VFCs) are versatile, low-cost circuits that convert analog voltages to
periodic waveforms whose frequency is proportional to the analog input voltage. A VFC is conceptually
similar to an integrating converter (see above) except that the digital counter is missing and is replaced
with a short-pulse generator that quickly discharges the capacitor. The voltage reference is not connected
intermittently to the input; instead, it appears all the time at the minus input of the comparator instead
of ground. The capacitor charges at a rate proportional to the input voltage until the voltage is equal to
the voltage reference. Then the comparator trips the pulse generator, which quickly discharges the
capacitor, and the cycle begins again. The periodic pulse at the comparator output can be used as the
digital output.

The advantage of the VFC over conventional ADCs is that the one-bit output can be transmitted
digitally, through isolation transformers, through fiber-optic cable, or through any other isolating,
nonisolating, long-distance, or short-distance transmission medium. All that is needed at the receiving
end to complete the analog-to-digital conversion is a digital counter, which does not need to be synchro-
nized to the VFC itself. Sometimes, the digital conversion is not needed; a VFC can be used with an
isolating transformer and a frequency-to-voltage converter (FVC) to create an isolation amplifier. For a

25.6 Instrumentation and Components

Integrated Circuits

imate for small quantities and for the lowest grade of part, as of mid-1996. By no means exhaustive, the

contains addresses, phone numbers, and internet sites for the manufacturers in Table 25.1.

Instrumentation

Plug-in data acquisition cards are becoming increasingly popular as personal computer prices come down
and processor performance goes up. These cards typically contain one or more ADCs (with S/H),
instrumentation amplifiers with gain and differential input, and multiplexers to switch to different inputs.
Some have DACs on-board, and some have digital data and timing functions as well. Once considered
low performance and hard to use, data acquisition cards have improved dramatically, equaling and in
some cases exceeding capabilities of stand-alone instruments. Most come with drivers that interface to
user-friendly software packages for creating easy-to-use yet custom-built computer instrumentation.

may be contacted.
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Table 25.1 lists several popular high-quality ADCs in integrated circuit form. The prices given are approx-

Table 25.3 lists a few popular plug-in data acquisition boards and Table 25.4 lists how their manufacturers

good discussion of VFCs, see Reference 7.

list is a sampling of a few of the most popular or best-performing chips of each type of ADC. Table 25.2
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TABLE 25.1 ADC Integrated Circuits

Part Type Sample Rate Resolution, bits Manufacturer Approx. Price, $

ADC160 Integrating 1 S/s 24 Thaler 225.00
AD7714 Sigma–delta 2.62 S/s 24 Analog Devices 22.00
MAX132 Integrating 6 S/s 19 MAXIM 15.11
CS5508 Sigma–delta 20 S/s 20 Crystal 21.50
HI7190 Sigma–delta 10 S/s 24 Harris 17.85
AD1879 Sigma–delta 50 kS/s 18 Analog Devices 46.00
CS5390 Sigma–delta 50 kS/s 20 Crystal 75.30
ADS7809 SAR 100 kS/s 16 Burr-Brown 41.54
CS5101A SAR 100 kS/s 16 Crystal 67.20
AD7893 SAR 117 kS/s 12 Analog Devices 14.00
AD976 SAR 200 kS/s 16 Analog Devices 36.50
AD7722 Sigma–delta 200 kS/s 16 Analog Devices 39.80
LTC1278 SAR 500 kS/s 12 Linear Technology 17.08
AD1385 Multistage 500 kS/s 16 Analog Devices 1053.00
ADS7819 SAR 800 kS/s 12 Burr-Brown 31.90
AD9220 Multistage 10 MS/s 12 Analog Devices 22.95
AD775 Multistage 20 MS/s 8 Analog Devices 14.00
AD9050 Multistage 40 MS/s 10 Analog Devices 39.00
AD9066 Flash 60 MS/s 6 Analog Devices 7.00
HI1276 Flash 500 MS/s 8 Harris 338.58

TABLE 25.2 Companies That Manufacture ADC Integrated Circuits

Analog Devices, Inc. Harris Corp. Semiconductor Maxim Integrated Products, Inc.
One Technology Way Products Division 120 San Gabriel Drive
P.O. Box 9106 P.O. Box 883 Sunnyvale, CA 94086
Norwood, MA 02062-9106 Melbourne, FL 37902 (408) 737-7600
(617) 329-4700 (407) 729-4984 http://www.maxim-ic.com
http://www.analog.com http://www.semi.harris.com

Burr-Brown Corporation Linear Technology Corporation Thaler Corporation
P.O. Box 11400 1630 McCarthy Blvd. 2015 N. Forbes Boulevard
Tucson, AZ 85734-1400 Milpitas, CA 95035-7417 Tucson, AZ 85745
(520) 746-1111 (408) 432-1900 (520) 882-4000
http://www.burr-brown.com http://www.linear-tech.com http://www.thaler.com

Crystal Semiconductor Corporation
P.O. Box 17847
Austin, TX 78760
(512) 445-7222
http://www.cirrus.com/prodtech/crystal.html

TABLE 25.3 Plug-In Data Acquisition Boards

Part Type Sample Rate Resolution, bits Manufacturer Approx. Price, $

AT-A2150 Sigma–delta 51.2 kS/s 16 National Instruments 1495
AT-MIO-16XE-50 SAR 20 kS/s 16 National Instruments 995
AT-MIO-16E-10 SAR 100 kS/s 12 National Instruments 995
CIO-DAS1600/12 SAR 160 kS/s 12 ComputerBoards, Inc. 599
AT-MIO-16XE-10 SAR 100 kS/s 16 National Instruments 1995
CIO-DAS1600/16 SAR 100 kS/s 16 ComputerBoards, Inc. 699
DT-3001 SAR 330 kS/s 12 Data Translation, Inc. 995
DAS-1800AO SAR 333 kS/s 12 Keithley Metrabyte 1299
AT-MIO-16E-1 SAR 1 MS/s 12 National Instruments 1795
FAST16-1 Multistage 1 MS/s 16 Analogic 3895
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Analogic Corporation Keithley Metrabyte
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(508) 977-3000 (508) 880-3000

http://www.metrabyte.com
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Choice of Operating System

 

26.1 Introduction

 

Computers are an essential feature of most instrumentation systems because of their ability to supervise
the collection of data and allow information to be processed, stored, and displayed. Many modern
instruments are capable of providing a remote user with access to measurement information via standard
computer networks.

 

26.2 Computer-Based Instrumentation Systems

 

implementation of such systems will depend on the application. Many commercially produced instruments
such as spectrophotometers or digital storage oscilloscopes are themselves integrated computerbased
measurement systems. These “stand-alone” instruments may be fitted with interfaces such as IEEE- 488 or
RS-232 to allow them to be controlled from personal computers (PCs) and also to support the transfer
of data to the PC for further processing and display. Alternatively, the instrumentation system may be
based around a PC/workstation or an industrial bus system such as a VME or Multibus, allowing the
user the ability to customize the computer to suit the application by selecting an appropriate set of add-
on cards. Recently, the introduction of laptop and notebook PCs fitted with PCMCIA interfaces with
input/output capability has provided opportunities for the development of highly portable instrumen-
tation systems.

 

The Single-Board Computer

 

The simplest form of a computer is based around the single-board computer (SBC) which contains a
microprocessor, memory, and interfaces for communicating with other electronic systems. The earliest
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form of personal computers simply comprised an SBC together with a keyboard, display, disk drives, and
a power supply unit. Today, the SBC still offers a solution for the addition of limited intelligence to
instrumentation systems as well as forming an element of most computer systems, e.g., as the mother-
board of a PC.

An overview of a simple SBC is shown in Figure 26.2. The microprocessor, which contains the central
processor unit, is responsible for executing the computer program and for controlling the flow of data
around the SBC. The random access memory (RAM) acts as a temporary (i.e., volatile) storage area for

 

FIGURE 26.1  

 

Elements of a computer-based instrumentation system.

 

FIGURE 26.2  

 

An overview of a single-board computer.
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both program code and data. On the motherboard of a PC the read only memory (ROM) is largely used
for storing the low-level code used to access the input/output hardware, e.g., the BIOS (basic input output
system). The operating system and applications software are loaded into RAM from the disk unit. In
small, dedicated systems such as an oscilloscope the ROM may be used to store the program code to
avoid the need for a disk drive. For small production runs or development work erasable programmable
ROM (EPROM) is used as an alternative to ROM, allowing the code to be upgraded without the high
cost of commissioning a new ROM chip from the manufacturers.

Data are transferred around the SBC on its data bus, which will be typically 8, 16, or 32 bits wide
(corresponding to the number of bits that can be transmitted at the same time). SBCs with 8-bit data
buses are less complex and consequently of lower cost than 32-bit systems and may well be the optimum
solution for those process control applications which require minimal processing of 8-bit data, e.g., from
temperature and position sensors. However, the 32-bit bus width of most modern PCs and workstations
is essential to ensure the fast operation of Windows-based applications software.

The address bus is used to identify the destination of the data on the data bus. Data transfer is usually
between the microprocessor and the memory or interfaces. However, some SBCs support DMA (direct
memory access) which allows data to be transferred directly between interfaces and memory without the
need for the information to pass through the processor. DMA is inherently faster than program-driven
data transfer and is used for moving large blocks of data, e.g., loading programs from disk or the transfer
of digitized video images.

SBCs are fitted with interfaces to allow them to communicate with other circuits. Interfaces carry out
two main functions. First, they serve to ensure that the signals on the internal buses of the SBC are not
affected by the connection of peripheral devices. Second, they ensure that signals can pass into and out
of the computer and that appropriate voltage levels and current loading conditions are met. A well-
designed interface should also provide adequate electrical protection for the SBC from transients intro-
duced via the external connection. Parallel interfaces allow data to be transferred, usually 8 or 16 bits at
a time, and contain registers that act as temporary data stores. Serial interfaces must carry out the
conversion of data from the parallel format of the internal SBC data bus to and from the serial format
used by the interface standard (e.g., RS-232 or RS-422). Some SBCs may contain additional interfaces
to support communication with a VDU, local area network (LAN), or a disk drive. Interfaces can range
in complexity from a single parallel interface chip to a LAN controller which may require a significant
fraction of the SBC board area.

 

Computer Bus Architectures

 

All but the simplest computer systems contain several circuit board cards which plug into a printed
circuit board backplane. The cards will include at least one SBC and a number of “add-on” cards providing
functions such as interfaces to peripherals (e.g., a LAN, graphics display, disk unit) or additional memory.
The actual structure of bus architectures is quite variable but the simple model shown in Figure 26.3
contains the essential features. A group of tracks will carry the data and address information with a
second group of tracks being used to control the flow of data and to ensure its reliable transfer. Other

 

FIGURE 26.3  

 

A simplified model of a computer bus.
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tracks are reserved for the signals which provide arbitration between SBC cards to ensure that only one
such card has control of the bus at any given moment. There will also be tracks which provide utility
functions such as clock signals and the transmission of event or interrupt signals.

The main advantage of bus-based systems is that they help one build a complex computerized system
using standard cards. By conforming to agreed standard buses (see Table 26.1 for typical examples), the
system integrator can minimize problems of incompatibility and keep system costs to a minimum. The
complexity of many bus systems is such that a significant fraction of the area of each card is dedicated
to providing the logic required to interface to the bus, adding appreciably to the cost. In addition, data
transfer between cards, even using DMA, is relatively slow compared with transfers between chips on
the same SBC. There is, therefore, a trade-off between integrating functions on a single SBC and a lack
of flexibility in customizing the system. An alternative to bus-based systems is to utilize processors such
as transputers which are designed to be connected together directly into multiprocessor structures.

Most modern computerized systems adopt some form of distributed intelligence strategy in order to
free the central processor unit to run the main application. Graphics controller cards generally employ
a dedicated graphics processor able to handle the creation of the basic features such as line drawing or
scaling the size of objects. LAN controller cards require intelligence to handle the network protocols and
buffer the data flow to and from the network. Disk controller cards relieve the central processor of the
need to handle the processes of reading and writing to the disk.

The use of a bus system with more than one SBC allows the designer to dedicate an SBC to the process
of data acquisition and temporary data storage in order to ensure that the main SBC can concentrate on
data processing and communication with the user. Such a strategy enables the data acquisition SBC to
maintain a real-time response to making measurements while allowing the user access to processed data.
In most systems one of the SBCs acts as a system controller, which has ultimate control over the use of
the bus and will normally contain the bus arbitration hardware. Only one SBC at a time can obtain the
authority of the controller to act as a bus master and initiate data communication. The other cards will
be configured as slaves allowing them to respond to requests for information from the master. In some
systems, e.g., Multibus II, bus arbitration is distributed throughout the intelligent cards.

 

Industrial Computers

 

Many instrumentation systems utilize standard PCs or workstations either fitted with add-on cards or
linked to intelligent instruments via standard protocols such as IEEE-488 or RS-232. In many industrial
environments there is a need to provide protection against hazards such as dust, damage by impact or
vibration, and unauthorized access. The systems may have to fit more stringent electromagnetic com-
patibility (EMC) requirements. Industrial or ruggedized versions of desktop computers are available to
meet this market. Cardframes designed to accommodate the standard industrial bus systems such as
VME and Multibus can be readily customized to meet the demands of the industrial environment and
ruggedized versions of PCs are also available. In designing industrial computers, care must be paid to
the specification of adequate power supplies, both to provide sufficient current for the add-on cards and
also to provide protection against fluctuations in the mains supply. It may also be necessary in safety-
critical applications to use an uninterruptable power supply that will guarantee the operation of the
system during short failures in the mains supply.

 

TABLE 26.1

 

Typical Microprocessor Bus Standards

 

Bus Standard STE G96 VME Multibus II

 

Data width (bits) 8 8/16 8/16/32 8/16/32
Max address (bytes) 1 M 32 M 4 G 4 G
Synchronous/asynchronous Async Async Async Sync
Connectors 64 pin 96 pin 96 pin 96 pin + 32 pin
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Software

 

All but the simplest computer systems require an operating system to support the operation of applications
software. The operating system will allocate areas of memory for use by the applications programs and
provide mechanisms to access system resources such as printers or displays. Some operating systems, such
as MS DOS, are single-tasking systems, meaning that they will only support the operation of one program
or task at a time. Instrumentation systems which simultaneously take measurements, process data, and
allow the user to access information generally require a multitasking operating system, such as OS-9,
UNIX, or Windows 95. In such instrumentation systems the applications software may well comprise a
single program, but it may generate software processes or tasks each with their own local data and code.
The multitasking operating system will allow the actual execution of these tasks to be scheduled and also
provide mechanisms for communication of information between tasks and for the synchronization of tasks.

Instrumentation systems are real-time environments, i.e., their operation requires that tasks be carried
out within specified time intervals; for example, the capture of data must occur at specified moments.
Operating systems adopt a range of strategies for determining the scheduling of software tasks. Round-
robin scheduling, for example, provides each task with execution time on a rota basis, with the amount
of time being determined by the priority of the task. Operating systems which support preemptive
scheduling allow high-priority tasks to become active if a specified event such as trigger signal occurs.
The speed at which an operating system can switch from one task to another (i.e., context switch) is an
important metric for real-time systems.

The extent to which an operating system can respond to a large number of events is extremely limited,
as low-priority tasks will have a poor response time. If an instrumentation system needs to make a large
number of measurements and also support other activities, such as information display, the solution is
generally to use a distributed system with dedicated SBCs operating as microcontrollers to capture the
data. These microcontrollers will not usually require an operating system and will each operate a single
program which will be either downloaded from the master SBC or located in ROM.

based instrumentation systems. A typical system will provide a Windows-type environment to control
measurements and store, process, and display data and increasingly make use of the virtual-instrument
concept which allows the user to configure instrumentation systems from an on-screen menu. Most
packages will allow stand-alone instruments to be controlled using interface cards supporting standards
such as IEEE-488 or RS-232. Some packages also support the use of add-on cards for analog-to-digital
conversion or a range of control functions such as channel switching and waveform generation; however,
their main restriction is the limited range of hardware configurations supported by the software supplier.
Each stand-alone instrument and add-on card requires a piece of code called a device driver so that the
operating system can access the hardware resources of the card and instrument. Therefore, the develop-
ment of device drivers requires an intimate knowledge of both the hardware and the operating system.

 

System Development

 

The software component of any computerized instrumentation system can form a significant percentage
of its total cost. This is especially true of on-off systems which require software to be developed for a
specific application, where the cost of the implementation of the software and its maintenance can
considerably exceed the hardware costs. In such circumstances the ability to reuse existing code and the
access to powerful development systems and debugging tools are of crucial importance. Some debug
software only provides support for stepping through the operation of code written at the assembly code
level. When developing device drivers, for example, access to a source-level debugger which can link the
execution of code written in a high-level language to the contents of processor registers is useful.

Many SBCs that are intended for operation as stand-alone microcontrollers, instead of in bus-based
systems, are often supported by a high-level language such as C or FORTH and a development environ-
ment. A common practice is to utilize a PC to develop the code which can be downloaded via a serial

 

1733 FrameBook  Page 5  Tuesday, June 3, 2003  10:03 AM

Commercial packages (for examples, see Table 26.2) are readily available to support PC/workstation-

© 2004 by CRC Press LLC



 

26

 

-6

 

Electrical Measurement, Signal Processing, and Displays

 

link to the microcontroller. Some debugging support for the execution of the code on the microcontroller
is also provided. The development of powerful compact Intel 486 or Pentium microcontroller cards
running operating systems such as MS DOS can greatly reduce software development time because of
the ready access to PC-based software. The implementation of systems based on dedicated micro-
controllers may require the use of a logic analyzer to view data on system buses.

 

26.3 Computer Buses

 

The VMEbus (IEEE P1014)

 

The VMEbus [1–3], utilizes a backplane fitted with two 96-pin connectors (called P1 and P2). The P1
connector provides access to all the bus signals with the exception of bits 16 to 31 of the data bus and
bits 24 to 31 of the address bus, which are provided on the P2 connector. The location of cards in a VME
system is important, as slot 1 must contain the system controller and the priority of the SBCs is determined
by their proximity to the system controller SBC. As only 32 of the pins on the P2 connector are defined,
the remaining 64 tracks on the P2 backplane may be specified by the user. VME cards may be single
height (fitted with a P1 connector only) or double height (fitted with both P1 and P2 connectors). Single-
height boards are 100 mm high and 160 mm deep and fit 3U height cardframes. Double-height boards
are 233.35 mm high and 160 mm deep and fit 6U height cardframes.

 

VMEbus Signals

 

The VMEbus can be described as having four distinct groups of signals.

 

Data Transfer Bus (DTB).

 

The DTB provides 32-bit data transfer with 32-bit address information using a nonmultiplexed asyn-
chronous approach. Transfer is supported by a simple handshake mechanism with the bus master

 

TABLE 26.2

 

Typical Data Acquisition and Display Software Packages for PC-Based Instrumentation Systems

 

Product Platforms Manufacturer

 

DTV PC (Windows 3.1 or 95) Data Translation Inc.
101 Locke Drive
Marlboro, MA 01752-1192
Tel: (U.S. and Canada) (800) 525-8528
@em@em(worldwide) +1 508-481-3700

Labtech Notebook/Notebook Pro PC (DOS, Windows 3.1 or 95) Laboratory Technologies Corporation
400 Research Drive
Wilmington, MA 01887
Tel: (U.S. and Canada) 800-8799-5228
@em@em(worldwide) +1 508-658-9972

LabVIEW PC, Mac, Sun, Power PC National Instruments
6504 Bridge Point Parkway
Austin, TX 78730-5039
Tel: +1 512-794-0100

LabWindows PC (DOS) National Instruments
6504 Bridge Point Parkway
Austin, TX 78730-5039
Tel: +1 512-794-0100

LabWindows/CVI PC (Windows 3.1 or 95) Sun National Instruments
6504 Bridge Point Parkway
Austin, TX 78730-5039
Tel: +1 512-794-0100

ORIGIN PC (Windows 3.1 or 95) MicroCal Software Inc.
One Roundhouse Plaza
Northampton, MA 01060
Tel: +1 413-586-2013
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initiating the transfer providing an address strobe (AS) signal to tell the destination card to read the
address information. The master also controls two data strobe (DS1 and DS2) lines which in a write
operation indicate the presence of valid data on the data bus and in a read operation that the master is
ready to receive data from the slave. The slave card uses the data acknowledge signal (DTACK) in a read
operation to indicate that it has placed valid data on the bus and in a write operation to confirm that it
has read the data. There is clearly a danger that the bus will hang up if the slave does not respond to a
request for a data transfer, so in most VME systems a watchdog timer is provided to produce a signal
on the bus error (BERR) line if a DTACK signal is not detected within the time-out period.

Revision C of the VME bus specification will support 8-,16-, and 32-bit data transfers, whereas revision
D supports 64-bit transfers by making use of the address bus to transfer the additional 32 bits. Data may
also be transferred in blocks of up to 256 bytes without the need to retransmit the address information.
Most SBCs have both master and slave interfaces allowing their memory to be accessed from other SBCs
in the system. The VME bus also supports three types of addressing mode, short (16 bit), standard
(24 bit), and extended (32 bit), allowing the memory decoding circuitry of cards to be minimized for
small systems or for input/output cards. Six address modifier lines (AM0 to AM5) are used to indicate
the addressing mode and also to give information about the mode of transfer (e.g., block transfer and
whether the transfer is in privileged, supervisor, or nonprivileged mode).

 

Arbitration Bus.

 

The arbitration bus provides a mechanism for deciding which master is allowed to gain control of the
bus. The arbitration bus provides four bus request lines (BR0 to BR3) and four bus grant lines. The SBC
in slot 1 of the VME bus acts as a bus controller which provides arbitration using a number of scheduling
algorithms. In a simple priority-based algorithm each of the bus request lines is assigned a priority,
whereas in a round-robin system access to the bus cycles around the bus request lines. Each of the four
bus grant lines is in fact allocated two pins on the P1 connector (see Figure 26.4). The bus grant signal
therefore passes through each card (called daisy chaining); thus, in Figure 26.4 the signal enters via BG1IN
and exits via BG1OUT. This scheme allows a card to intercept the bus grant signal, giving cards nearer
the system controller a higher priority. A consequence of daisy chaining is that any unused card slots
must be fitted with jumpers between the bus grant pins.

 

Priority Interrupt Bus.

 

The priority interrupt bus provides seven interrupt request lines (IRQ1 to IRQ7) with IRQ7 having the
highest priority. The interrupt requests may be handled by several SBCs, provided that all interrupts of
the same level are handled by the same master. The interrupt acknowledge line is daisy chained through
the cards in a similar way to the bus grant lines (the pins are called IACKIN and IACKOUT). Again, any
unused card slots must be fitted with jumpers between these pins.

 

Utility Bus.

 

The utility bus provides the power supply tracks, the system reset, a 16 MHz clock and two system failure
lines, SYSFAIL, which allows a card to indicate that it has suffered a failure, and ACFAIL, which is
generated by the power supply monitor. Both failure lines are handled by the system controller SBC.

 

FIGURE 26.4  

 

VMEbus arbitration daisy chain.
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Associated with the VMEbus is VXI (

 

V

 

MEbus e

 

x

 

tensions for 

 

i

 

nstrumentation). This blends the IEEE
1014 VMEbus standard with the IEEE-488 instrumentation bus using the uncommitted pins on the P2
connector to form the IEEE P1155 standard.

 

Multibus II (IEEE 1296)

 

Multibus II [3] is a synchronous bus system which is implemented on a single 96-track backplane. Cards
conform to the Eurocard format of 220 

 

¥

 

 233.65 mm; however, the bus requires only a single 96-pin
DIN 41612-type connector. A second connector may be used to support a local bus or merely provide
mechanical stability for a double-height card.

Unlike VME, the Multibus II standard has the following features:

1. A synchronous bus; i.e., data transfer is linked to the bus clock rather than the strobe/acknowledge
control lines of the asynchronous VME system;

2. A 32-bit multiplexed address and data bus;
3. A message-passing strategy as an alternative to interrupt request lines;
4. Distributed bus arbitration rather than a central system controller (each card contains a message-

passing controller, MPC, chip which participates in implementing the message-passing algorithm);
5. Only intelligent cards (i.e., fitted with microprocessors) that can interface to the main bus; simple

input/output (I/O) cards should make use of a local bus (e.g., the iLBX bus) using the second
DIN connector.

 

Multibus Signals

 

Multibus II may be described as having five distinct groups of signals.

 

Central Control.

 

The central services module (CSM) in slot 0 is responsible for the generation of this group of signals.
The CSM may be implemented on a dedicated card or incorporated onto a SBC. The CSM produces the
10 MHz bus clock as well as a range of reset signals to support both a cold and warm start as well as
recovery from power supply failure.

 

Address/Data.

 

Multibus II supports a 32-bit multiplexed address/data bus (AD0 to AD31) with four parity lines (PAR0
to PAR3) providing parity information for each data byte. As in all synchronous systems, data are only
sampled on an edge of the system clock, a feature that enhances noise immunity.

 

System Control.

 

There are ten system control lines (SC0 to SC9) which provide basic handshake information to assist
data transfer, e.g., requester is ready or replier is not ready. In addition, these lines are used to convey
information such as data width, data error indication, and whether the bus is in the request or reply phase.

 

Exception Signals.

 

Two exception signals, bus error (BUSERR) and time-out (TIMOUT), are provided. Any card detecting
a data integrity problem must report this to all other cards using BUSERR. The CSM generates a TIMOUT
when it detects a data communications hang up on the bus.

 

Arbitration Group.

 

The arbitration signals, which determine which card gains control of the bus, consist of a single bus
request line (BREQ) and six bus arbitration lines (ARB0 to ARB5). To request exclusive use of the bus,
a card asserts the BREQ line and provides it arbitration ID on ARB0 to ARB4. It also uses ARB5 to
indicate whether the request has high priority or whether “fairness mode” is acceptable. In this latter
mode the card will not make another request until after all other requesters have used the bus. Each card
has the same bus arbitration logic within its MPC chip. If several cards make high-priority requests, the
order of access is determined by the numerical value of the arbitration ID.
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Message Passing on Multibus II

 

Multibus II uses message passing to implement block data transfers and interrupt requests. Each MPC
chip contains a first-in first-out (FIFO) buffer, which ensures that the full bandwidth of the bus can be
utilized by storing data immediately before or after transfer. In “solicited” transfers, the MPCs cooperate
by warning each other that a message is to be sent. These messages may be sent as 32-byte packets in a
manner that is analogous to the block transfer mechanism in VME. “Unsolicited” packets not expected
by the receiving MPC are used to set up a block transfer or to act as the equivalent of interrupt request
signals.

 

System Configuration

 

Multibus II employs a software configuration approach in which information such as the base memory
address and arbitration ID are sent down the bus rather than by the use of jumpers or dip switches.
Some information such as card type and serial number are coded on the cards themselves.

 

Other System Buses for Small-Scale Systems

 

The G64/G96 and STE standards [3] are examples of buses well suited to small industrial real-time
instrumentation and control systems because of their relatively simple and hence lower-cost bus inter-
faces, compared with VME and Multibus. Both buses support DMA, have multiprocessor bus arbitration,
and use single-height Eurocard (100 

 

¥

 

 160 mm) cards. Prototyping cards fitted with bus interfaces are
readily available and may be used to develop custom designed I/O cards. Power is supplied on the buses
at +5 and ±12 V. In addition, the real-time multitasking operating system OS-9 has been ported onto
SBCs which operate with these buses. Development systems that support the use of MS-DOS are also
available, thus providing access to a wide range of PC-based software especially for graphics applications.

The G64 bus, which was defined by the Swiss company Gespac in 1979, specifies 64 bus lines which
are mapped to rows of a DIN41612 connector. The bus has a 16-bit nonmultiplexed data bus and a 16-bit
address bus; 32-bit transfers may be achieved by multiplexing the upper 16 bits of the data bus with the
address bus. The G96 standard adds a further 32 bus lines by making use of the third row of a DIN41612
connector to extend the address bus width to 24 bits and provide additional interrupt request lines. The
STE bus provides an unmultiplexed 8-bit data and 20-bit address bus using 64-pin DIN41612 connectors.

 

26.4 Personal Computer Buses

 

There are three main bus standards for personal computers — industry standard architecture (ISA),
extended ISA (EISA), and the microchannel architecture (MCA). In addition, the Personal Computer
Memory Card International Association (PCMCIA) architecture has been developed primarily for use
in laptop and notebook computers.

ISA and EISA are pin compatible and are both synchronous buses with a clock rate of 8 MHz regardless
of the clock rate of the main processor, whereas the MCA bus is an asynchronous bus. Slow slave add-
on cards can utilize the ISA and EISA buses by using an appropriate number of wait states. The MCA
architecture will not be covered in this chapter. Further details of these bus architectures are given in
References 4 through 6.

 

ISA Bus

 

The original IBM PC and its clones used the standard PC bus which supported 8 data bus and 20 address
bus lines and employed a 62-pin printed circuit card edge connector. When IBM introduced the PC-AT,
a second 36-pin connector was added to the motherboard backplane slots to provide a 16-bit data bus
and increase the number of address lines to 24. This new bus subsequently became known as the ISA
bus and is capable of supporting both cards designed for the original PC bus, and cards with two
connectors providing full 16-bit data access. The bus master line allows a card to take over control of
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the bus; however, this is generally only suited to long-term takeovers. The ISA bus supports 8-bit and
16-bit DMA transfers allowing efficient transfer of blocks of data, e.g., while loading software from disk
into RAM. The ISA bus supports the I/O addressing mode of the Intel 80 

 

¥

 

 86 range of processors with
an I/O address space of 768 locations in addition to the 256 locations reserved for the motherboard.

 

EISA Bus

 

The EISA bus provides full 32-bit data and 32-bit address bus lines. ISA cards can fit into EISA bus
connectors; however, cards designed for the EISA standard have bilevel edge connectors, providing double
the number of contacts as an ISA card. The presence of a notch in the EISA cards allows them to be
inserted farther into the motherboard socket than the ISA cards and thus mate with the additional
contacts. The EISA standard increases the maximum ISA data width in DMA transfer to 32 bits and also
provides a much-enhanced bus master. The following features of EISA are worthy of note.

 

Bus Arbitration

 

All EISA systems have a central arbitration control (CAC) device on the motherboard. The CAC uses a
multilevel rotating priority arbitration scheme. The top-priority level rotates around three customers,
the DMA controller, the dynamic memory refresh controller, and, alternately, either the main CPU or
one of the bus master cards. A device that does not make a request is skipped over in the rotation process.
The bus masters take it in turns to gain access to the top-priority level. Whereas ISA supported a single
bus request line, the EISA standard provides a dedicated pair of request lines (MREQ0 to 14) and
acknowledge lines (MAK0 to 14) for each bus master. (

 

Note: 

 

Although this allows 15 bus masters to be
used, in many systems the chip set which implements the CAC supports bus masters in a limited number
of the EISA sockets.) The CAC supports preemption, i.e., it allows a device making a request to capture
control from another device if it is next in turn. A bus master card must release the bus within 64 bus
clock cycles, whereas a DMA controller has 32 clock cycles to surrender the bus.

 

Input/Output

 

The EISA bus provides 768 additional I/O locations for each slot in addition to the 768 ISA I/O locations
that may be accessed from any slot. EISA cards contain nonvolatile memory to store configuration
information (see below), and a minimum of 340 bytes of the I/O address space of each slot is reserved
for this purpose.

 

System Configuration

 

The EISA system provides support for automatic system configuration to replace the use of jumpers and
dip switches to specify parameters such as the base memory address, interrupt request line number, or
DMA channel number used by each add-on card. Information on the product type and manufacturer
are stored on each EISA add-on card and is read by the CPU during system start-up, making it possible
to identify the slots that are fitted with full EISA cards. Manufacturers of both ISA and EISA cards should
supply a configuration file containing information on the programmable options that are available. When
a system configuration program is run, an optimum configuration of the boards will be determined, and
the configuration information written into the I/O space of each EISA card. For ISA cards, the user can
be informed of the required jumper settings.

 

PCMCIA

 

The PCMCIA architecture was developed by the Personal Computer Memory Card International Asso-
ciation and the Japan Electronics Industry Development Association for removable add-on cards for
laptop and notebook computers. Each PCMCIA socket has its own host bus adapter (HBA), which acts
as an interface to the main computer bus. Cards may be plugged into PCMCIA sockets either before or
after the computer has been powered up. There are three types of PC cards all with the same planar
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dimensions (54.00 

 

¥

 

 85.6 mm) but with differing thicknesses, namely, 3.3 mm for type I, 5.0 mm for
type II, and 10.5 mm for type III. Cards and sockets are keyed to prevent them from being inserted the
wrong way around. The PCMCIA standard supports cards that operate at several possible voltage levels,
i.e., 5.0 V cards, 3.3 V cards, or dual-voltage 5.0 V/3.3 V cards.

 

Configuration

 

PC cards contain configuration information called the card information structure (CIS) which is stored
in nonvolatile memory. Cards may be configured either on system power-up or on insertion of the card
into the socket (i.e., plug and play). Configuration is carried out using a form of device driver called an
enabler. The enabler may make use of two additional software services called card services and socket
services. Socket services, which may be contained in ROM on the PC or loaded from disk during power-
up, provide function calls to allow the HBA to be configured to cooperate with the PC card. Card services,
which may be an extension to the operating system or an installable device driver, act as a server for the
enabler, which performs as a client. Card services provide a range of functions such as accessing the CIS
of the card, requesting system resources required by the card, and telling the enabler that a card has been
inserted or removed from the socket. Enablers may be classified as dedicated to one particular card or
generic, i.e., designed for a range of cards. Note that early PCMCIA cards were not designed for use with
card services.

 

The PCMCIA Socket Interface

 

The PCMCIA socket comprises a 68-pin connector with 26 address lines providing access to 64 MB of
memory space and a 16-bit data bus. Two V

 

cc

 

 pins and four ground pins are supplied. The maximum
current that can be supplied to the card is 1.0 A with a maximum of 0.5 A from each of the two power
supply pins. Release 2.x sockets apply 5.0 V to the V

 

cc

 

 pins on power-up and reduce this to 3.3 V if the
card has dual-voltage capability. Cards that operate at 3.3 V only are keyed so they cannot fit into this
type of socket and only into low-voltage sockets. The supply voltage provided by low-voltage sockets
depends on the logic state of its voltage sense inputs. A PCMCIA socket can be configured either as a

 

memory only socket

 

 or as a 

 

memory or I

 

/

 

O socket.

 

 Initially, the socket acts as a memory only socket but
is converted by the enabler to a memory or I/O socket if the card is required to support I/O functions.
In this mode the card can generate an interrupt request via a single IRQ pin and support both 8-bit and
16-bit I/O data transfers. DMA may be supported but not by Release 2.x systems.

 

PC/104

 

The enormous popularity of PC architecture resulted in its use in embedded systems. A need then arose
for a more compact implementation of the ISA bus that could accommodate the reduced space and
power requirements of embedded applications. The PC/104 specification (1992) was adopted as the base
for an IEEE draft standard called the P996.1 Standard for Compact Embedded PC Modules. The key
features of the PC/104 are

Size reduced to 90 

 

¥

 

 96 mm (3.550 

 

¥

 

 3.775 in.);
Self-stacking bus allowing modules to be “piggy-backed” and eliminating backplanes or cardframes;
Rugged 64-contact and 40-contact male and female headers replacing the PC edge connectors (64 +

40 = 104, hence PC/

 

104)

 

;
Lower power consumption (<2 W per module).

PC/104 CPU modules range from a basic 9.6 MHz, 8088 compatible XT with one serial port and a
keyboard connector to a 100 MHz, 80486DX4 with four serial ports, parallel port, IDE disk controller,
display controller, Ethernet adapter, keyboard port, and up to 64 MB of on-board RAM. Pentium-based
systems are also available. Systems can be customized from a wide range of modules, including data
acquisition boards, solid-state disk modules, and LAN support, all in the same 3.6 by 3.8 in. stackable
format.
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The wide availability of software development tools for the PC, the large number of software developers
familiar with the PC environment, and the ease of transferring software developed on a conventional PC
to the PC/104 make this an increasingly popular format. Table 26.3 lists some manufacturers and suppliers
of bus-based systems and industrial computers.

 

26.5 Peripherals

 

Computer peripherals fall conveniently into two categories. The first category may be considered to be
internal to the computer system and comprises cards plugged directly into a computer bus slot. The
second category comprises instruments external to the computer but controlled by it. These external
instruments are usually themselves “intelligent,” being controlled by their own CPU, and are linked to
the main computer by a serial (RS-232) line or the IEEE-488 bus (GPIB). Such instruments may normally
be operated in a stand-alone mode in response to their front panel controls without the requirement of
an external computer.

 

TABLE 26.3

 

Manufacturers/Suppliers of Bus-Based Systems and Industrial PCs

 

System Manufacturer/Supplier System Manufacturer/Supplier

 

VME Wordsworth Technology Ltd. STE Arcom Control Systems
6 Enterprise Way Units 8-10 Clifton Road
Edenbridge, Kent TN8 6HF U.K. Cambridge CB1 4WH, U.K.
Tel: +44 (0) 1732 866988 Tel +44 (0) 1223 411200

PEP Modular Computers, Inc. G64 Gespac SA
750 Holiday Drive, Building 9 18 Chemin des Aulx
Pittsburg, PA 15220 1228 Geneva, Switzerland
Tel: (412) 921-3322 Tel: +41 (22) 794 34 00

BVM Ltd, Hobb Lane Altek Microcomponents Ltd.
Hedge End Lifetrend House
Southampton, SO30 0GH, U.K. Heyes Lane
Tel: +44 (0) 1489 780144 Alderley Edge, Cheshire SK9 7LW, U.K.

Tel: +44 (0) 1625 584804
Motorola, Inc.
Computer Group Industrial PC Blue Chip Technology Ltd.
2900 S Diablo Way Chowley Oak, Tattenhall
Tempe, AZ 85282 Chester, Cheshire CH3 9EX, U.K.
Tel: (800) 759-1107 Tel: +44 (0) 1829 772 000

VXI National Instruments Capax Industrial PC Systems Ltd.
6504 Bridge Point Parkway Airport House, Purley Way
Austin, TX 78730-5039 Croydon, Surrey, CR0 0XZ, U.K.
Tel: (512) 794-0100 Tel +44 (0) 181 667 9000

Multibus Tadpole Technology, Inc. PC/104 ComputerBoards, Inc.
2001 Gateway Place, Suite 550 125 High Street
West, San Jose, CA 95110 Mansfield, MA 02048
Tel: (408)441-7920 Tel: (508) 261-1123

Intel Corp. Diamond Point International (Europe) Ltd.
3065 Bowers Avenue Unit 9, North Point Business Estate, Enterprise
Santa Clara, CA 95051 Close

Rochester, Kent ME2 4LY, U.K.
Syntel Microsystems Tel +44 (0)1634 718100
Queens Mill Road
Huddersfield, HD1 3PG, U.K.
Tel: +44 (0) 1484 535101
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Internal Cards

 

Internal cards are available to perform a wide range of functions. Table 26.4 provides a brief list of
representative types. Note that both the serial interface and the IEEE-488 adapter required for the control
of external “intelligent” peripherals will be fitted as internal cards. Almost all internal peripherals need
to be configured before use to set up such parameters as the base address, the interrupts, and/or DMA
channels used. This may involve setting jumpers or switches on the card or may be accomplished under
software control using a configuration file supplied by the manufacturer. To operate the cards, bytes are
written or read from appropriate addresses on the cards by the controlling SBC. The mechanism for
doing this is discussed further in the section concerned with software for data acquisition. Further detail
on some of the card types is given below.

 

Display Adapter

 

While graphics support is normally available as standard on a PC-based system, this is not the case with
other bus-based systems such as VME or Multibus. These systems are provided with a serial port that
may be connected to a terminal to provide a text-only dialogue with the operating system running on
the SBC. In such circumstances the choice of display adapter will determined by the user requirements,
taking into account the support for the device provided by any software packages that are to be used. If
the user intends to write custom graphics software, it is essential to ensure that a graphics library is
available from the vendor providing as a minimum line drawing, arc drawing, and block color fill facilities.

 

IEEE-488 Adapter

 

This device provides support for communications across the IEEE-488 bus or GPIB (general purpose-
interface bus). The bus itself comprises eight data lines, five interface management lines and three
handshake lines. Transfers are parallel, synchronous, and at rates up to 1.5 MB/s. The IEEE-488 bus and
its applications are discussed further in the section on external instruments.

 

Serial Communications Adapter

 

This device provides support for serial communications using the RS-232, RS-422, or RS-485 standards.
It is used to provide a text-based terminal for systems based on Multibus or VME and to communicate
with “intelligent” instruments such as position controllers, multimeters, or storage oscilloscopes fitted
with similar interfaces.

Serial adapters convert parallel data to and from a bit stream in which each data byte (5, 7, or 8 bits)
is framed by a start bit, an optional parity bit, and one or more stop bits. The bit stream may be sent
via a circuit consisting of only two wires at rates of up to 115,200 bits per second (commonly referred
to as 115200 baud). Common bit rates are 300, 600, 1200, 2400, 4800, 9600, 19200, 28800, 38400, 57600,

 

TABLE 26.4

 

Typical Internal Peripherals

 

Card Type Facilities Offered

 

Display adapter Provides video and graphics facilities
Serial communications adapter Serial communication to a similar device using the RS232, RS422, or RS485 standard
IEEE-488 Adapter Communication with intelligent instruments using the IEEE-488 bus (GPIB)
Digital input/output (I/O) Individual I/O lines, normally grouped as an 8-bit byte, which may be used to provide 

logic high and low signals (output) or sense logic high or low signals (input); inputs 
and outputs may be optically isolated; outputs may drive relays

Counter/timer Hardware counter timer allowing external pulses to be counted, digital waveforms 
generated or pulse widths measured; counter/timers are often available as an additional 
facility on digital I/O cards

Analog input Converts an analog input voltage to an integer value which may be read by the computer; 
resolution typically 8, 10, 12, or 16 bits; input voltage range may be fixed or may be 
user selectable; conversion times vary from several seconds to tens of nanoseconds

Analog output Produces an analog output voltage proportional to a digital input; resolution typically 
be 8, 10, 12, or 16 bits

 

1733 FrameBook  Page 13  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

26

 

-14

 

Electrical Measurement, Signal Processing, and Displays

 

115200 baud. Both the transmitting and receiving adapters must be configured, normally by software,
for the same baud rate, number of data bits, stop bits, and parity. Some form of flow control to prevent
a receiver from being overloaded with incoming data is essential. This is accomplished either by separate
handshake lines (e.g., those denoted by RTS and CTS in the standard) or by software where the receiver
sends a special control byte (XOFF) back to the transmitter telling it to stop sending until it receives a
second control byte (XON) to reenable it. For historical reasons the RS-232 standard does not define a
bidirectional handshake procedure, and manufacturers have been forced to implement their own schemes
which are not always compatible with each other.

Serial communication between devices may be

Full duplex, where either device may transmit or receive data at any time;
Half duplex, where both devices are capable of transmission or reception but only one may transmit

at any instant;
Simplex, where one device is a transmitter, one is a receiver, and data can only flow in a single direction.

RS-232, developed by the Electronics Industries Association (EIA), is the oldest standard, originally
developed in the early 1960s, to allow mainframe computers to communicate with terminals via modems
and telephone lines. This is the origin of the names of some of the connections (e.g., RI ring indicator,
DCD data carrier detect), which have no relevance in the applications considered here. A related problem
is that the standard expects that the devices being connected are data terminal equipment (DTE), at one
end of the link, and data communication equipment (DCE) at the other. Computers and terminals are
DTE, while modems are DCE. The most commonly used revision of the standard, RS-232-C (revisions D
and E also exist), was made in 1969 and is still widely used. Serial communication is made using voltage
levels in the region of ±12 V, over distances up to 15 m (50 ft) at speeds up to 20000 baud.

RS-422, also developed by the EIA, is an enhancement of the RS-232 standard. Differential transmitters
and receivers are employed which allow one transmitter to drive up to ten receivers, using a twisted-pair
connection for each circuit, at bit rates up to 10 MBaud at distances up to 12 m (40 ft) or 100 kBaud at
distances up to 1200 m (4000 ft). The RTS and CTS lines (defined in the standard) are used for flow
control, while the RXD and TXD lines are used to transmit and receive data. Thus, a two-twisted-pair
cable is required for duplex connection without hardware handshaking. A four-twisted-pair cable is
required if hardware handshaking is used.

RS-485 is based on RS-422 and allows up to 32 driver/receiver pairs to be connected to a common
data bus (two twisted pairs). Clearly, only one device can be allowed to transmit at any one time. The
RTS circuit is used to disable the other transmitters connected to the bus if a device is required to transmit
data. Handshaking is performed using software.

The serial interfaces on instruments are usually configured as DTE devices. We are faced with the
problem of connecting one DTE device (the computer serial interface) to another (the instrument),
which is not what the RS-232 standard was designed for. Furthermore, since the standard does not define
a bidirectional handshake to control data flow, several incompatible handshaking schemes exist. A
comprehensive survey of these is presented in Reference 7. A common solution to the DTE to DTE
connection problem is the so-called 

 

null modem,

 

 which is nothing more than a specially wired cable.

details of other schemes and for the definitions of the mnemonics used to label the connections.
Some common problems encountered in practice are

1. The received data are garbage. This is almost always due to the baud rate, parity, and number of
stop bits not being the same at both ends of the link.

2. Data initially correct, but parts in the middle are missing. This is probably a handshake problem.
The transmitting device is sending data faster than the receiver can process it.

3. No communications at all. Probably a handshake problem where the transmitter does not sense
that the receiver is ready.
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Digital Input and Output

 

These cards provide I/O lines, normally in groups of eight, which may be used to sense or generate digital
signals for devices outside the computer. A group of eight input lines is referred to as an (8-bit) input
port and a group of eight output lines as an (8-bit) output port. Input and output levels vary from card
to card and it is best to consult the appropriate data sheet. Typically, voltages between 2.5 and 5.0 V are
considered as high logic levels, whereas voltages between 0.0 and 0.5 are considered as low logic levels.
These levels are sometimes referred to loosely as TTL (transistor transistor logic) levels. Note that the
actual logic levels used by the various TTL families differ from these slightly. The “high” and “low” ranges
may be slightly different for input and output lines. Output lines often have limited current sourcing
and sinking abilities compared with TTL, and it is therefore often necessary to buffer them. It is important
that voltages exceeding the maximum rated values do not appear on inputs or outputs (e.g., attempting
to switch an inductive load might produce a dangerously high transient voltage at an output); otherwise,
the device may be damaged. Where this is likely to be a problem, inputs and outputs should be suitably
buffered or even optically isolated, which provides protection up to a few kilovolts. Outputs may also
drive appropriately connected relays. I/O cards with these facilities on board are readily available.

As a minimum, an I/O card may be expected to support a control register, two I/O ports each with
an associated data register, and some handshake lines. Handshake lines may sometimes be used to generate
interrupts on the controlling SBC. A byte written to the control register is used to configure the I/O
ports, i.e., to determine if they are to behave as input or output ports as well as to select the function, if
any, of the handshake lines. It may not be possible to select the direction of optically isolated or buffered
ports. Writing a byte to an output port causes a pattern of high and low voltages to appear on the lines
reflecting the pattern of zeros and ones in the binary representation of the byte written. Similarly, when
a byte is read from an input port, the number read is specified in binary representation by the pattern
of high and low logic levels on the input lines. The following example illustrates this.

The Intel 8255 Programmable Peripheral Interface (PPI) is commonly used in digital I/O cards for
the PC. Data for this device are readily available [8]. The 8255 provides three ports, denoted A, B, and
C, and a control register. Ports A and B may be designated as an 8-bit input port or an 8-bit output port.
Port C may be considered as two independent 4-bit ports, which may be chosen independently as input
or output. Port C may also provide handshake functions. There are three modes in which the chip may
operate. The simplest, mode 0, which provides basic input and output without automatic handshaking,
is used in our example. Note that the 8 bits of an I/O port are conventionally labeled bits 0 to 7. This is
because bit 0 is weighted 2

 

0

 

, bit 1 weighted 2

 

1

 

, etc. in the binary representation of the number read from
or written to the port.

To configure the PPI to operate in mode 0 with port A as an input port and port B as an output port
the bit pattern 10011001 must be written to the control register. This number is equivalent to 99 in

 

FIGURE 26.5  

 

Two null modems for connecting DTE to DTE. In (a) all handshaking must be in software. The DTR
line “fools” the serial interface that it is connected to the handshake lines of another device. Scheme (b) implements
a hardware handshake. The DTR–DSR connection shows each device that the other is present. The RTS lines,
connected to the DCD of the other device, which it can monitor, are used to control the flow of data in either direction.
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hexadecimal or 153 in decimal. Suppose now that switches connected to port A hold bits 2 and 7 high
and the remaining bits low. The resulting binary pattern will be 10000100, which is equivalent to
hexadecimal 84 or decimal 132. When port A is read, the number 132 (decimal) will therefore be obtained.
To hold the lines connected to bits 2, 3, and 5 of port B high while leaving the remaining lines low, we
see that the binary pattern 00101100 must appear at port B. 00101100 binary is equivalent to 2C
hexadecimal or 44 decimal. We therefore write the decimal number 44 to port B.

 

Counter/Timers

 

These devices typically provide software-programmable event counting, pulse, and frequency measure-
ment. As output devices, they may generate a single pulse (one-shot) when a programmable number of
input pulses have been counted and produce square waves of arbitrary frequency and complex duty
cycles. Frequencies generated are normally based on an on-board crystal clock to provide independence
from the internal clock speed of the computer. Counter/timer cards commonly support at least three
independent 16-bit counters.

Common applications include:

1. Alarms. The counter is in one-shot mode and generates a single pulse on timeout. This is connected
to interrupt the computer and alert the user in the middle of the currently executing task.

2. Watchdog timer. This is used to detect problems, particularly in systems which are intended to
operate without operator intervention. It is similar to the Alarm described earlier except that the
interrupt is used to reset the computer. In normal operation this will never occur as all software
tasks executing are designed to update the counter constantly so that it never reaches its terminal
count. Only if a problem develops, e.g., a software “crash,” will the counter time out and the system
be reset.

3. The generation of complex waveforms, e.g., for pulse-width modulation. This application uses
two counters in cascade, one (T1) to provide regular pulses at the carrier frequency triggering

 

Analog Input

 

An analog input card uses an analog-to-digital converter (ADC) that accepts an input voltage and supplies
an integer proportional to that voltage to the computer. Many cards now are produced with on-board
signal conditioning circuits that provide for variable gain either by means of switches or under program
control. Cards with specialized signal conditioning circuits for common applications such as thermocouple
linearization or interfacing to strain gages and other bridge sensors, are available. Signal conditioning to
protect cards destined to be used in hostile electrical environments is also available. Cheaper cards may
provide fixed gain and require additional signal conditioning circuits to be provided external to the
computer. Many cards also feature multiplexed inputs where one of several inputs may be selected under
program control to be fed to the ADC. Some important parameters to consider in selecting a analog

At rates above a few tens of kilohertz, interrupt-driven data capture is essential to maintain speed.
Faster data rates require on-board memory to avoid degrading the performance of the controlling SBC.
In this case DMA may be used to transfer data to main memory and increase performance further.

A timer function is often incorporated to allow samples to be taken at regular intervals independently
of what the controlling SBC is doing. An interrupt is generated when the conversion is complete, and
an interrupt service routine is then activated to read the result of the conversion into memory. The
writing and installation of interrupt service routines is not a trivial task and is best left to those with an
intimate knowledge of the operating system running on the SBC. Fortunately, most manufacturers supply
software (device drivers) for this purpose. The simpler analog input boards may be driven by writing
values directly to registers on them in a similar manner to the example given for digital I/O cards.
Manufacturers now commonly provide a software library which may be called from a variety of high-
level languages to allow the user to access the card in a more intuitive way. This is discussed further in
the section on software.
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Analog Output

Analog output cards are available as 8-, 10-, or 12-bit devices. Frequently, a card will support several
channels of analog output with provision for delaying the updating of channels so that all can be updated
simultaneously. Output voltages may be unipolar or bipolar and current outputs (4 to 20 mA) are also

FIGURE 26.6  Using two timers to produce pulse-width modulation under software control. Both timers receive
input pulses at a constant frequency from an external clock, as shown at A. Timer T1 operates in continuous mode.
The trigger has no effect in this mode. The output of T1 is a single positive-going pulse when it has counted the
specified (by software) number of input pulses, as shown at B. Timer T2 operates in one-shot mode. Each time it
receives a trigger pulse, its output goes high for a specified (again by software) number of counts, as shown at C. In
this way the frequency of the output at C is controlled by the count specified for T1 and the width of the positive-
going part of C is controlled by the count specified for T2.

TABLE 26.5 Common ADC Parameters

Parameter Description

Resolution The smallest change in input detectable in the digital output; resolutions are commonly expressed in 
the number of significant bits in the digital output; hence, 8-bit resolution means 1 part in 256; 10-bit, 
1 part in 1024, and 12-bit, 1 part in 4096

Linearity The extent to which the output deviates from a linear relationship with the input; good devices will 
be linear to ±1 least significant bit; i.e., the output value is guaranteed to be within ±1 of an exactly 
linear conversion

Range The maximum (and minimum) input voltages; inputs may be unipolar, e.g., 0–5 V or bipolar ±5 V; 
voltages are specified relative to ground unless the inputs are differential, e.g., those designed for 
bridge sensors

Conversion speed The time taken to convert an input voltage into a digital output, typically 1 s to 1 ms; may also be 
quoted as a sample rate 

Linearity The extent to which the conversion is linear, e.g., a linearity of ±1 least-significant bit means that the 
output value is within ±1 of the ideal linear conversion

Input impedance The impedance between the input terminal and ground or between differential inputs
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available. Signal conditioning (buffering) is necessary to drive loads drawing currents of more than a few
milliamps. Special care should be taken with inductive loads, e.g., motors to avoid damage to the device
by transient voltages. Specially designed position-control modules incorporating suitably buffered analog
and digital I/O are available for this purpose.

External Peripherals

These are usually “intelligent” devices which can operate via their front panel controls without another
computer but are additionally capable of being controlled by a computer. Many common laboratory
instruments are available with such facilities, including power supplies, signal generators, storage oscillo-
scopes, voltmeters, spectrophotometers, and position controllers. A computer can coordinate the actions
of several such instruments to gather then manipulate and display data in a way which enhances the
power of the instrumentation system. An almost trivial example is the use of a computer to control a
signal generator and a voltmeter in order to generate the frequency response of an amplifier automatically.
Such a system has an obvious role in automatic testing rigs.

Two common methods are used to control such devices: a serial link or the IEEE-488 bus. In both
cases the devices are controlled by sending messages consisting of sequences of ASCII characters. Usually
the sequences are chosen to have an obvious meaning, as in the example that follows, but this is not
always the case — particularly with older devices where user friendliness was often sacrificed as a result
of limited memory and processing power! The message sequence

“FREQ10kHz”
“SINE”
“1.0VOLTRMS”

might be used to set a signal generator to produce a 10 kHz sinusoidal signal at 1 V rms. There is little
standardization in the form of device messages used although the IEEE standard 488.2 goes some way
in this direction. Responses from instruments are sent in the same way, i.e., as ASCII characters so that
a voltmeter might respond to a command to make a measurement with the data

“AC2.01mV”

to indicate that it was on an ac voltage range and measured 2.1 mV. Again, there is little standardization
in the format of responses. Large blocks of data may be send in a binary format where possible (8-bit
serial links or IEEE-488 bus) to minimize the amount of data to be transferred.

Serial Devices

Serial control of devices is accomplished using links conforming to one of the serial standards (RS-232,
RS-422, or RS-485) described elsewhere in this chapter. This is a relatively simple method of control and
has the advantage that much of the preliminary testing and debugging of a system can be done using a
terminal or a terminal emulator program such as the public domain KERMIT available from Kermit
Distribution (Columbia University Academic Information Systems, 612 West 115th Street, New York, NY
10025, Tel: 212-854-3703). The writing of custom software that accesses the serial interface of the
controlling computer is relatively easy under common operating systems including DOS, Windows,
Windows 95, UNIX, and OS-9 using languages such as C, Pascal, or BASIC. It is increasingly common,
particularly for DOS and Windows applications, for manufacturers to provide software support for their
devices.

Disadvantages of serial transfers are the relative slowness when large amounts of data are transferred,
the lack of standardization in device messages, and the limited control facilities available. Advantages are
the ease of testing, the simplicity of the controlling software, the relative simplicity of the interconnection
scheme, and — for remote instrumentation systems — the fact that with the use of modems data can
be transferred over large distances using standard telephone lines or even a radio link.
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IEEE 488 Devices

The IEEE standard 488 was developed in the 1970s and rapidly became an industry standard for the
interconnection and control of test equipment. This standard was modified slightly in 1987 (IEEE
standard 488.1) to allow for the considerable enhancements of IEEE standard 488.2 which was introduced
at the same time [9,10]. The original IEEE standard 488 specifies the electrical characteristics of the bus,
the mechanical characteristics of its connectors, and a set of messages to be passed between interfaces.
It does not attempt to provide any syntax or structure for communicating these messages, to specify
commonly used commands, or to establish a standard for device-specific messages. These issues are
addressed in IEEE standard 488.2.

The bus itself supports synchronous parallel transfers of data using three groups of lines,

A bidirectional 8-bit data bus,
Five interface management lines, and
Three handshake lines,

over distances of up to 20 m and at data transfer rates of up to 1 MB/s.
Devices on the bus are classed as talkers, listeners, or controllers. In general, the computer system is the

bus controller which can also talk (send data) or listen (receive data). Most devices are both talkers and
listeners: for example, a digital voltmeter will be a listener when receiving instructions to set the voltage
range prior to making a measurement but will be a talker when returning the result of the measurement
to the controller, which is itself acting as a listener. Each device on the bus must be assigned a unique
address which is a number between 0 and 30. This may be done from the front panel of the device or,
less conveniently, by setting switches elsewhere on the device.

It is a difficult, time-consuming, and error-prone process to write software to drive an IEEE-488 card.
Purchasers of new IEEE-488 interfaces are strongly advised to obtain a device driver from the manufac-
turer. Such device drivers are now readily available and integrate the card into the filing system of the
operating system running on the controlling computer. This allows the interface to be accessed in a
natural way from high-level languages running on the controller.

26.6 Software for Instrumentation Systems

The difficulty involved in writing software for instrumentation systems depends largely on the support
available from the manufacturers of the subsystems, on the operating system (if any), and on the
development tools available. On one extreme, one may be working in a virtual instrument environment,
such as that provided by the National Instrument LabVIEW, where software development is entirely
graphical and, for small projects at least, is readily undertaken by users with little or no prior experience.
On the other extreme, one is faced with the problem of developing software, which is at the very least
interrupt driven and probably multitasking, for a target SBC with no resident operating system; this
requires considerable expertise in software design and development together with the availability of
development tools such as cross compilers and source-level debuggers.

Virtual Instruments

Figure 26.7 shows a layer model of the software for a generalized instrumentation system. The application
layer handles the data acquisition, analysis, and presentation. The instrument drivers provide a mechanism

FIGURE 26.7  A layer model for instrumentation systems.
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for communicating with the instruments in a standard way without requiring the user to know about
the often cryptic data strings which need to be sent. For example, all digital multimeters will need the
facility to chose a specific input voltage range. The range coding, resolution, etc. that have to be sent to
the multimeter to achieve this will vary from instrument to instrument; however, the instrument driver
allows the software writer programming in the application layer to call a procedure such as

SetVoltageRange(VoltageValue)

and this procedure call is the same for all multimeters. Although some manufacturers use the term slightly
differently, the instrument driver is in effect the virtual instrument. Writing instrument drivers is a time-
consuming but not too difficult task. Instrument drivers for proprietary instrumentation software design
packages are readily available from instrument manufacturers. Device drivers integrate the controlling
interface (e.g., IEEE-488, RS-232, or internal card) into the operating system of the computer. Writing
a device driver requires a detailed knowledge of the device hardware and of the computer operating
system. This is a difficult task and new interfaces should be purchased with a device driver appropriate
for the operating system wherever possible.

A number of development environments which are based on the virtual instrument concept are now
available. These free the user from the problems of writing conventional software to control instruments
and handle the data produced. Instruments appear to the software developer as “front panels” drawn on
the computer screen, complete with familiar buttons, knobs, and displays. Data flow is handled by linking
instruments in a block diagram using a mouse in an environment that resembles an ordinary drawing
package. The software developer is working only in the application layer.

While the graphical environment allows simple systems to be developed rapidly, experienced program-
mers may find it restrictive. There are software development systems available that give the programmer
access libraries containing instrument drivers, data analysis routines, graphics functions, and data visu-
alizations facilities in commonly used high-level languages such as C, Pascal, BASIC, and FORTRAN.

Working Directly with Peripherals

It may occasionally be the case that the cost of software support for a virtual instrument development
environment is not justified for a small application. Software must then be written to interface directly
with the peripheral. The earlier section on digital input and output explained in principal what was
necessary to program a simple interface chip. We now continue this example and show using the language C
how this might be achieved.

The method of accessing the registers of peripheral cards depends on the microprocessor involved and
may not even be a standard feature of the language being used. Where the peripheral forms part of the
same address space as the computer memory, such as in the Motorola 680XX series, pointers can be used
to read and write values in the registers. The Intel 80 ¥ 86 series of processors often place peripherals in
a separate address space which may not be accessed by pointers. In this case an extension to the language
is required. Borland’s Turbo C and C++ provide functions to read and write I/O mapped devices:

unsigned char inportb(int portid)
void outportb(int portid, unsigned char value)

These are used in the code fragment which implements the software for our earlier example. We assume
that the 8255 PPI has base address 0 ¥ 1b0 and that the program copies the value read from the input
port (port A) directly to the output port (port B), until bit 0 of the input becomes zero

/ * define the addresses of the registers for the PPI */

#define BASE 0x1b0

#define PABASE

#define PBBASE+1

#define CONTROLBASE+3
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unsigned char xin;/ * declare an 8-bit variable */

outportb(CONTROL, 153)/* set port A as input, port B as output */

do

{

xin = inportb(PA);/ * read the input */

outportb(PB,xin);/ * write the output */

}

while(xin & 1);/* loop if bit 0 is still 1 */

This fragment also illustrates that high-level languages generally only support input and output of bytes.
Masking techniques must be used to access individual bits.

The Choice of Operating System

The software development support discussed so far is typically available under DOS, Windows 3.1,
Windows 95, Windows NT, and UNIX. When a system is multitasking, it has to meet stringent real-time
constraints; however, none of these operating systems is particularly appropriate. DOS does not support
multitasking, and the others are not optimized for real-time systems which require speedy context
switching and rapid interrupt response. The most fundamental requirement of real-time applications is
that ability of the system to respond to external events with very short, bounded, and predictable delays.
Table 26.6 lists some important real-time operating systems and kernels.

Real-time operating systems tend not to have the mature and powerful software development support
available for conventional operating systems. It is not possible simply to develop the software on a familiar
operating system and then transfer the working programs to the target system. Much of the debugging,
testing, and system integration will have to be done on the target itself to access the hardware. A common
solution is a development system in which a conventional workstation is linked to the target system.
Software is developed on the workstation using familiar tools, e.g., a Windows-based editor, support for
version control, and a powerful filing system. At any time, code can be cross-compiled (i.e., compiled
for the processor on the target system) and downloaded to the target. The workstation may then monitor
the execution of the software running on the target processor. Features that allow the user to single-step

TABLE 26.6 Some Important Real-Time Operating 
Systems and Kernels

System OS/Kernel Manufacturer

OS-9 OS Microware Systems Corporation
1900 NW 114th Street,
Des Moines, IA 50325

LynxOS OS Lynx Real-Time Systems, Inc.
16870 Lark Avenue
Los Gatos, CA 95030-2315

VxWorks OS Wind River Systems
1010 Atlantic Avenue
Alameda, CA 94501

VRTX/OS OS Microtec Research
2350 Mission College Blvd.
Santa Clara, CA 95054

VRTX Kernel Microtec Research
2350 Mission College Blvd.
Santa Clara, CA 95054

iRMX Kernel Intel Corp.
3065 Bowers Avenue
Santa Clara, CA 95051
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through the source code, seen in a workstation window, while viewing the status of key variables in
another are available. It is also possible to set breakpoints and allow the processes to run until one is
encountered. Manufacturers of real-time operating systems are often able to provide development support
of this type for their product for a variety of workstations.
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27.1 Introduction

 

Telemetry is the science of gathering information at some remote location and transmitting the data to
a convenient location to be examined and recorded. Telemetry can by done by different methods: optical,
mechanical, hydraulic, electric, etc. The mechanical methods, either pneumatic or hydraulic have accept-
able results for short distances and are used in environments that have a high level of electromagnetic
interference and in those situations where, for security reasons, it is not possible to use electrical signals,
for example, in explosive environments. More recently, use of optical fiber systems allows the measure-
ment of broad bandwidth and high immunity to noise and interference. Other proposed telemetry
systems are based on ultrasound, capacitive or magnetic coupling, and infrared radiation, although these
methods are not routinely used. The discussion in this chapter will be limited to the most used systems:
telemetry based on electric signals. The main advantage of electric over mechanical methods is that
electrically based telemetry does not have practical limits regarding the distance between the measurement
and the analysis areas, and can be easily adapted and upgraded in already existing infrastructures. Electric
telemetry methods are further divided depending on the transmission channel that they use as wire
telemetry and wireless (or radio) telemetry. Wire telemetry is technologically the simplest solution. The
limitations of wire telemetry are the low bandwidth and low transmission speed that it can support.
However, it is used when the transmission wires can use the already existing infrastructure, as, for
example, in most electric power lines that are also used as wire telemetry carriers. Wireless telemetry is
more complex than wire telemetry, as it requires a final radio frequency (RF) stage. Despite its complexity,
it is widely used because it can transmit information over longer distances; thus, it is used in those
applications in which the measurement area is not normally accessible. It can also transmit at higher
speeds and have enough capacity to transmit several channels of information if necessary.

(1) transducers to convert physical variables to be measured into electric signals that can be easily
processed; (2) conditioning circuits to amplify the low-level signal from the transducer, limit its band-
width, and adapt impedance levels; (3) a signal-processing circuit that sometimes can be integrated in
the previous circuits; (4) a subcarrier oscillator whose signal will be modulated by the output of the
different transducers once processed and adapted; (5) a codifier circuit, which can be a digital encoder,
an analog modulator, or a digital modulator, that adapts the signal to the characteristics of the transmission
channel, which is a wire or an antenna; (6) a radio transmitter, in wireless telemetry, modulated by the
composite signal; (7) an impedance line adapter, in case of wire transmission, to adapt the characteristic
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Figure 27.1 displays a generic telemetry system. It consists of (not all the blocks will be always present)
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impedance of the line to the output impedance of the circuits connected to the adapter; and (8) for
wireless communication, a transmitting antenna. The receiver end consists of similar modules. For
wireless telemetry, these modules are (1) a receiving antenna designed for maximum efficiency in the RF
band used; (2) a radio receiver with a demodulation scheme compatible with the modulation scheme;
and (3) demodulation circuits for each of the transmitted channels. For wire telemetry, the antenna and
the radio receiver are replaced by a generic front end to amplify the signal and adapt the line impedance
to the input impedance of the circuits that follow. The transmission in telemetry systems, in particular
wireless ones, is done by sending a signal whose analog variations in amplitude or frequency are a known
function of the variations of the signals from the transducers. More recently, digital telemetry systems
send data digitally as a finite set of symbols, each one representing one of the possible finite values of
the composite signals at the time that it was sampled. The effective communication distance in a wireless
system is limited by the power radiated by the transmitting antenna, the sensitivity of the receiver and
the bandwidth of the RF signal. As the bandwidth increases, the contribution of noise to the total signal
also increases, and consequently more transmitted power is needed to maintain the same signal-to-noise
ratio (SNR). This is one of the principal limitations of wireless telemetry systems. In some applications,
the transmission to the receiver is done on base band, after the conditioning circuits. The advantage of
base-band telemetry systems is their simplicity, although because of the base-band transmission, they
are normally limited to only one channel at low speeds.

Not uncommonly, a measurement system needs to acquire either different types of signals or the same
type of data at different locations in the process that is being monitored. These different information
signals can be transmitted using the same common carrier by multiplexing the data signals. Multiplexing
allows different signals to share the same channel. Multiplexing techniques are usually considered either
frequency division multiplexing (FDM) or time division multiplexing (TDM). In FDM, different subcarrier
frequencies are modulated by the different measurement channel signals, which causes the information

 

FIGURE 27.1  

 

Block diagram for a telemetry system. Telemetry using wires can be performed in either base-band
or by sending a modulated signal, while wireless telemetry uses an RF carrier and an antenna.
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spectrum to shift from base band to the subcarrier frequency. Then, the subcarrier frequencies modulate
the RF carrier signal, which allows the transmission of all desired measurement channels simultaneously.
In TDM, the whole channel is assigned entirely to each measurement channel, although only during a
fraction of the time. TDM techniques use digital modulation to sample the different measurement
channels at different times. Then, these samples are applied sequentially to modulate the RF carrier.
Figure 27.2 illustrates these concepts by showing frequency and time graphs for FDM and TDM, respectively.

Almost all instrumentation and measurement situations are candidates for use of a telemetry link.
Telemetry is widely used in space applications for either telemeasurement of a distant variable or tele-
commandment of actuators. In most of these types of applications, for example, in space telemetry, it is
very important to design the telemetry systems to minimize the consumption of power [1]. Some land-
mobile vehicles, such as trains, also use telemetry systems, either wireless or by using some of the existing
power wires to transmit data to the central station and receive its commands [2]. In clinical practice, the
telemetry of patients increases their quality of life and their mobility, as patients do not need to be
connected to a measurement system to be monitored. Several medical applications are based on implant-
ing a sensor in a patient and transmitting the data to be further analyzed and processed either by radio
[3] or by adapted telephone lines [4] from the receiving station. Optical sensors and fiber-optic com-
munications are used in industry to measure in environments where it is not desirable to have electric
signals such as explosive atmospheres [5]. The designer of a telemetry system needs also to keep in mind
the conditions in which the system will have to operate. In most of the applications, the telemetry systems
must operate repeatedly without adjustment and calibration in a wide range of temperatures. Finally, as
different telemetry systems are developed, the need to permit tests to be made interchangeable at all
ranges increases, which require compatibility of transmitting, receiving, and signal-processing equipment
at all ranges. For this reason, the Department of Defense Research and Development Squad created the
Guided Missiles Committee, which formed the Working Group on Telemetry. This later became the Inter-
Range Instrumentation Group (IRIG) that developed Telemetry Standards. Today, the IRIG Standard
106-96 is the primary Telemetry Standard used worldwide by both government and industry.

 

FIGURE 27.2  

 

Basic characteristics of (a) FDM and (b) TDM signals. In FDM different channels are allocated at
different subcarrier frequencies (

 

f

 

c1

 

, 

 

f

 

c2

 

, …) while in TDM only one channel is transmitted at a given time. The
remaining channels are transmitted sequentially.
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27.2 Base-Band Telemetry

 

Base-band telemetry uses a wire line to communicate the signal from the transducer after being processed
and conditioned with the receiver. We will briefly describe telemetry systems based either on amplitude
or frequency. More in-depth study of these base-band telemetry systems can be found in Reference 6.

 

Base-Band Telemetry Based on Amplitude

 

Voltage-Based Base-Band Telemetry

 

Figure 27.3a shows a simple voltage-based telemetry system. The signal from the transducer is amplified,
normally to a voltage level between 1 and 15 V, and sent through a line consisting of two wires to the
receiver. By making the low end of the scale 1 V, this system can detect short circuits [6]. The main
problem of this configuration is the limitation on the transmission distance, which depends on the
resistance of the line and the input resistance for the receiver. Also, the connecting wires form a loop
that is very susceptible to interference from parasitic signals.

 

Current-Based Base-Band Telemetry

 

The limitation on transmission distance of the voltage-based system due to the impedance of the line
are solved by using a current signal instead of a voltage, as is shown in Figure 27.3b. This requires an
additional conversion module after the signal-processing circuits from voltage to current. At the receiver
end, the signal is detected by measuring the voltage across a resistor. The most-used system in industry
is the 4 to 20 mA loop. This means that 0 V is transmitted as 4 mA, while the highest voltage value is
transmitted as a 20 mA current. The advantage of transmitting 4 mA for 0 V is the easy detection of an
open circuit in the loop (0 mA). Other standard current values are 0 to 5, 0 to 20, 10 to 50, 1 to 5, and
2 to 10 mA. Also, voltage drops due to resistance of the wires do not affect the transmitted signal, which
allows the use of thinner wires. Because this is a current mode, the parasitic voltages induced in the line
do not affect the signal either. Current-based telemetry allows the use of grounded or floating transmitters
with few modifications [6].

 

FIGURE 27.3  

 

Different configurations for base-band telemetry. In voltage-based base-band telemetry (a) the infor-
mation is transmitted as variations of a voltage signal. Current-based base-band telemetry (b) is based on sending
a current signal instead of a voltage signal to neutralize the signal degradation due to the voltage divider made up
by the input impedance of the receiver (

 

Z

 

in

 

) and the impedance of the lines (

 

Z

 

L

 

). In frequency-based base-band
telemetry (c), the information is transmitted as variations of frequency which makes this system immune to noise
and interference that affect the amplitude of the transmitted signal.
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Base-Band Telemetry Based on Frequency

 

Frequency-based transmission is known to have higher immunity to noise than amplitude-based trans-

capacitive interference due to its immunity to noise. It also offers the possibility of isolating the receiver
from the transmitter. The signal at the output of the conditioning circuit modifies the frequency of the
telemetry signal, normally using a voltage-to-frequency converter. In the receiver, a frequency-to-voltage
converter performs the opposite function. A special case of frequency-based telemetry is pulse telemetry,
in which the modulating signal changes some characteristics of a train of pulses. Because of its importance
and widespread use, pulse telemetry will be analyzed in depth in the following sections.

 

27.3 Multiple-Channel Telemetry

 

Most of the industrial processes in which telemetry is used require the measurement of different physical
variables to control the process, the measurement of only one physical variable at different locations, or
normally a combination of both. In these multiple-channel measurements, base-band telemetry is not
an option, as it would require building a different system for each channel. Multiple-channel telemetry
is achieved by sharing a common resource (transmission channel), as is shown in Figure 27.4. The sharing
of the transmission channel by all the measurement channels is designated by 

 

multiplexing.

 

 There are
two basic multiplexing techniques: FDM and TDM. In FDM, different channels are assigned to different
spectral bands and the composite signal is transmitted through the communication channel. In TDM,
the information for different channels is transmitted sequentially through the communication channel.

 

Frequency Division Multiplexing

 

frequency. These sinusoidal signals are called subcarriers. Each of the modulated signals is then low-pass-
filtered to ensure that the bandwidth limits are observed. After the filtering stage, all the modulated
signals are fed into a summing block, producing what is known as a base-band signal. A base-band signal
indicates here that the final carrier has not yet been modulated. The spectrum of the base-band signal
is shown in Figure 27.5b, where it is possible to see how each measurement channel spectrum signal is
allocated its own frequency. This composite signal finally modulates a carrier signal whose frequency
depends on the transmission medium that is used. The signal is then fed into a transmission wire (similar
to TV-broadcasting systems by cable) or, more commonly, into an antenna in the case of wireless telemetry
systems. In wireless telemetry, the frequency of the carrier cannot be chosen arbitrarily, but is chosen in
accordance with international agreements on the use of the electromagnetic spectrum. In the U.S., the
Federal Communications Commission (FCC) is the body that regulates the allocation of frequencies for

 

FIGURE 27.4  

 

In multiple-channel telemetry a common transmission channel is used to transmit the measured
signals from different channels using different sharing schemes.
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In FDM, shown in Figure 27.5a, each measurement channel modulates a sinusoidal signal of different
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different communication services. Table 27.1 shows the most common telemetry frequency bands and
their intended use. Table 27.1 is for informational purposes only, and it is not a comprehensive guide to
telemetry frequencies. To find the allowed telemetry frequencies for a specific application, the maximum
power allowed, and other limitations, the reader should consult the applicable FCC documents [7,8].
The allocation of bands is a process subject to change. For example, in October 1997 the FCC assigned
some of the TV channel bands for patient telemetry inside hospitals, with restricted power. The FCC
publishes all changes that affect frequency bands or other technical characteristics for telemetry.

At the receiver end, the carrier demodulator detects and recovers the composite base-band signal. The
next step is to separate each of the subcarriers, by feeding the signal into a bank of parallel passband
filters. Each channel is further demodulated, recovering the information from the transducer. The main

 

FIGURE 27.5  

 

The different channels in an FDM system (a) are allocated at different subcarrier frequencies pro-
ducing a composite signal shown in (b) that is later modulated by an RF frequency according to the transmission
channel used. The guard bands limit the closeness of contiguous channels to avoid intermodulation and cross talk.

 

TABLE 27.1

 

Frequency Bands Allocated for Telemetry

 

Frequency Band, MHz Uses Notes

 

72–76 Biotelemetry Low-power devices; restricted by Part 15 of FCC rules
88–108 Educational Four frequencies in this band; Part 90 of FCC rules

154 Industry Band in TV channels 7–13
174–216 Biotelemetry Low-power operations restricted to hospitals
216–222 Multiple BW < 200 kHz
450–470 General Telemetry as secondary basis; limited to 2 W of RF
467 Industry Business band; limited to 2 W of RF
458–468 Biotelemetry Band in TV channels 21–29
512–566 Biotelemetry Low-power operations restricted to hospitals

1427–1435 Fixed Uses in land-mobile services (telemetering and telecommand)
1435–1535 Aeronautical
2200–2290 Mobile
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practical problem of FDM systems is the cross talk between channels. Cross talk appears due to the
nonlinearities of the electronic devices, which originates when the signal for one channel partially
modulates another subcarrier in addition to the one assigned to that channel. Cross talk also originates
when the spectra for two adjacent channels overlap. To avoid this effect, the subcarriers have to be chosen
so that there is a separation (guard band) between the spectra of two contiguous channels. By increasing
the guard band, the possibility of cross talk decreases, but the effective bandwidth also increases. The
effective bandwidth equals the sum of the bandwidth of all channels, plus the sum of all the guard bands.

There are three alternative methods for each of the two modulation processes: the modulation of the
measurement channel signals and the modulation of the composite signal. These methods are amplitude
modulation (AM), frequency modulation (FM), and phase modulation (PM). The usual combinations
are FM/FM, FM/PM, or AM/FM [6]. Here, we will analyze only on the subcarrier modulation schemes,

 

Subcarrier Modulation Schemes for Frequency Division Multiplexing

 

Subcarrier Modulation of Amplitude.

 

In an AM subcarrier modulation scheme, the amplitude of a particular subcarrier signal is changed
according to the value of the measured channel assigned to that frequency. The resulting AM signal is
given by 

where 
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c

 

 is the amplitude of the carrier, 

 

m

 

(

 

t

 

) the modulating signal, and 

 

w

 

c

 

 the frequency of the carrier.
The advantage of this type of modulation is the simplicity of the circuits that perform the modulation

and the circuits required for the demodulation, in order to recover the modulating signal that carries
the desired information. The percentage of modulation denotes the extent to which a carrier has been
amplitude modulated. Assuming for simplicity that the modulating signal is sinusoidal of frequency 

 

w

 

m

 

,
such as

the percentage of modulation (

 

P

 

) can be found as

In a more general way, the percentage of modulation (

 

P

 

) is expressed as

where 

 

A

 

c(max)

 

 and 

 

A

 

c(min)

 

 are the maximum and minimum values that the carrier signal achieves.

signal is a band-limited, nonperiodic signal of finite energy. Figure 27.6 shows that it consists of two
sidebands that are symmetrical in reference to the subcarrier. Figure 27.6 shows the main disadvantages
of AM schemes. First, the bandwidth of the modulated channel is two times the bandwidth of the
modulating signal, due to the two similar sidebands that appear. This results in an inefficient use of the
spectrum. Second, the analysis of power for each of the components in Figure 27.6 shows that at least
50% of the transmitted power is used in transmitting the subcarrier, which is independent of the measured
signal, as it does not contain any information. The remaining power is split between the two sidebands,
which results in a maximum efficiency that it is theoretically possible to achieve of below 25%. The third
main problem of AM is the possibility of overmodulation, which occurs when 

 

m 

 

> 1. Once a signal is

v t A m t t( ) = + ( )[ ] ( )c c1 cos w
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P m= ¥ ( )100 %

P A A

A100 2%
=

-( ) ( )c max c min

c

 

1733 FrameBook  Page 7  Tuesday, June 3, 2003  10:03 AM

while the modulation for the RF signal is analyzed in Chapter 21.

Figure 27.6 shows the spectrum of an amplitude-modulated signal, assuming that the modulating
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overmodulated, it is not possible to recover the modulating signal with the simple circuits that are widely
used for AM telemetry transmission.

The limitations of AM subcarrier modulation can be overcome using more efficient modulation
techniques such as double sideband (DSB), single sideband (SSB), and compatible single sideband
(CSBB), which are also considered AM techniques. However, the complexity of these modulation systems
and the cost associated with systems capable of recovering subcarrier signals modulated this way cause
these not to be used in most commercial telemetry systems. Most of the available systems that use AM
subcarrier techniques use the traditional AM that has been described here, because its simplicity over-
comes the possible problems of its use.

 

Subcarrier Modulation of Frequency.

 

FM (or PM) is by far the most-used subcarrier modulation scheme in FDM telemetry systems. These
angle modulations are inherently nonlinear, in contrast to AM. Angle modulation can be expressed as

where 

 

f

 

(

 

t

 

) is the modulating signal, that is, the signal from the transducers after conditioning.
It is then possible to calculate the value of the instantaneous frequency as

This equation shows how the signal 

 

v

 

(

 

t

 

) is modulated in frequency. We can analyze two parameters that
can be derived from the previous equations: frequency deviation and modulation index. Frequency
deviation (

 

f

 

m

 

) is the maximum departure of the instantaneous frequency from the carrier frequency. The
modulation index (

 

b)

 

 is the maximum phase deviation. The following equations show how these param-
eters are related. The value of the instantaneous frequency (

 

f

 

) is [9]

 

FIGURE 27.6  

 

Resulting spectrum after amplitude modulation of a signal shown in (a). The resulting spectrum has
doubled the required bandwidth, while only 0.25 of the total power is used in transmitting the desired information.
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The maximum frequency deviation is 

 

D

 

f 

 

and is given by

Therefore, we can write the equation for the frequency modulated signal as

The previous equation shows that the instantaneous frequency, 

 

f,

 

 lies in the range 

 

f

 

c

 

 ± 

 

D

 

f.

 

 However, it
does not mean that all the spectral components lie in this range. The spectrum of an angle-modulated
waveform cannot be written as a simple equation. In the most simple case, when the modulating signal
is a sinusoidal signal, a practical rule states that the bandwidth of an FM signal is twice the sum of the
maximum frequency deviation and the modulating frequency. For modulating signals commonly found
in measuring systems, the bandwidth is dependent upon the modulation index; that is, as the bandwidth
allocated for each channel is limited, the modulation index will also be limited.

 

Frequency Division Multiplexing Telemetry Standards

 

IRIG Standard 106-96 is the most used for military and commercial telemetry, data acquisition, and
recording systems by government and industry worldwide [10]. It recognizes two types of formats for
FM in FDM systems: proportional-bandwidth modulation (PBW) and constant-bandwidth modulation
(CBW). It also allows the combination of PBW and CBW channels. In PBW, the bandwidth for a channel
is proportional to the subcarrier frequency. The standard recognizes three classes of subcarrier deviations:
7.5, 15, and 30%. There are 25 PBW channels with a deviation frequency of 7.5%, numbered 1 to 25.
The lowest channel has a central frequency of 400 Hz, which means that the lower deviation frequency
is 370 Hz and the upper deviation frequency is 430 Hz. The highest channel (channel 25) has a center
frequency of 560,000 Hz (deviation from 518,000 to 602,000 Hz). The center frequencies have been
chosen so that the ratio between the upper deviation limit for a given channel and the lower deviation
limit for the next channel is around 1.2. There are 12 PBW channels with a deviation frequency of 15%,
identified as A, B, … L. The center frequency for the lowest channel is 22,000 Hz (deviation from
18,700 Hz to 25,300 Hz), while the center frequency for the highest channel is 560,000 Hz (476,000 to
644,000 Hz), with a ratio for the center frequencies of adjacent channels being about 1.3. There are also
12 PBW channels for a deviation frequency of 30%, labeled from AA, BB, … to LL. The center frequency
for these channels is the same as that for the 15% channels.

CBW channels keep the bandwidth constant and independent of its carrier frequency. There are eight
possible maximum subcarrier frequency deviations labeled A (for 2 kHz deviation) to H (for 256 kHz
deviation). The deviation frequency doubles from one group to the next. There are 22 A-channels, whose
center frequency range from 8 to 176 kHz. The separation between adjacent channels is a constant of

IRIG Standard 106-96 gives in its appendix criteria for the use of the FDM Standards. It focuses on
the limits, most of the time dependent on the hardware used, and performance trade-offs such as data
accuracy for data bandwidth that may be required in the implementation of the system. The subcarrier
deviation ratio determines the SNR for a channel. As a rule of thumb, the SNR varies as the three-halves
power of the subcarrier deviation ratio. On the other hand, the number of subcarrier channels that can
be used simultaneously to modulate an RF carrier is limited by the channel bandwidth of the RF carrier
as well as considerations of SNR. Given a limited RF bandwidth, as more channels are added to the FDM
system, it is necessary to reduce the deviation ratio for each channel, which reduces the SNR for each
channel. It is then very important to evaluate the acceptable trade-off between the number of subcarrier
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8 kHz. Table 27.2 shows a summary of the characteristics of CBW channels.
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channels and the acceptable SNR values. A general equation that might be used to estimate the thermal
noise performance of an FM/FM channel is the following [11]:

where (

 

S

 

/

 

N

 

)

 

d

 

 represents the SNR at the discriminator output, (

 

S

 

/

 

N

 

)

 

c

 

 represents the SNR of the receiver,

 

B

 

c

 

 is the intermediate-frequency bandwidth of the receiver,

 

 F

 

ud

 

 is the subcarrier discriminator output
filter (at –3 dB), 

 

f

 

s

 

 is the subcarrier center frequency, 

 

f

 

dc

 

 is the carrier peak deviation for the subcarrier
considered, and 

 

f

 

ds

 

 is the subcarrier peak deviation.
According to the Standard, the FM/FM composite FDM signal that is used to modulate an RF carrier

can be of PBW format, CBW format, or a combination of both, with the only limitation that the guard
bands between the channels used in the mixed format are equal to or greater than the guard bands for
the same channels in an unmixed format.

 

Time Division Multiplexing

 

TDM is a transmission technique that divides the time into different slots, and assigns one slot to each
measurement channel. In TDM, all the transmission bandwidth is assigned entirely to each measurement
channel during a fraction of the time. After the signals from the measurement channels have been low-
pass filtered, they are sequentially sampled by a digital switch that samples all the measurement channels

  

for an FDM system. The output of the sampler is a train of AM pulses that contains the individual
samples for the channels framed periodically, as is shown in Figure 27.7b. Finally, the composite signal
modulates an RF carrier. The set of samples from each one of the input channels is called a frame. For

 

M 

 

measurement channels, the period between two consecutive pulses is 

 

T

 

s

 

/

 

M 

 

= 1/

 

Mf

 

s

 

, where 

 

T

 

s

 

 is the
sampling period. The period between samples from the same channel is 

 

T

 

s

 

. At the receiver end, by
separating the digital signals into different channels by a synchronized demultipler and by low-pass
filtering, it is possible to recover the original signal for each measurement channel.

TDM systems have advantages over FDM systems. First, FDM requires subcarrier modulators and
demodulators for each channel, whereas in TDM only one multiplexer and demultiplexer are required.
Second, TDM signals are resistant to the error sources that originate cross talk in FDM: nonideal filtering
and cross modulation due to nonlinearities. In TDM, the separation between channels depends on the
sampling system. However, because it is impossible in practice to produce perfectly square pulses, their
rise and fall times are different from zero. It is then necessary to provide guard time between pulses,
similar to the band guards in FDM systems. Cross talk in TDM can be easily estimated assuming that
the pulse decay is exponential with a time constant (

 

t)

 

 approximately equal to

 

TABLE 27.2

 

Characteristics of Constant Bandwidth (CBW) Channels for FDM

 

Channel Frequency Lowest Channel Highest Channel No. of Separation
Denomination Deviation, kHz Center Frequency, kHz Center Frequency, kHz Channels between Channels, kHz

 

A ±2 8 176 22 8
B ±4 16 352 22 16
C ±8 32 704 22 32
D ±16 64 1408 22 64
E ±32 128 2816 22 128
F ±64 256 3840 15 256
G ±128 512 3584 7 512
H ±256 1024 3072 4 1024
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in a period of time (T) that complies with the Nyquist criteria. Figure 27.7a shows a basic block diagram
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where 

 

B 

 

is the –3 dB channel bandwidth. The cross talk (

 

k

 

) between channels can be approximated as

where 

 

T

 

g

 

 is the minimum time separation between channels, called guard time.
A common situation in measurement systems occurs when the 

 

M 

 

signals that need to be measured
have very different speeds. The channel sampling rate is determined by the fastest signal, thus needing
an 

 

M-

 

input multiplexer capable of handling signals at that sampling frequency. A convenient solution is
to feed several slow signals into one multiplexer, then combine its output with the fast signal in a second
multiplexer [6].

 

FIGURE 27.7  

 

TDM systems (a) are based on sequentially sampling 

 

M 

 

different channels at a sampling frequency
fs, and sending the information for each channel sequentially (b). In TDM, the synchronism between transmitter
and receiver is critical to recovery of the sampled signal. In this figure, the TDM signal is made of only two channels
to increase readability. The blocks labeled LPF represent low-pass filters.
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Analog Subcarrier Modulation Schemes for Time Division Multiplexing

In analog modulation for subcarriers the signal that results after the multiplexing and sampling process
modulates a train of pulses. The most common methods for analog subcarrier modulation are pulse
amplitude modulation (PAM), pulse duration modulation (PDM), and pulse position modulation
(PPM). Figure 27.8 illustrates these three modulation schemes, where the pulses are shown square for
simplicity. In analog modulation, the parameter that is modulated (amplitude, duration, or relative
position) changes proportionally to the amplitude of the sampled signal. However, in PAM and PDM
the values have an offset, so that when the value of the sample is zero, the pulse amplitude or the pulse
width is different from zero. The reason for these offsets is to maintain the rate of the train of pulses
constant, which is very important for synchronization purposes. The common characteristics of the
different analog modulation schemes for pulses in TDM are (1) a modulated signal spectrum with a
large low-frequency content, especially close to the sampling frequency; (2) the need to avoid overlaying
between consecutive pulses in order to conserve the modulation parameters; and (3) the possibility of
reconstructing the original samples from the modulated signal through low-pass filtering after demulti-
plexing. The reduction of noise depends on the bandwidth of the modulated signal, with this being the
principal design criterion.

Pulse Amplitude Modulation.
PAM waveforms are made of unipolar, nonrectangular pulses whose amplitudes are proportional to the
values of the samples. It is possible to define the modulation index using similar criteria as in analog
AM. Similarly, in PAM the modulation index is limited to values less than 1.

FIGURE 27.8  Different analog modulation schemes used in TDM. The variations in amplitude of the signal x(t)
are transmitted as amplitude variations of pulses (PAM), duration changes of pulses (PDM), or changes in the relative
position of the pulses (PPM). In all the cases, the level 0 is transmitted by a pulse whose amplitude (A0), duration
(t0), or relative position (t0) is different from 0.
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Pulse Duration Modulation.
PDM is made of unipolar, rectangular pulses whose durations or widths depend on the values of the
samples. The period between the center of two consecutive pulses is constant. The analysis of the resulting
spectrum shows that it is possible to reconstruct the samples by low-pass filtering [9].

Pulse Position Modulation.
PPM is closely related to PDM, as PPM can be generated through PDM. In PPM the information resides on
the time location of the pulses rather than in the pulses by themselves. It is then possible to transmit very
narrow pulses to reduce the energy needed; this energy reduction is the most important advantage of PPM.

Pulse Code Modulation for Time Division Multiplexing.
All the previously analyzed subcarrier modulation schemes in telemetry systems are based on an analog
signal that modulates either an analog carrier or a train of pulses. Pulse code modulation (PCM) is
different: it is a digital modulation in which the measured signal is represented by a group of codified
digital pulses. Two variations of PCM that are also often used are delta modulation (DM) and differential
pulse code modulation (DPCM). In analog modulation schemes, the modulating signal from the trans-
ducer can take any value between the limits. If noise alters the modulating signal, it is impossible to
decide its real value. Instead, if not all the values in the modulating signal are allowed, and the separation
between the allowed levels is higher than the expected noise values, it is then possible to decide which
were the values sent by the transmitter. This immunity against noise makes PCM systems one of the
preferred alternatives for telemetry. Figure 27.9 shows the basic elements of a PCM telemetry system. A
PCM encoder (or PCM commutator) converts the input data into a serial data format suitable for
transmission through lines by wireless techniques. At the receiving end, a PCM decoder (or PCM
decommutator) converts the serial data back into individual output data signals. PCM systems transmit
data as a serial stream of digital words. The PCM encoder samples the input data and inserts the data
words into a PCM frame. Words are assigned specific locations in the PCM frame, so the decoder can
recover the data samples corresponding to each input signal. The simplest PCM frame consists of a frame
synchronization word followed by a string of data words. The frame repeats continually to provide new
data samples as the input data change. Frame synchronization enables the PCM decoder to locate the
start of each frame easily.

Pulse Code Modulation Telemetry Standards.
IRIG Standard 106-96 also defines the characteristics of PCM transmission for telemetry purposes, in
particular, the pulse train structure and system design characteristics. The PCM formats are divided into
two classes for Standards purposes: class I and class II. The simpler types are class I, whereas the more
complex types are class II. Some of the characteristics of class II systems are bit rates greater than 5 Mbit/s,
word lengths in excess of 16 bits, fragmented words, unevenly spaced subcommutation, format changes,
tagged data formats, asynchronous data transmission, and merger of multiple format types, among others.

(nonreturn to zero — level), NRZ-M (nonreturn to zero — mark), NRZ-S (nonreturn to zero — space),
BiØ-L (Biphase — level), BiØ-M (Bi-Phase — mark), and BiØ-S (Biphase — space). The Standard also

FIGURE 27.9  Block diagram showing a basic PCM link for telemetry.
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The following PCM codes, shown in Figure 27.10, are recognized by the IRG Standards: NRZ-L

Table 27.3 provides a brief summary of relevant PCM specifications. Readers interested in the detailed
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specifications and descriptions should refer to Chapter 4 of the IRIG 106-96 Standard [10].
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TABLE 27.3 Summary of the Most Relevant PCM Specifications According to IRIG 106-96

Specification Class I Class II

Class format support Class I (simple formats) 
supported on all ranges

Class II (complex formats) requires concurrence of 
range involved

Primary bit representation 
(PCM codes)

NRZ-L, NRZ-M, NRZ-S, 
RNRZ-L, BiØ-L, BiØ-M, BiØ-S

Same as class II

Bit rate 10 bps to 5 Mbps 10 bps to > 5 Mbps
Bit rate accuracy and 

stability
0.1% Same as class I

Bit jitter 0.1 bit Same as class I
Bit numbering MSB = bit number 1 Same as class I
Word length 4 to 16 bits 4 to 64 bits
Fragmented words Not allowed Up to 8 segments each; all segments in the same 

minor frame
Minor frame length <8192 bits or <1024 words 

(includes synchro)
<16,384 bits (includes synchro)

Major frame length <256 minor frames Same as class I
Minor frame numbering First minor frame in each major 

frame in number 1
Same as class I

Format change Not allowed Frame structure is specified by frame format 
identification (FFI) word in every minor frame

FIGURE 27.10  Different PCM codes. All lower levels in NRZ use a value different from zero. In biphase codes the
information resides in the transitions rather than in the levels. In NRZ-L, a 1 is represented by the highest level,
while a 0 is represented by a lower level. In NRZ-M, a 1 is represented by a change in level, while a 0 is represented
by no change in level. In NRZ-S, a 1is represented by no change of level, while a 0 is represented by a change of level.
In Bif-L, a 1 is represented by a transition to the lower level, while a 0 is represented by a transition to the higher
level. In Bif-M, the 1 is represented by no change of level at the beginning of the bit period, while the 0 is represented
by a change of level at the beginning of the bit period. In Bif-S, a 1 is represented by changing the level at the
beginning of the bit period, while the 0 is represented by no change of level at the beginning of the bit period.
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recommends that the transmitted bit stream be continuous and contain sufficient transitions to ensure
bit acquisition and continued bit synchronization. Bit rates should be at least 10 bits/s. If the bit rate is
above 5 Mbit/s, the PCM system is classified as class II. In reference to the word formats, the Standard
defines a fixed format as one that does not change during transmissions with regard to the frame structure,
word length or location, commutation sequence, sample interval, or measurement list. Individual words
may vary in length from 4 bits to not more than 16 bits in class I and not more than 64 bits in class II.
Fragmented words, defined as a word divided into not more than eight segments and placed in various
locations within a minor frame, are only allowed in class II. All word segments used to form a data word
are constrained to the boundaries of a single minor frame. The Frame Structure allowed by the Standards
for PCM telemetry specifies that data are formatted into fixed frame lengths, that contain a fixed number
of equal-duration bit intervals. A minor frame is defined as the data structure in time sequence from the
beginning of a minor frame synchronization pattern to the beginning of the next minor frame synchro-
nization pattern. The minor frame length is the number of bit intervals from the beginning of the frame
synchronization pattern to the beginning of the next synchronization pattern. The maximum length of
a minor frame will not exceed 8192 bits nor 1024 words in class I and will not exceed 16,384 bits in
class II. Minor frames consist of the synchronization pattern, data words, and subframe synchronization
words if they are used. The Standard allows the use of words of different length if they are multiplexed
in a single minor frame. Figure 27.11 shows a graphical representation of a PCM frame structure. Major
frames contain the number of minor frames required to include one sample of every parameter in the
format. Their length is defined as minor frame length multiplied by the number of minor frames
contained in the major frame. The maximum number of minor frames per major frame is limited to 256.

Appendix C in the 106-96 IRIG Standard gives recommendations for maximal transmission efficiency
in PCM telemetry. The intermediate-frequency (IF) bandwidth for PCM telemetry data receivers should
be selected so that 90 to 99% of the transmitted power spectrum is within the receiver 3-dB bandwidth.
The IF also has effects on the bit error probability (BEP) according to the following equation for NRZ-L
PCM/FM [10]:

where k ª –0.7 for IF bandwidth equal to bit rate
k ª –0.65 for IF bandwidth equal to 1.2 times bit rate
k ª –0.55 for IF bandwidth equal to 1.5 times bit rate

FIGURE 27.11  Structure of a PCM Frame. The maximum length of a minor frame is 8192 bits or 512 for class I
and 16,284 bits for class II. A major frame contains N ¥ Z words, where Z is the number of words in the maximum
subframe, and N is the number of words in the minor frame. Regardless of its length, the minor frame synchronism
is considered as one word. W is the word position in the minor frame, while S is the word position in the subframe.

BEP SNR= ( )0 5. e k
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Other data codes and modulation techniques have different BEP vs. SNR performance characteristics,
but in any case they will have similar trends.

The Standard also specifies the recommended frame synchronization patterns for general use in PCM
telemetry. There are different lengths for synchronization patterns, but in all of them the 111 is the first
bit sequence transmitted. The patterns for lengths 16 to 30 were selected in order to minimize the
probability of false synchronization over the entire pattern overlap portion of the ground station frame
synchronization [12]. The spectral density (S) for the NRZ and BiØ codes are:

The calculation of spectral densities allows the determination of the BEP for the previous type of codes
assuming perfect bit synchronization. These calculations show that for the same SNR, the lowest BEP is
achieved for NRZ-L and Bi codes, followed by NRZ and BiØ mark and space codes and finally for random
NRZ-L codes (RNRZ-L).

Telemetry data are usually recorded onto magnetic tape for later analysis. When recording PCM data,
it is important to ensure that the tape recorder provides sufficient frequency response to capture and
reproduce the PCM signal. Useful rules to calculate the maximum bit rate for various PCM codes specify
that for NRZ and RNRZ codes the maximum bit rate is 1.4 times the tape recorder frequency response,
while for all biphase codes, the maximum rate is 0.7 times the tape recorder response. To limit the
transmission bandwidth that PCM creates because it is a digital signal with sharp transitions, the PCM
signal is usually passed through a premodulation filter before it is fed into the transmitter input. The
filter cutoff frequency can be calculated as 0.7 times the PCM bit rate for NRZ and RNRZ codes and
1.4 times the PCM bit rate for all biphase codes.

Defining Terms

Bandwidth: The range of frequencies occupied by a signal.
Carrier: A frequency that is modulated by a signal containing information.
Channel: A subcarrier that carries information.
Constant bandwidth (CBW) channel: A channel whose bandwidth is independent of its carrier frequency.
Deviation ratio: The ratio of the maximum carrier frequency deviation to the maximum data frequency

deviation.
Frequency deviation: The difference between the center frequency of a carrier and its upper or lower

deviation limit.
Frequency division multiplexing (FDM): A composite signal consisting of a group of subcarriers

arranged so that their frequencies do not overlap or interfere with each other.
Frequency response: The highest data frequency that can be carried by the channel.
IRIG: Inter-Range Instrumentation Group of the Range Commanders Council (RCC).
Proportional bandwidth (PBW) channel: A channel whose bandwidth is proportional to its carrier

frequency.
Remote switching: Telemetry consisting only of yes/no or on/off orders.
Signaling: Telemetry consisting of binary information.
Subcarrier: A carrier combined with other carriers to create a composite signal.
Subcarrier bandwidth: The difference between the upper and lower frequencies of a modulated carrier.

NRZ Codes

Biphase Codes

S
f T

f T

S
f T

f T

= ( )
( )

= ( )
( )

sin

sin

2

2

4

4

2

2

p

p

p

p

1733 FrameBook  Page 16  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Telemetry 27-17

References

1. B.P. Dagarin, R.K. Taenaka, and E.J. Stofel, Galileo probe battery system, IEEE Aerospace Electron.
Syst. Mag., 11 (6): 6–13, 1996.

2. M.W. Pollack, Communications-based signaling: advanced capability for mainline railroads, IEEE
Aerospace Electron. Syst. Mag., 11 (11): 13–18, 1996.

3. M.C. Shults, R.K. Rhodes, S.J. Updike, B.J. Gilligan, and W.N. Reining, A telemetry-instrumenta-
tion system for monitoring multiple subcutaneously implanted glucose sensors, IEEE Trans.
Biomed. Eng., 41: 937–942, 1994.

4. M. Rezazadeh and N.E. Evans, Multichannel physiological monitor plus simultaneous full-duplex
speech channel using a dial-up telephone line, IEEE Trans. Biomed. Eng., 37: 428–432, 1990.

5. Y.S. Trisno, P. Hsieh, and D. Wobschall, Optical pulses powered signal telemetry system for sensor
network application, IEEE Trans. Instrum. Meas., 39: 225–229, 1990.

6. R. Pallás-Areny and J.G. Webster, Sensors and Signal Conditioning, 2nd ed., New York: John Wiley &
Sons, 2001, 352–379.

7. Part 90: Private land mobile radio services. Subpart J: Non voice and other specialized operations
(Sec. 90.238: Telemetry), Code of Federal Regulations, Title 47, Telecommunication. Chapter I:
Federal Communications Commission.

8. Part 15: Radio frequency devices, Code of Federal Regulations, Title 47, Telecommunication. Chapter
I: Federal Communications Commission.

9. H. Taub and D. L. Schilling, Principles of Communication Systems, 2nd ed., New York: McGraw-
Hill, 1986.

10. IRIG, Telemetry Standard IRIG 106-96, Range Commander Council, U.S. Army White Sands Missile
Range, 1996.

11. K. M. Uglow, Noise and bandwidth in FM/FM radio telemetry, IRE Trans. Telemetry Remote Control,
19–22, 1957.

12. J.L. Maury and J. Styles, Development of optimum frame synchronization codes for Goddard space
flight center PCM telemetry standards, Proc. Natl. Telemetering Conf., 1964.

E. H. Higman, Pneumatic instrumentation, in B.E. Noltingk, Ed., Instrument Technology: Instrumentation
Systems, Vol. 4, London: Butterworths, 1987.

C.H. Hoeppner, Telemetry, in R.C. Dorf, Ed., The Electrical Engineering Handbook, Boca Raton, FL: CRC
Press, 1993.

R.S. Mackay, Bio-Medical Telemetry, 2nd ed., Piscataway, NJ: IEEE Press, 1993.
Telemetry Group, Test Methods for Telemetry Systems and Subsystems. Document 118-97, Range Com-

manders Council, U.S. Army White Sands Missile Range, 1997.
Telemetry Group, Telemetry Applications Handbook Document 119-88, Range Commanders Council, U.S.

Army White Sands Missile Range, 1988.

1733 FrameBook  Page 17  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC

Further Information



 

28

 

-1

  

28

 

Sensor Networks

 

and Communication

 

28.1 Introduction .....................................................................

 

28

 

-1

 

Problems with Networked Sensors

 

28.2 Communication and Networking Concepts ..................

 

28

 

-3

 

Network Reference Model

 

28.3 Network Technologies......................................................

 

28

 

-9

  

28.4 Applying Network Communications............................

 

28

 

-14

  

28.5 Advanced Topics.............................................................

 

28

 

-15

 

IEEE P1451

 

28.1 Introduction

 

What Is a Communication Network?

 

A communication network provides a system by which multiple users may share a single communication
path (or medium) to exchange information. The telephone system is an example of a system containing
many communication networks, which can be considered to be a single communication network as an
abstract example. Communication networks are commonly used in various industries and applications
to provide an economical means to allow multiple, geographically separated users to exchange information.

 

Ordinary Sensors vs. Networked Sensors

 

A definition of the function of a sensor is to map or convert one measured variable (e.g., spatial,
mechanical, electromagnetic, etc.) into another — usually electric — variable or signal. This signal may
then be passed to a measurement or processing system for capture and analysis, or as a direct input to
some controlled process. In this case, the measured variable is represented as an electric signal. This
signal must be handled individually by the measurement system, and it may also be subject to corruption
from a variety of sources, such as electromagnetic interference in the case of an electric signal.
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In applications where a number of sensing devices are needed, and/or where the sensing devices are
distributed geographically (or are distant from the measurement and analysis system), the application
designer may wish to use a communication network to transmit sensor data from the measurement point
to the measurement and analysis system. Such applications typically involve some sort of digital computing
machinery at the measurement and analysis point, or as part of the control system. Figure 28.1 depicts a
representative block diagram of a sensor/network system showing the relationship of the various components.

Networked sensors can be distinguished into two components: those performing the measurement
function, and those components performing the communication function. In some cases, these two
functions may be designed as a single unit, such that the “sensor” intrinsically includes communication
capability. In other cases, an ordinary sensor may be connected to a conversion unit, which converts the
output signal of the ordinary sensor into a form suitable for the network, and manages the delivery of
this information on the network.

 

Why Use Networked Sensors?

 

Network communication combined with sensor technology can provide several benefits to an application,
as well as to the sensor designer. The most obvious benefit of a network is the simplification of the wiring
for the transmission of the signals from one place to another. For a system containing 

 

N 

 

users, the number
of wires or cables 

 

T 

 

required to individually connect each user with each other user is given by Equation 28.1:

(28.1)

assuming each wire or cable can carry information in both directions between the two users connected by
that cable. For more than a few users, the number of cables required (

 

T

 

) to provide an individual connection
between each pair of users is large. Sensors are often connected to a central measurement and analysis
system, and may only need to communicate with the central system. In this case, the number of individual
wires or cables needed is equal to the number of sensors (

 

N 

 

– 1). Even with this smaller number of cables,
the wiring for a large number of sensors in some applications can be quite complex. A network may be
able to reduce the total number of cables required to a much smaller number. In fact, in a sensor network,
all of the sensors and the central measurement and analysis system can be connected to a single cable.

 

FIGURE 28.1  

 

A networked sensor is an ordinary sensor with network communication components added.

T N= --( )2 11
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An indirect benefit of networking may be in its handling of the sensor signal. Because most modern
networks are digital in nature, an analog sensor signal typically must be digitized before it can be
transmitted on a network. With a networked sensor, the digitization will typically be carried out by
circuitry in relatively close proximity to the sensor. As a result, the analog signal will have traveled a short
distance before being converted to a digital signal. This can be a benefit in two ways. The first is that the
analog signal will not suffer as much attenuation or degradation due to electric losses associated with
carrying a signal over a great distance. The second is that once in digital form, the “signal” can be made
relatively immune to the effects of distortion or degradation due to electromagnetic interference (EMI).
Although digital transmission of signals is still subject to EMI, modern protocols and transmission
systems can be designed to be very robust, using signaling that is resistant to EMI as well as using error
control techniques. As a result, the effect of attenuation and disturbances can be essentially eliminated
by digital transmission of the signal.

Another benefit of networking is the ability to communicate a much wider range of information —
in both directions — when compared with a single cable carrying a sensor signal. With many modern
networks suitable for networked sensing applications, a microprocessor is used at the sensor to manage
the handling of the sensor signal and its transmission on the network. But there is generally no need to
limit the microprocessor to this one function alone. The combination of the network and the micropro-
cessor provides a platform upon which many additional functions and features can be incorporated into
the networked sensor. For example, the signal of a sensor may need a certain calibration or correction
function applied to it before it can be used in calculations. It may be beneficial to load into the networked
sensor (through the network) a set of correction parameters or coefficients, and then have the micro-
processor correct or calibrate the output of the sensor before transmitting it to the network. Sensors can
be easily designed to have multiple sensing functions, such as temperature and pressure, for example.
Each signal can be handled separately and transmitted separately on the network, with no need for
additional connections. Sensors may be designed to store certain types of information, such as the name
of the manufacturer, or certain calibration parameters determined by the manufacturer at the time of
manufacture. This information can then be read out over the network and used for a variety of purposes.
A sensor can even be designed to have “intelligent” functions, such as the ability to sense its environment
and determine when certain parameters have been exceeded (such as operating temperature range), or
report a special message containing an “alarm” when the sensor signal level exceeds a certain threshold.
The combination of the network and the microprocessor leads to an endless variety of functions and
features that can be added to the basic sensor technology.

 

Potential Problems with Networked Sensors

 

Networked sensors will generally require more complex circuitry than equivalent, nonnetworked sensors.
A drawback of analog-to-digital (A/D) conversion and digital transmission of signals is the time and
level quantization effect that A/D conversion can have on the analog signal. These effects can be mitigated
with modern, high-speed A/D converters (to minimize the effect of time quantization, or the sampling
effect) with the ability to convert in high resolution (i.e., using a large number of digital bits to represent
the analog signal level). These drawbacks are not unique to networked sensors but rather to digitized
sensor values and digital control whether or not it uses a network. Finally, the capacity of the network
to carry information (the bandwidth) must be considered in any communication system. Putting a large
number of sensors on a single network may overload the information-carrying capability of the network,
resulting in queuing delays in the reception of sensor signals and, in some cases, lost data.

 

28.2 Communication and Networking Concepts

 

In order to be able to select an appropriate network technology, it is necessary to understand some basic
terminology so that the features and capabilities of various networks and technologies can be categorized
and compared.
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Station

 

A station represents a single communicating element on a network system. Each user of the network
must access the communication capability of the network via a station. Each station will typically have
some implementation of the open systems interconnection (OSI) network reference model as the means
of utilizing the network system.

 

Media Access

 

Media access is the method by which individual stations determine when they are permitted to transmit,
or “use” the media. Media access control (MAC) is a function that is usually performed in the data link
layer of the OSI reference model. Some well-known methods of media access control include carrier
sense multiple access with collision detection (CSMA/CD) and token passing. CSMA/CD systems (such
as Ethernet) allow all stations on a network equal access. Each station must “listen” to the network to
determine periods of inactivity before transmitting. Any station wishing to use the network may begin
transmitting providing the network is inactive when it checks for activity. If multiple stations attempt to
transmit simultaneously, a collision occurs. This is detected by all transmitting stations, which must all
immediately stop transmitting and each wait a randomly determined period of time, before attempting
to use the network again. Controller area network (CAN), for example, uses a variant of CSMA/CD for
media access. Token-passing systems have a logical “token” which is exchanged among stations via
network messaging. The station that holds the token has permission to transmit. All other stations are
only permitted to receive messages. Stations wishing to transmit but not having the token must wait
until the station holding the token passes it on. Another commonly used method of media access control
is master–slave. In this method, one station on the network (designated the master) is generally in charge
of, and originates, all communications. Slaves only respond to the master, and only respond when the
master initiates communications with them via sending a message to the slave. Profibus-FMS (see below)
is an example of a protocol which uses both token passing (in some cases) and master–slave (in some
cases) to control media access.

 

Bandwidth

 

Bandwidth may have several different definitions. For digital communication systems, bandwidth
describes the capacity of the system to transport digital data from one place to another. This term may
be applied to the raw capability of the physical and data link layers to transport message data (

 

raw
bandwidth,

 

 closely related to the bit-rate concept) or it may be applied to the effective rate at which user-
meaningful information is transported (

 

effective bandwidth

 

). The bandwidth of a given system is generally
inversely proportional to the worst-case node-to-node distance. The smaller the network span, the higher
its bandwidth can be.

 

Addressing

 

Addressing is a concept that assigns generally unique identifiers to each station in a network system. This
identifier (the address) can then be used by the network for a variety of purposes, including identifying
the origin and/or destination of messages, or arbitrating access to a shared communications medium.
Another addressing or identifier concept assigns unique identifiers not to stations, but to unique pieces
of data or signals that will be carried by the network. Stations then use an identifier according to what
type of data they will be transmitting. Many, but not all networking methods require establishment of
an explicit address for each network station.

 

Arbitration

 

Arbitration is a function closely related to MAC. Arbitration is used by some networks to define the
procedure followed when multiple stations wish to use the network simultaneously.
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Signaling

 

Signaling refers to the actual physical (e.g., electrical, optical, or other) representation of data as it is
carried on the media. For example, in some networks, data elements may be represented by certain
voltage levels or waveforms in the media. In other networks, data elements may be represented by the
presence of certain wavelengths of light in the media. The association of all the representable data elements
(e.g., 0/1 or on/off) with the corresponding signal representations in the media is the signaling scheme
or method. An important signaling method where electric wires are used as the medium is differential
signaling. Differential signaling represents a particular data element (1 or 0) as two different states on a
pair of wires. Determining the data element requires measuring the voltage difference between the two
wires, not the absolute level of the voltage on either wire. Different data elements are then represented
by the (signed) voltage difference between the two wires. For example, RS-485 represents a digital 1 data
element as a 5 V signal level on the first wire and a 0 V signal level on the second wire, and a digital 0
as a 0 V signal level on the first wire and 5 V signal level on the second wire. One of the principal benefits
of differential signaling is that it is possible to determine the data being transmitted without knowing
the ground reference potential of the transmitter. This allows the transmitter and receiver to operate
reliably, even when they have different ground potentials (within limits), which is a common occurrence
in communication systems.

 

Encoding

 

Encoding refers to the process of translating user-meaningful information into data elements or groups
of data elements to be transported by the network system. A code book refers to the set of all relationships
between user-meaningful information and data carried by the network. Encoding may occur at several
levels within the OSI reference model, as user-meaningful information is transformed successively until
it becomes an actual network message, produced by the data link layer. Decoding is the reverse process,
whereby a network message is successively translated back into user-meaningful information.

 

Modulation

 

Modulation in a classical sense refers to a signaling technique by which data or information is used to
control some combination of the frequency, phase, and/or amplitude of a carrier signal. The carrier signal
carries the information to a remote receiver where it will be demodulated to retrieve the information.
Modulated network systems are outside the scope of this chapter.

 

Message

 

A message is the fundamental, indivisible unit of information which is exchanged between stations. User-
meaningful information will be grouped into one or more messages by the OSI network reference model.

 

Multiplexing

 

Multiplexing refers to the ability to use the media in a network to carry multiple messages or information
streams “simultaneously.” Multiplexed systems allow several communication channels to use the same
physical wire or media. Each message or information stream may have different sources and destinations.
Multiplexing may be accomplished using a variety of means. Time division multiplexing (TDM) involves
breaking access to the media into a series of time quanta. During each time quantum, the media carries
a separate message or information stream. The close arrangement of time quanta allows the network
media to carry multiple messages “simultaneously.” Code division multiplexing (CDM) involves the
separation of the code book (see Encoding) into sections. Each section of the code book provides all of
the messages that will be used for a particular information stream. Therefore, a particular information
stream within the network media is distinguished by all of the messages that belong to the section of the
code book for that stream. Frequency division multiplexing (FDM) divides an available bandwidth of a
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communication channel into several frequency ranges, and assigns one information stream to each
frequency range.

 

Protocols

 

A protocol is a defined method of information exchange. Protocols typically are defined at several levels
within the OSI network reference model, such as at the application layer and at the data link layer.
Protocols are used to define how the services provided by a particular layer are to be exercised, and how
the results of these services are to be interpreted.

 

Service

 

A service represents a specific function or operation that is supported by a particular layer in the OSI
network reference model. For example, an application layer service might be provided for the reading
of or writing to a data element contained in another device (or station) on the network. This service
might make use of a data link layer service which might be provided for supporting the exchange of a
message with another device (or station) on the network.

 

Topology

 

Topology refers to the physical or geographic layout or arrangement of a network. Certain types of
canonical topologies are commonly discussed in the context of networks, such as trunkline/branchline,
star (or hub), ring, and daisy chain.

 

Bit Rate

 

Bit rate refers to the speed at which binary pieces of information (bits) are transmitted on a particular
network. The raw bit rate of a network generally refers to the actual speed of transmission of bits on the
network. The effective bit rate — or throughput — generally refers to the speed at which user information
is transmitted. This number is less than or equal to the raw bit rate, depending on what percentage of
the bits transmitted is used for carrying user information. The bits not carrying user information are
overhead, used to carry protocol, timing, or other network information.

 

Duplex (Half and Full Duplex)

 

Half duplex refers to a communication system in which a station can either transmit information or
receive information, but not both simultaneously. A full duplex network allows a station to transmit
information and receive information simultaneously.

 

Error Control

 

Many network systems provide mechanisms to control errors. Error control has four aspects: prevention,
detection, correction, and isolation. Error prevention may simply be shielding for the media to minimize
electromagnetic disturbances, or it may be more complicated, such as signal sampling control to optimize
the probability that a signal will be in the correct state when sampled. Error detection generally depends
on detecting violations of protocol rules at various network levels, or violations of computed data added
to a message for error control purposes. Some examples of error detection techniques are parity and
cyclic redundancy check (CRC). Both methods involve the computation of additional bits of information
based on the data that is contained in a message, and appending these bits to the message. For example,
a particular protocol may require that the data link layer compute and append a CRC to a message prior
to transmission. The receiver of the message may then also compute the CRC and compare it to the CRC
which has been appended to the message. If a mismatch exists, then it is assumed an error has occurred.
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Error correction may take on a variety of forms. One of the simplest methods of error correction is
to require that the data link layer of the transmitter retransmit a message which has been detected to
have an error during transmission. This method is based on the assumption that the error was caused
by a disturbance which is unlikely to occur again. Another method of error correction involves trans-
mission of additional bits of information along with the user information in a message. These additional
bits of information are computed by the transmitter to provide redundant information in the message.
When fewer than a certain number of bit-level errors have occurred during the transmission of the
message, the receiver is able to reconstruct the original user information accurately using the redundant
information (bits) supplied within the message. Error isolation is a capability of some networks to localize
the source of errors and isolate the sections of the network or the stations at which the errors have been
localized. Error isolation allows the fault-free portions of the network to continue communicating even
when other portions of the network have degraded to the point of generating errors.

 

Internetworking

 

There are occasions when communications between two or more points are best handled by multiple
networks. This may be the case when a single network has limitations that prevent it from tying the
points together (e.g., distance limits) or when multiple networks are required for other reasons (e.g., to
carry different types of data). When multiple networks are used to provide communications, there may
be a need to pass messages or information directly from one network to another.

A repeater may be used when the networks to be joined are logically identical, and the purpose is
simply to extend the length of the network or extend its capabilities in some way. A repeater generally
has no effect on messages, and simply carries all messages from one cable or port to another (i.e., a
change of physical media). A repeater allows for connection of networks at the physical layer level.

A bridge is similar to a repeater, but allows for connection of networks at the data link layer level.
Generally, a bridge will pass all messages from one network to another, by passing messages at the data
link layer level.

A router usually has the function of partitioning similar networks. Two networks may be based on
the same technologies and protocol, but may not be logically identical. In these cases, some, but not all,
of the messages on one network may need to be carried or transported to the other network. The router
has the function of determining which messages to pass back and forth based on certain rules. Functions
to enable efficient, automatic routing of messages may be included in layer 3 (the network layer) of the
OSI network reference model, and a router allows for connection of networks at the network layer level.

A gateway may have a function similar to a router, or it may have the function of joining dissimilar
networks, i.e., networks based on dissimilar technologies and/or protocols. When functioning like a
router, a gateway usually performs its discrimination at a higher protocol level than a router. When a
gateway joins dissimilar networks, generally a more complex set of rules must be designed into the
gateway so that message translation, mapping, and routing can occur within the gateway as it determines
which messages to pass from one network to the other.

 

ISO/OSI Network Reference Model

 

The explosion in the use and types of communication networks over the last several decades has led to
more precise descriptions and treatment of communication networks in general. The International
Organization for Standardization (ISO) has recognized one such method of precise description of net-

communication network into a “stack” of seven “layers.” At each layer, certain types of network commu-
nication functions are described. The user of the communication system — usually another system that
needs to communicate on the network — interacts with layer 7, the highest layer. The actual transmission
medium (e.g., copper cable, fiber optic, free space, etc.) is connected to layer 1, the lowest layer. Most
communication networks do not implement all of the layers in the reference model. In this case, formal
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definition, treatment, or inclusion of certain layers of the model in the actual network design are omitted.
Layers 1, 2, and 7 are typically present in all networks, but the other layers may only be explicitly included
or identifiable when their function is an important part of the network communications. In many sensor
communication networks, the functions performed by layers 3, 4, 5, and 6 are “collapsed” into vestigial
additions to the functions of layer 7, the application layer.

 

Physical Layer

 

The physical layer is the lowest layer of the model. This layer is responsible for converting between the
symbolic or data representation of the network messages and the actual physical representation of data
in the network medium. This layer specifies the behavior of the electric circuits referred to as the
transmitter and the receiver. It also defines physical structures for connectors.

 

Data Link Layer

 

The data link layer, or layer 2, is responsible for several functions. This layer manages access to the network
medium (MAC), structures the bits of information into well-defined groups identified as “frames” or
messages, handles identification of source and destination stations on the network, and provides for
error-free transmission of a message from source to destination stations, all according to the data link
layer protocol. A number of standard data link layer protocols exist, which act as the basis for many of
the communication networks in wide use. Ethernet, or IEEE 802.3, for example, specifies a MAC sublayer

 

FIGURE 28.2  

 

The ISO-OSI Seven-Layer Model provides a method for segmenting communication functions.
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that works with the IEEE 802.2 Logical Link Control layer to form the data link layer protocol used in
the majority of office information networks [2].

 

Network Layer

 

The network layer encapsulates functions related to routing of messages, both within a single network and
among multiple networks. This layer typically uses addressing in a variety of forms as a key part of the
functions of directing and routing messages, and the search and usage of the available communication paths.

 

Transport Layer

 

The transport layer provides any additional data transfer functions not directly provided by the data link
layer for end-to-end reliable messaging. For example, some data transfer functions between stations may
require the use of multiple data link layer messages to accomplish a reliable message transfer. The generation
of multiple messages and the sequential disassembly, delivery, and assembly of data is accomplished by
the transport layer. The transport layer also recovers lost, duplicated, and misordered messages.

 

Session Layer

 

The session layer provides for a higher level of control and management of network usage and data flow
than that provided at lower layers, including opening or building up a communication channel, main-
taining the channel, and closing the channel. This layer is infrequently implemented in contemporary
systems.

 

Presentation Layer

 

The presentation layer provides functions to transform data from formats that are transportable by the
network to the user-accessible formats that are defined in the application layer and understood in the
local station.

 

Application Layer

 

The application layer, or layer 7, provides communication services directly to the user application. The
usage and formatting of these services is summarized in the application layer protocol. The user interacts
with the network by invoking functions and services provided by the application layer and passing data
to and from the network through these services.

 

28.3 Network Technologies

 

There is a wide range of technologies in various stages of development and standardization, which address
virtually all levels or layers of the ISO/OSI network reference model. One or more of the available
technologies will probably suit almost any networking need. An analysis of the available technologies
and their limitations will also be beneficial if it is deemed that a networking method must be designed
to meet a particular application. The selection and description of technologies is by no means complete
or exhaustive. The technologies presented are selected from several industries which make common use

for a set of networks.

 

RS-232

 

RS-232 (ANSI/EIA/TIA-232-E-91) is a widely used method of communication, which has been stan-
dardized in a variety of places including the Electronics Industry Association [3]. RS-232 represents
elements of layer 1 of the OSI model, for communicating between two (and only two) stations. RS-232
provides a separate wire for transmission of data in each direction between the two stations, and gives
the two stations different designations — data terminal equipment (DTE), and data communications
equipment (DCE) — so that a method exists to distinguish which station will use which wire to transmit
and receive. The signal levels for RS-232 represent a digital 1 bit as a voltage in the range of 5 to 12 V
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on the wire, and a digital 0 bit as a voltage of negative 5 to 12 V on the wire. RS-232 is typically
implemented in a full duplex fashion, since each station can transmit to the other simultaneously using
separate wires. RS-232 can be made to operate at a variety of bit rates, but typically is used at bit rates
from 300 bit/s up to 115,200 bit/s.

 

RS-485

 

EIA RS-485 was made a standard in 1983, derived from the RS-422 standard. RS-485 provides for
differential transmission of data on a pair of wires among 32 or more stations. Like RS-232, the standard
is a layer 1 specification. RS-485 provides for half duplex communication, since a station cannot simul-
taneously transmit and receive independent data streams. Each station in an RS-485 system can have
either a transmitter or a receiver, or both (commonly called a transceiver). Most implementations provide
a transceiver. When one transceiver is transmitting, all others should be receiving (i.e., not transmitting).
Which station is allowed to transmit at which time is not specified in the standard, and must be covered
by a higher layer protocol (e.g., Interbus-S, Profibus-DP). Figure 28.3 shows a sample RS-485 waveform,
indicating the differential nature of the signaling.

 

Seriplex

 

1

 

Seriplex® is a digital, serial multiplexing system developed by Automated Process Control, Inc., in Jackson,
MS. Square D Corporation purchased Automated Process Control and the rights to Seriplex in 1995,

 

FIGURE 28.3  

 

A sample RS-485 waveform showing voltages on differential wire pair (

 

V

 

1

 

, 

 

V

 

2

 

) and superimposed bit
intervals showing 0 and 1 bits. The ground reference is arbitrary within the defined signaling range.

 

FIGURE 28.4  

 

A comparison of selected parameters (maximum values) for various network technologies. 

 

Notes:

 

P-P = point to point; D-C = daisy-chain; T-B = trunkline-branchline; TP = twisted pair; STP = shielded twisted
pair; UP = unshielded pair. * Maximum 400 m between stations. Maximum parameters for networks are not
achievable simultaneously, and do not include repeaters, routers, or gateways. Maximum parameters are estimates
based on available information.

 

1

 

Seriplex is a trademark of the Seriplex Technology Organization.
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and subsequently launched Seriplex Technology Organization (STO) to manage the protocol. Seriplex is
designed to be particularly efficient at handling large numbers of digital or on/off input and output
points. Seriplex provides three communication wires, one for a clock signal, one for a data signal, and a
ground reference. The system can be operated in two different modes (peer-to-peer and master–slave).
In master–slave mode, one station is designated the master. The master synchronizes all data transmission
among stations by driving a digital waveform on the clock line which all stations listen to and use for
timing of transmit and receive operations. The master generates a repetitive pattern on the clock line
which causes all stations to transmit and/or receive data on each cycle, or “scan” of the network. Each
station is given an address, and uses the address along with the clock signal to determine when to drive
the data line (in the case of an input point) or when to monitor the data line for valid output data (in
the case of an output point). There are variations possible in implementation which allow for various
clock speeds and bit rates (16, 100, and 200 kHz). Other protocol details allow for the handling of analog
or multibit input and output points (by combining several bits on sequential scans together), bus fault
detection, input redundancy, and communication error control using multiple scans of the network.
Implementing the protocol in a sensor or other device typically requires using a Seriplex ASIC (Appli-
cation Specific Integrated Circuit) which must be licensed from the STO [4].

 

AS-i

 

Actuator Sensor Interface, or AS-i, was developed by a consortium of primarily European companies
interested in developing a low-cost, flexible method for connecting sensors and actuators at the lowest
levels of industrial control systems. The system is managed by an independent worldwide organization
[5]. The AS-i system provides a two-wire, nontwisted cable for interconnection of devices. Devices may
draw current from the two wires (nominally at 24 V dc) for powering circuitry, and the data communi-
cations are modulated on top of the nominal dc level at a bit rate of 167 kHz, under the control of the
master. A single parity bit per station is used for error detection. Similar to Seriplex, an AS-i device is
typically implemented using a special ASIC which handles the communication.

 

Interbus-S

 

Interbus-S was developed by Phoenix Contact [6] and is controlled by the Interbus-S Club. The topology
of the network is a ring, with data being sequentially shifted from point to point on the ring under the
control of a network master. Each device in the ring acts as a shift register, transmitting and receiving
data simultaneously at 500 kHz. The actual serial data transmission between stations conforms to RS-485.
Interbus-S transmissions include a CRC for error detection. Interbus-S (Interbus-S Remote Bus) has also
been extended to include a subprotocol called Interbus-Sensor Loop (or Interbus-S Local Bus). This
subprotocol provides an alternate physical layer, with a single twisted pair carrying power and data on
the same lines, and a reduction in the minimum size of the shift register in each station from 16 to 4 bits.
Each Interbus sensor loop system can act as a single station on an Interbus-S network, or the sensor loop
can be connected directly to a controller or master. Interbus-S devices are usually implemented with a
special ASIC.

 

CAN

 

Controller Area Network (CAN) is a data link layer (layer 2) network technology developed by Robert
Bosch Corporation [7], with an application target of onboard automotive networking. The technology
is standardized in ISO 11898 [8], licensed to all major integrated circuit manufacturers, and is widely
available — both as separate CAN controllers as well as CAN controllers integrated with microprocessors.
As a result, CAN has been used in a variety of industries. As a data link layer technology, it is not a
complete network definition. A number of physical layer options are usable with CAN (e.g., twisted pair,
fiber optic, radio frequency wireless) and some have been subject to standardization (e.g., ISO 11898).
Also, a number of application layer protocols have been developed for use with CAN, such as DeviceNet,
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Smart Distributed System (SDS), CANOpen [9], and SAE J1939 [10]. Both DeviceNet [11] and Smart
Distributed System [12] have developed systems for creating networks of industrial field devices for the
factory floor, including sensors and actuators.

 

4 to 20 mA Current Loop

 

The 4 to 20 mA current loop is a widely used method for transferring information from one station (the
transmitter) to another station (the receiver). Therefore, this system allows for only two stations. A typical
current loop system assigns a sensing range (e.g., 0 to 100°C) to the current range between 4 and 20 mA.
A loop exists (i.e., two wires) between the transmitter and receiver. The transmitter can impress a certain
current in the loop (using a controlled current source) so that the receiver can measure the current in
the loop (e.g., by placing a small resistor in series with the loop and measuring the voltage drop across
the resistor). After measuring the current, the receiver can then determine the present level of the sensed
signal within the defined sensing range. This method uses current signaling, instead of voltage signaling,
and therefore is relatively unaffected by potential differences between the transmitter and the receiver.
This is similar to the benefit of differential (voltage) signaling, which also requires two wires. Another
characteristic of this method is that it is not primarily digital in nature, as many other sensor commu-
nication systems are. The measured value can vary continuously in the range of 4 to 20 mA, and therefore
can easily represent an analog sensing range, rather than a set of digital signals. Also, the signal is
continuously variable and available. Another characteristic of this method is that the integrity of the loop
can be verified. As long as the loop is unbroken and the transmitter is in good working order, the current
in the loop should never fall below 4 mA. If the current approaches 0 mA, then the receiver can determine
that a fault exists — perhaps a broken cable. These systems are widely used in various process control
industries (e.g., oil refining) for connecting sensors (transmitters) with control computers. Because one
station is always the transmitter and one station is always the receiver, this is a unidirectional, half duplex
communication system.

 

HART

 

2

 

HART® is a protocol which builds upon 4 to 20 mA communication systems. The basic idea is that
additional data (beyond the basic sensor signal being carried in the current loop) can be transmitted by
modulating a signal on top of the current flowing in the loop. The actual modulation method conforms
closely to the Bell 202 standard for analog modem communications on telephone lines at 1200 bit/s.
Because a 4 to 20 mA current loop carries a relatively slowly varying signal, it is easy to separate the 4 to
20 mA signal from the digital signal using filters. The Bell 202 standard uses continuous-phase frequency
shift keying between two frequencies at up to 1200 shifts/s to modulate digital ones and zeros onto the
4 to 20 mA current loop. This method allows for bidirectional, full duplex communication between the
two stations, on top of the 4 to 20 mA signal. It is also possible to configure HART communications on
a network that is not carrying a 4 to 20 mA signal, in which case up to 15 devices can be connected
together on the network. HART was developed by Fisher-Rosemount Corporation, and has been trans-
ferred to an independent foundation for management [13]. Because HART is compatible with U.S.
telephone systems, it can theoretically be run over the telephone line and is therefore capable of running
over arbitrarily long distances.

 

Profibus

 

Profibus (PROcess FIeld BUS) is one of three networks standardized by a European standard [14].
Profibus is under the control of a global organization, PNO [15]. Profibus is an umbrella network standard
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which encompasses three subnetworks within the Profibus family. Profibus-DP (Distributed Periphery)
is the variant which is designed specifically for communication with field devices (sensors and actuators)
at the device I/O level. Profibus-PA (Process Automation) is a variant which has more capabilities designed
to support the needs of device-level networking for process industries, such as oil refining. One of the
capabilities of Profibus-PA is its ability to be installed in an intrinsically safe way, thus providing a higher
degree of safety in environments which may be explosive or otherwise hazardous. Profibus-PA typically
uses a special physical layer specification standardized under IEC 1158-2, which is used by several network
systems for process automation applications. IEC 1158-2 specifies a two-wire twisted pair implementation
carrying both power and data on the same two wires at 31.25 kbit/s. Profibus-FMS (Fieldbus Messaging
Specification) represents the highest level implementation, which is used to link together controllers (not
field or I/O devices) in a factory.

Profibus-DP systems are typically master–slave systems, where usually a single network master (the
host controller) communicates with a number of slave devices (remote I/O blocks and other I/O devices).
The protocol provides for cyclic exchange of I/O information as well as on-demand exchange of other
types of information. Profibus-DP can be implemented on several different physical layers, including
RS-485 and fiber optics, at various bit rates up to 12 Mbit/s. Profibus messages include a CRC for error
detection.

 

Foundation Fieldbus

 

Foundation Fieldbus (FF) is a networking standard which has grown out of an effort within industry
standards organizations, especially ISA-SP50 [16], and IEC SC65C/WG6 [17], to provide a replacement
for the 4 to 20 mA analog sensor communication standard. FF provides two basic levels of networking:
H1 and H2. H1 is a lower-speed system that can provide intrinsically safe (IS) operation and uses a single
twisted pair to deliver both power and data communications to field devices, according to IEC 1158-2.
Running at a bit rate of 31.25 kbit/s, H1 is very similar to Profibus-PA, when run on the IEC 1158-2
physical layer standard. The H1 system is designed to be able to connect hierarchically “upward” to an
H2 system, which acts as the host. FF H2 can be run at either 1 or 2.5 Mbit/s on twisted-pair wires, and
also provides an IS option at the 1 Mbit/s rate. The H2 system can act as a network backbone in a factory
environment, carrying data among various H1 systems.

 

WorldFIP

 

WorldFIP [18] is another technology of the three that were standardized in the European standard EN
50 170, running on the IEC 1158-2 physical layer. Many of the proponents of WorldFIP have embraced
FF, and contributed to the development of that standard. WorldFIP is a member of the FF, and FF has
incorporated many of the capabilities of WorldFIP as a result. When run on the IEC 1158-2 physical
layer, WorldFIP has similar capabilities to FF.

 

LonWorks

 

3

 

LonWorks® is a networking technology developed and controlled by the Echelon Corporation [19].
LonWorks is designed to be a general-purpose networking technology suitable for a variety of industries.
LonWorks has been applied extensively in the building automation and control industry, as well as a
variety of other industries. The core LonWorks technology for devices is contained in special integrated
circuits — called Neuron® chips — which combine several microprocessors to manage the network,
communications, and provide a general-purpose control environment. These chips are available from
Motorola, Inc., and the Toshiba Corporation, which are licensees of the LonWorks technology. Echelon

 

3
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has also announced the possibility to license the LonTalk® protocol to other manufacturers for imple-
mentation in other microprocessors. LonWorks networks can be implemented on a variety of physical
layers, including twisted pair at several bit rates and wireless options at 4800 bit/s, but the most common
is a differential twisted-pair system running at 78 kbit/s. Most of the networking details (the LonTalk
protocol) are hidden from the user, and are encapsulated as functions within the general-purpose control
environment. The user programs (using a language like the C programming language) the Neuron chip
for each station to behave in a certain way and communicate various data items to other stations. Then,
specialized tools are used to tie all of the stations together (handling addressing and other network details)
to yield a functioning network. The system combines flexibility with a certain amount of ease of imple-
mentation, and can easily be applied to a variety of applications.

 

28.4 Applying Network Communications

 

Shielding

 

Many communication networks require shielding of the media (the cable). Shielding constitutes an
electric conductor which completely encases the communication media (e.g., twisted pair) to provide
protection against EMI. Shielding provides an electric conductive barrier to attenuate electromagnetic
waves external to the shield, and provides a conduction path by which induced currents can be circulated
and returned to the source, typically via a ground reference connection. Shields in communication
systems are often grounded at only a single point. This single point of ground prevents the shield from
participating in a “ground loop,” which is an alternative path for current to flow between two points of
potential difference connected to a common ground. Ground loops can lead to noise problems, and can
be destructive if the stray currents are large enough, since a shield ground is usually not constructed to
carry heavy currents.

 

Media

 

The most common media types for network systems fall into three categories: electric, optical, and
electromagnetic. Electric media are based on conductors (e.g., copper wire), whereas optical media are
based on optical waveguides, or fiber optics. Electromagnetic media consists of free space, or general
electromagnetic wave-permeable materials, and are referred to as wireless systems. Within the category
of electric media are a large variety of conductor configurations. The most common are unshielded pair,
unshielded twisted pair (UTP), shielded twisted pair (STP), and coaxial (COAX). These conductor
configurations have various properties which are significant for the transmission of electric signals, as
well as varying degrees of immunity to EMI. As a rule of thumb, the quality of the transmission line
characteristics (signal transmission and immunity to EMI) improves in the order listed. Twisted-pair
systems are generally easier to install, whereas coaxial and fiber-optic systems generally require more
specialized tools and termination methods. Of course, wireless systems are easy to install, but attention
must still be paid to the media. The characteristics of the free space such as distance and amount of EMI
present must be considered for reliable operation of the network.

 

Bit Rate

 

Some networks provide only one choice of bit rate, whereas others provide user-selectable options for
bit rate. Bit-rate options may be dependent on the type of media that is installed. As a rule of thumb,
the bit rate chosen should be the lowest possible bit rate that still supports the application requirements
for speed of data transfer and overall bandwidth. This generally results in more reliable operation, and
generally gives the network more immunity to minor degradations, specification violations, and EMI.
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Topologies

 

There are a variety of network topologies that are commonly used. Topology refers to the physical
arrangement and interconnection of stations by the media. Some networks can be run using several
different topologies; some can only be run with a certain topology (e.g., Interbus-S requires a ring
topology). The most common topologies are daisy-chain, trunkline–branchline, ring, and star. Variations
on these exist, and networks that incorporate or can be run on highly varied topologies are sometimes
called free-form, tree, or free topology networks. Figure 28.5 depicts graphically several different types
of topologies. In some cases, networks require certain topologies. Deviating from these can cause deg-
radation in network behavior (e.g., corruption of messages) or network failure.

 

Configuration

 

Most networks involve some sort of configuration. Configuration is the process of connecting stations
together and assigning certain programmable parameters to each station required for proper operation
of the network. The most common configurable parameter in many networks is the station address.
Some networks may require other parameters to be preset, such as the communication speed, or bit rate.
Some networks have the capability to autoconfigure, which means to assign parameters automatically to
stations as part of the network start-up process, without explicit user intervention (e.g., Interbus-S).
Many networks define various tools, which may be computer based, to assign parameters to each station
in order to configure the network. In other cases, the stations may incorporate switches or other manual
means to configure the necessary parameters for network operation.

 

28.5 Advanced Topics

 

Wireless Technologies

 

The need for networking is present even in environments where an electrical or optical cable cannot be
easily distributed. This may be due to various limitations, such as difficulty in running a new cable from
one building to another, or connecting to sensors in motion or on vehicles. There are two general
categories of wireless communications, based on electromagnetic frequency spectra. Various wireless
technologies employ the infrared spectrum. These technologies generally have transmission limited to
applications that have a direct line of sight between stations. Also, the distances are generally limited to

 

FIGURE 28.5  

 

Some examples of the many possible network topologies using four stations.
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100 m or less. Because of these limitations, there are generally no legal restrictions in employing these
frequency spectra, and infrared transceivers are now becoming available from a variety of manufacturers.

The other general category of wireless communications is based on radio frequency (RF) communi-
cations. In most countries, use of these spectra is tightly controlled by governmental agencies. As a result,
employing wireless networking in most of these frequency ranges requires special licensing. However, a
number of frequency ranges are reserved for low-power public communications. Within these frequency
ranges, devices are allowed to communicate in an unlicensed fashion as long as they transmit according
to certain rules about transmitted power output. RF-based wireless systems are generally not limited to
line-of-sight applications, and can be designed to cover greater distances than infrared-based systems.

Wireless technologies can be viewed as simply another choice for the physical layer media, i.e., free
space. As such, it is possible to consider, in some cases, a wireless media for implementation of a variety
of protocols. For example, both CAN and LonWorks systems could be candidates for wireless networking.

 

Fiber Optics

 

Another physical layer media choice is fiber-optic media. Fiber-optic media employs pulses of light
delivered along a tubular waveguide (glass or plastic fiber) to transmit information from one station to
another. Fiber optics enjoy some benefits over traditional copper wiring. First, attenuation of light within
fiber optics is generally about an order of magnitude less than attenuation of an electric signal within a
copper wire. Second, fiber-optic transmission systems can be modulated (or pulsed) at much higher
frequencies, yielding greater potential bandwidths and bit rates than copper media. Finally, fiber-optic
systems are generally immune to the traditional sources of EMI that can cause trouble for copper media
systems. There are also limitations in present implementations of fiber-optic systems. One of the limi-
tations is that special tools and termination techniques must be used to connect a fiber-optic cable to a
sensor or field device. Second, fiber-optic “taps” are not easily created. Therefore, most fiber-optic systems
are implemented in a point-to-point fashion. When multiple devices are involved in a network, each
device usually acts as an optical repeater, with a fiber-optic input and a fiber-optic output port.

Network Design Considerations

Designing a network communication system from the ground up can be a lengthy undertaking, and
should not be considered unless a careful review of available technologies has yielded no solutions to the
particular requirements of the application. The designers must take into account a number of funda-
mental questions to shape the capability of the network. One topic mentioned frequently in the area of
networking for control applications is the subject of determinism. This refers to the ability of the network
to behave in a predictable fashion under any given set of stimuli, or external conditions. Many networks
do not exhibit this characteristic. Another question to be resolved is the subject of priority, and media
access. The designers must determine the conditions under which any particular station is allowed to
transmit, and if multiple stations are attempting to transmit, how it will be determined which station
will be given priority to transmit first. Media access methods often impact the ability of a network to
behave in a deterministic fashion.

Integrating Sensors with Communications — IEEE P1451

A recent interesting development in the area of sensor networks is an effort being sponsored by the IEEE
[20] out of its TC-9 committee, called IEEE P1451. This activity is working toward the development of
a standard to define sensor (or transducer) interfaces to networks generically. The first part of the
proposed standard, IEEE P1451.1, includes definitions for the interface between the device and the

between the transducer (or sensor) and the network interface block within the device. P1451.2 includes
a definition for a transducer electronic data sheet, or TEDS, which defines a summary set of information
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pertinent to the sensor, allowing for standardized exchange of data on the network. The proposed standard
has the potential benefits to make it easier to connect a sensor to a variety of networks, and to allow
similar sensors from different manufacturers to be handled in a similar fashion on the network.
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29.1 Grounding and Shielding

 

Daryl Gerke and William Kimmel

 

EMC 

 

(electromagnetic compatibility) is crucial to successful operation of industrial systems. Due to the
increased electronic content of most industrial controls, electromagnetic interference (

 

EMI)

 

 problems
have increased dramatically in recent years. Two keys to EMC success are grounding and shielding. This
section will briefly discuss how to implement these two crucial EMC strategies. It will also provide a
general introduction to EMI problems in today’s industrial electronic systems. The primary emphasis
will be on practical insights and ideas gained in dealing with numerous industrial control problems.

 

Understanding EMI Problems

 

Here are three general observations on dealing with EMI problems in industrial electronics.

 

First, the industrial environment is harsh.

 

 The primary EMI threats are power disturbances, 

 

RFI 

 

(radio
frequency interference), and 

 

ESD 

 

(electrostatic discharge). In addition, analog sensor circuits are often
plagued with 50/60 Hz “ground loop” problems. Industrial electronics need more EMC care than most
commercial electronics, and even more than many military systems.

 

Second, electronics often play a secondary role in electronics systems.

 

 Unlike a computer system, where
electronics is the core technology, industrial electronics are often used to support another technology,
such as chemical, mechanical, or process functions. This leads to EMC challenges when integrating the
electronics to nonelectronic technologies.

 

Third, EMC rules and regulations are finally catching up to industrial electronics.

 

 For many years,
industrial electronics were exempt from mandatory EMC rules, so unless there was an actual problem,
EMC was often ignored. With the EMC directives of the European Union (

 

EU)

 

 now in force, industrial
electronics are no longer exempt.

 

Three Types of Problems

 

There are three aspects of the EMC problem: 

 

emissions, susceptibility 

 

(also known as immunity), and 

 

self-
compatibility.

 

 

 

Emissions 

 

originate within the equipment, and may upset other nearby equipment. On
the other hand, external energy may upset equipment, leading to 

 

susceptibility 

 

(or a lack of immunity).
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Finally, energy internal to the system may interfere with other internal circuits, resulting in a self-
compatibility problem.

Problems with both emissions and susceptibility have led to EMC regulations. Two of the best known
are the 

 

FCC 

 

(Federal Communications Commission) regulations for emissions in the U.S., and the EU
regulations for both emissions and immunity in Europe. Industrial controls have always been exempt
from the FCC regulations, but they are not exempt from the EU regulations which became mandatory
in January 1996.

 

Four Major EMC Threats

 

Most industrial EMC problems fall into one of four key areas: 

 

emissions, power disturbances, radio
frequency interference, 

 

and 

 

electrostatic discharge.

 

 In the past, industrial systems were usually only con-
cerned with power disturbances. Today, all four threats must be considered.

 

Emissions.

 

Emissions refer to electric energy originating within equipment that can interfere with other equipment.
The prime concern of this threat is jamming nearby television receivers, which is the basis for the now
mandatory EU emissions regulations. Emissions problems between industrial electronic systems, how-
ever, are rare. While it is possible to interfere with any other nearby equipment, most industrial electronics
generate only minute amounts of conducted and radiated interference, well below upset thresholds for
digital or analog circuits.

Emissions are best addressed at the equipment design stage. Strategies include printed circuit board
design techniques, high-frequency filtering on power and signal interfaces, shielded cables, and enclosure
shielding. Fixes in the field are usually limited to shielded cables or enclosures, add-on filters, and ferrite
clamps on cables.

 

Power Disturbances.

 

Power disturbances can take many forms, from short transients to long sags, surges, or complete power
outages. The three most serious power threats to industrial controls are transients, voltage sags, and
power outages. Stray 50/60 Hz currents can also cause problems with sensitive analog circuits, particularly
due to ground loops (to be discussed later). Other power disturbances, like frequency or waveform
variations, often have little effect on electronic systems.

Power disturbances are very common in industrial environments. As a result, most industrial systems
are pretty robust against this threat, at least at low frequencies. High-frequency threats, such as fast
transients or RF on the power lines, can still cause problems. The EU tests simulate these threats with
the 

 

EFT 

 

(electrical fast transient) and injected RF tests.
Most power disturbances are caused by nearby equipment, rather than external sources. (One critical

exception is lightning, which can result in some nasty voltage and current surges). Power disturbances
solutions include grounding, power filters, transient protectors, and in extreme cases, uninterruptible
power systems (UPS).

 

Radio Frequency Interference.

 

RFI deals with threats in the RF range. RFI is quite common in industrial environments, and will likely
get worse with the proliferation of handheld radios and cellular telephones. It is expected that wireless
LANs (local area networks) will also provide some interesting EMI challenges. There have been cases
where handheld radios were banned from use due to repeated EMI problems with industrial electronics.

It turns out that the nearby handheld radio is a much bigger threat than a large commercial broadcast
station several kilometers away. A key metric is electric field intensity, measured in “volts/meter.” This is
a function of both transmitter power, and distance from the antenna, and can be quickly predicted by
the formula:

E V m PA d( ) = 5 5.
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where 

 

P 

 

= transmitter power in watts, 

 

A 

 

= antenna gain, and 

 

d 

 

= distance from the antenna in meters.
For example, the electric field from a 1 W radio with a zero gain antenna at 1 m is about 5 V/m, while
the electric field from a 10,000 W broadcast station at 1 km is about 0.5 V/m. Since unprotected equipment
can fail in the 0.1 to 1 V/m range, problems can and do occur. The EU “heavy industrial” limits of 10 V/m
are clearly aimed at protecting against the nearby handheld radio.

Solutions to RFI problems include high-frequency filtering on power and signal cables, shielded cables,
and shielded enclosures. Analog circuits are particularly vulnerable to RFI, so they often need extra
protection. Do not overlook banning radio transmitters in the immediate vicinity. Often, maintaining a
3 to 10 m distance is enough to solve the problem.

 

Electrostatic Discharge.

 

ESD refers to the sudden discharge that can occur after a gradual buildup of electric charge. ESD is most
commonly associated with humans (touching controls or keyboards), but ESD can also be caused by
internal arcing due to the movement of paper, plastic, etc. Internal ESD problems are increasing in
industrial systems.

Although the static buildup can take a long time (seconds or even minutes), the discharge is almost
instantaneous (nanoseconds or less). Furthermore, it is the sudden current, not the voltage, that is the
culprit. The effect is a bit like having a dam burst — the ESD current is like water running down a
mountain, destroying anything in its path. Fortunately, the current surge does not last too long, so the
energy levels are not high. They are high enough, however, to damage or upset electronic devices.

The extremely fast discharge results in high frequencies well into the UHF range. At 1 ns, the transient
bandwidth is over 300 MHz. As a result, it does not take a “direct ESD hit” to cause a problem. ESD
upsets 5 to 10 m away are not uncommon, due to the intense electromagnetic fields associated with an
ESD event. These problems are particularly insidious, since the ESD event may be occurring on a different
piece of equipment.

Solutions to ESD problems include transient protection, high-frequency filtering, cable shielding, and
enclosure shielding. Grounding is a very important factor in ESD protection, but it must be designed
for high frequencies. Since many times ESD causes “reset” problems, extra attention to microprocessor
reset circuits is beneficial.

 

Sources, Paths, and Receptors

 

A common EMI problem is gathering and organizing data. This is particularly important when trouble-
shooting EMI in the field. The “source–path–receptor” model is popular. Simply stated, three elements
are necessary for any EMI problem:

1. There must be a source of energy;
2. There must be a receptor that is upset by that energy;
3. There must be a coupling path between the source and receptor.

All three elements must exist at the same time, and if any one is missing, there is no EMI problem.
Sometimes one can identify all three, and, other times, one can only guess. While this may seem simple,
it is a useful tool to organize EMI information.

have been discussed: emissions from digital circuits, ESD, RFI from communications transmitters, and
power disturbances (including lightning). Several different receptors have also been suggested: commu-
nications receivers, analog electronics, and digital electronics. Note the two types of paths: radiated and
conducted. In both cases, the object is to block unwanted energy from reaching a receptor, which is done
with shielding (for the radiated path) and filtering (for the conducted path).

 

Grounding

 

Grounding 

 

is probably the most important, yet least understood, aspect of EMI control. Every circuit is
connected to some sort of “ground,” so every circuit is affected by EMI grounding issues.
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What Is a Ground?

 

A major problem with the subject of grounding is the ambiguity of the term. Our favorite definition is
one popular in the EMC community, which says that a 

 

ground is simply a return path for current flow.

 

These currents can be intended, or unintended. The unintended currents are often referred to as “sneak
grounds,” and can cause many kinds of EMI problems. Finally, a physical connection is not even necessary
at higher frequencies, where parasitic capacitance or inductance may form part of a ground path.

 

Different Types of Grounds

 

Grounds are used for many reasons, including power, safety, lightning, EMI, and ESD. Although they
may share common functions, they may vary widely when it comes to frequencies and current amplitudes.
Recognizing these key differences is key to understanding grounding issues.

Table 29.1 shows some frequency and amplitude requirements of several different types of grounds.
Note that power and safety grounds must handle high currents, but only at low frequencies. Grounds
for EMI and ESD, on the other hand, must often handle high frequencies at relatively low current levels.
Lightning grounds must handle extremely high currents, but at moderate frequencies.

The frequency of transient events is calculated using the formula 

 

f 

 

= 1/(

 

p

 

t

 

r

 

), where 

 

f 

 

is the equivalent
frequency, and 

 

t

 

r

 

 is the transient rise/fall time. This relationship can be derived using Fourier analysis.
For example, ESD has an equivalent frequency of about 300 MHz based on a typical 1 ns rise time, and
lightning has an equivalent frequency of about 300 kHz based on a 1 

 

m

 

s rise time.
Note that of all these types of grounds, only one actually needs an Earth connection — lightning.

Other grounds may be connected to Earth by convention or for other safety reasons. For example, power
neutrals are connected to Earth in many parts of the world to help provide lightning protection. On the
other hand, in many other parts of the world, the power systems do not have Earth connections. When
dealing with power grounding, the local safety codes will determine the proper Earth grounding methods.

 

FIGURE 29.1  

 

The source–path–receptor model for assessing EMI problems. All three elements must be necessary
for an EMI problem to occur.

 

TABLE 29.1

 

A Ground May Work Over Wide Frequency Ranges

 

Type Frequency Typical Current Levels Typical Duration

 

Power 50/60 Hz 10–1000 A Seconds or minutes
Lightning 300 kHz 100,000 A Tens of milliseconds
ESD 300 MHz 10–50 A Tens of nanoseconds
EMI Dc–Daylight

 

m

 

A–A Nanoseconds to years

 

1733 FrameBook  Page 4  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

Electromagnetic Compatibility

 

29

 

-5

 

Ground Impedances

 

A good ground must have a low enough impedance to minimize voltage drop in the ground system, and
must provide the preferred path for current flow. The key to success is maintaining that low impedance
over the entire frequency range of interest. We cannot overemphasize this point. Most EMI grounding
problems are due to using the wrong approach for a given range.

The impedance of a ground conductor consists of both resistance and inductance (

 

Z 

 

= 

 

R 

 

+ 

 

j

 

w

 

L

 

). For
frequencies from dc through about 10 kHz, the resistance is the major factor, so heavy-gage wires are
often used for low-frequency ground conductors. As the frequency increases, however, the inductance
becomes the limiting factor for impedance. As a rule of thumb, the inductance for round wires is in the
range of 10 nH/cm.

Table 29.2 gives the resistance, inductance, and inductive reactance for typical wire sizes used in
instrumentation power and signal circuits. It is apparent that at power and audio frequencies (dc to
10 kHz), resistance is the dominant factor in ground impedance. Thus, at low frequencies, look for ways
to reduce resistance, typically by using larger wires. At frequencies above the audio range (>10 kHz),
inductance becomes the dominant factor in ground impedance. Thus, at higher frequencies, look for
ways to reduce the inductance of the ground path. This is accomplished by using ground planes, grids,
and straps to lower the inductance.

Table 29.3 gives the impedances for solid ground planes at various frequencies. In this case, the
impedances are in “ohms-per-square,” which is a measure of impedance across a diagonal surface. By
comparing this with Table 29.2, one can see that at high frequencies (such as 100 MHz) the ground plane
impedance may be several orders of magnitude below the impedance of a wire. Furthermore, at high
frequencies the thickness is not a factor, since the impedance is limited by the skin effect.

 

TABLE 29.2

 

Impedance Parameters for 10-cm-Length Wires

 

Gage

 

W

 

/m

 

m

 

H/m

 

Z 

 

@ 10 kHz

 

Z 

 

@ 1 MHz

 

Z 

 

@ 100 MHz

 

10 0.0033 1.01 0.006 0.63 63
12 0.0052 1.05 0.007 0.66 66
14 0.0083 1.10 0.007 0.69 69
16 0.0132 1.15 0.007 0.72 72
18 0.0209 1.19 0.007 0.75 75
20 0.0333 1.24 0.008 0.78 78
22 0.0530 1.29 0.009 0.81 81
24 0.0842 1.33 0.010 0.84 84
26 0.1339 1.38 0.012 0.87 87
28 0.1688 1.40 0.019 0.88 88
30 0.2129 1.43 0.022 0.90 90

 

TABLE 29.3

 

Impedance Values for Ground Plane 

 

Impedance

 

Thickness

Frequency 0.1 mm 1 mm 10 mm

 

60 Hz 172 

 

mW

 

17.2 

 

mW

 

1.83 

 

mW

 

1 kHz 172 17.5 11.6
10 kHz 172 33.5 36.9
100 kHz 175 116 116
1 MHz 335 369 369
10 MHz 1.16 m

 

W

 

1.16 m

 

W

 

1.16 m

 

W

 

100 MHz 3.69 3.69 3.69
1000 MHz 11.6 11.6 11.6
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Ground Topologies

 

Now that we have looked at ground impedance vs. frequency, we are ready to look at ground topologies
vs. frequency. The impedance limitations yield two different grounding approaches, dependent on fre-
quency. For low-frequency problems (dc to 10 kHz), single-point grounds are preferred, while at high
frequencies (above 10 kHz), multipoint grounds with planes or grids become the preferred approach.

This dichotomy often causes confusion with industrial controls, but this can be minimized by deter-
mining the frequency of the EMI threat and then selecting the appropriate grounding approach. In many
cases, both approaches may be necessary at the same time, leading to “hybrid” grounds, which use
capacitors and inductors to alter the ground topology with frequency.

 

Single-Point Grounds.

 

At low frequencies, one can usually steer current via wires. Since the inductance is low, the limiting factor
is the wire resistance itself. Furthermore, capacitive coupling from the ground wires to adjacent wires or
surfaces is small, so virtually all the current follows the wiring path.

Figure 29.2 shows a typical industrial grounding scheme. Note what happens if the system is grounded
at both ends. Any common noise current in the common ground path is now coupled into the circuit
via the “common ground impedance.” This results in the dreaded “ground loop,” which will be discussed
shortly. A single-point ground eliminates the ground loop, since there is no common impedance across
which a common-mode voltage can be generated. Thus, single-point grounding is a very practical way
to limit “ground noise” problems with the threat of low-frequency ground currents. This is very typical
of 50/60 Hz currents getting into sensitive analog instrumentation circuits.

 

Multipoint Grounds.

 

Unfortunately, as the frequency increases, the inductive reactance of the wires increases. At the same
time, parasitic capacitive reactance to adjacent wires or surfaces decreases, and soon it is no longer possible
to maintain a true single-point ground, even if the system is wired that way. The only option left is to
lower the ground path impedance, and that is accomplished with planes or grids. Furthermore, single-
point connections to a grid or plane are usually not adequate because of transmission line effects, so
multipoint grounds (combined with planes/grids) become the preferred approach above 10 kHz.

Ground grids have been used for years in computer facilities, and are seeing increasing use in industrial
facilities. The recommended spacing for grids is no more than 1/20 of a wavelength at the highest
frequency of concern. Computer room grids are often spaced about 0.7 m (about 2 ft), which meets this
criteria from dc to about 25 MHz. This is very beneficial in addressing ground noise due to lightning
and other power transients, which are usually in the 1 MHz range and below. But a 0.7 m grid does not
help with VHF/UHF radio problems or ESD. In those cases, solid surfaces may be necessary.

 

FIGURE 29.2  

 

Typical industrial grounding situation, which also illustrates a ground loop.

 

1733 FrameBook  Page 6  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

Electromagnetic Compatibility

 

29

 

-7

 

Ground Loops.

 

Ground loops are a serious problem for sensitive analog circuits facing low-frequency threats. At high
frequencies, ground loops generally do not pose serious threats if proper high-frequency precautions are
taken when designing the ground system.

A ground loop exists whenever multiple ground paths exist. Unwanted currents can take unwanted
paths, resulting in unwanted noise voltages at unwanted places. The problem is particularly acute with
sensitive analog systems, where even a few microvolts can jam intended signals. A classic example is 60 Hz
ground currents causing hum in an audio system.

EMI problem: a source, a path, and a victim. In this case, the source can be circulating power currents,
the path the common ground impedance, and the victim is often the sensitive analog circuit. With many
systems problems, one cannot do anything about either the source or victim, so the solution is with the
ground path. As we have already seen, single-point grounding is effective at low frequencies, and ground
planes/grids are effective at higher frequencies.

If one cannot change the ground paths, one can still attack the ground loop by “breaking” it in other
places. For example, transformers or optical isolators (or even fiber optics) can be used in cable connections,
which will block common mode noise currents while passing intended differential mode signals. Balanced
input/output (I/O) circuits can be used to “cancel” the noise through common-mode rejection. All of these
are most effective at 50/60 Hz, and become less effective at higher frequencies due to parasitic capacitance.

 

Grounding Guidelines

 

By now it should be apparent that there is no magic solution for grounding. Rather, different methods
and approaches are necessary for different circuits and operating conditions. Two key parameters are the
threat frequency (low vs. high), and the circuit operating levels. Here are some guidelines, but keep in
mind that even these may need to be modified for a particular situation.

 

Analog Circuits.

 

Since most analog circuits operate at low frequencies and are subject to low-frequency threats, single-point
grounds are preferred. Typical threats are 50/60 Hz power return currents, stray switching power supply
currents, and perhaps digital circuit return currents (if separate analog and digital power and grounds
are not provided). Low-level analog circuits are the most vulnerable, since the signal levels are small.

Keep in mind that high-frequency threats (such as a VHF radio) to low-frequency circuits may require
high-frequency grounding solutions, such as multipoint grounds. Often, this can be accomplished by
using small high-frequency capacitors (1000 pF typical) which appear as a short circuit at 100 MHz, yet
still appear as a high impedance at 50/60 Hz.

 

Digital Circuits.

 

Most digital circuits today operate at relatively high frequencies, so multipoint grounds and ground
planes and grids are preferred. The connections between the circuits and their grounds need to be short,
fast, and direct to minimize inductance.

Digital circuits, particularly I/O circuits, are vulnerable to external high-frequency threats like RF and
ESD. They are also a key source of high-frequency emissions and internal problems like cross talk. For
digital circuits, multilayer boards with internal ground planes are preferred. These ground planes typically
are connected to a metallic enclosure through multiple low-inductance connections.

Pay particular attention to where digital and analog circuits meet. A single-point connection is usually
preferred to minimize ground loops, but installing a small resistor (1 to 10 

 

W

 

 typical) or inductor (1 to
100 

 

m

 

H typical) at that point is often helpful in providing additional isolation. One may need to
experiment with this to determine the optimum solutions.

 

Power Safety Grounding.

 

Entire books have been written about this subject, and rightly so; this is an extremely important safety
issue. The key concern here is human safety and prevention of electric shock. In most parts of the world,
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exposed metal on line-powered equipment must be bonded to a safety grounding conductor. Further-
more, the electric wiring codes (such as the National Electrical Code in the U.S.) give very specific
guidelines on how power grounding must be accomplished.

These guidelines must be followed when wiring any industrial control system, and must never be
compromised by “isolated” power grounds or other similar foolishness. 

 

Finally, if there is ever a conflict
between EMI and safety grounding, the safety issues must always prevail!

 

Shielding

 

Many systems today require at least some 

 

shielding 

 

for proper operation or to meet radiated emission
or immunity requirements. Many engineers consider shielding purely a mechanical issue, but nothing
could be farther from the truth. EMI shielding needs both an electrical and a mechanical understanding
of key issues to assure success.

Two of these key issues are selecting the right material and maintaining the shielding integrity over
the desired frequency range. While most people worry more about the selection, shield integrity is usually
much more important. We will soon see that even very thin metallic coatings can be effective shields,
yet even very small holes or penetrations can completely destroy a shield. Like grounding, shielding
cannot be left to chance, and must be properly designed and implemented.

 

How Shielding Works

 

EMI shielding involves two independent mechanisms: 

 

reflection 

 

and 

 

absorption

 

. In reflection, an electro-
magnetic wave bounces off the surface, just like light off a mirror. In absorption, the electromagnetic
wave penetrates the material and is absorbed as it passes through, much like heat loss through an
insulating wall.

Shielding effectiveness is usually expressed as follows:

where SE is the total shielding effectiveness in dB, and 

 

R 

 

and 

 

A 

 

are the reflection and absorption losses
expressed in dB. Reflection is the primary mechanism for high-frequency shielding (emissions, RFI, ESD),
while absorption is the key mechanism for low-frequency magnetic field shielding. The actual formulas
for calculating reflection and absorption losses are a bit complex, and beyond the scope of this chapter,
but several sources are included in the further information section.

 

Three Types of Fields

 

It is customary when dealing with shielding to use three types of “fields” to explain shielding. These three
fields account for differences in shielding performance due to differences in frequency and circuit imped-
ance levels. They also explain why the same shield can behave differently for different energy sources.

copper, with references to each type of field.

 

Plane Wave Fields.

 

If one is located greater than about 1/6 wavelength from a point source, the wave impedance (ratio of
electric field intensity to magnetic field intensity) is a constant 377 

 

W

 

 in free space. This field is known
as the “far field” or “radiation field,” since real energy predominates here and propagates as a “plane
wave.” Since reflection losses are due to a mismatch between the wave impedance (377 

 

W

 

) and a metallic
shield surface impedance (typically milliohms or less), shielding effectiveness is usually very high for
plane wave sources.

At frequencies 30 MHz and above, once one is more than about 1 m away, one is in the plane wave
region. Thus, even very thin shields work well for emissions, ESD, and RFI problems, with reflection as
the prime shielding mechanism.

SE dB dB dB( ) = ( ) + ( )R A
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Electric and Magnetic Fields.

 

If one is located less than about 1/6 wavelength from the source, then the wave impedance is dependent
on the circuit impedance. This region is known as the “near field,” since reactive energy predominates
here. This region is further divided into “electric” and “magnetic” fields, both dependent on source circuit
impedance. For high-impedance sources (electric fields), the reflection losses are still high, but for low-
impedance sources (magnetic fields), the impedance can be quite low. In the latter case, the reflection
losses can become minimal.

For power line frequencies, the near field almost always predominates. As a result, materials like
aluminum or copper have no reflection losses and are virtually transparent to power line magnetic fields.
(As a rule, remember that aluminum foil is transparent to 60 Hz magnetic fields.) To solve this problem,
permeable materials are needed to boost the electric thickness for a given physical thickness. Steel or
high-permeability mu-metals are usually used to absorb (not reflect) the magnetic fields. Even so, it can
still be very difficult to shield for low-frequency magnetic fields.

 

Why Shielding Fails

 

While material selection is important, other factors must also be considered. For low-frequency/low-
impedance threats (power supply or power line magnetic fields), steel or other high-permeability mate-
rials are needed. For high-frequency threats, however, even very thin materials like conductive paints
provide high levels of shielding. Two problems at high frequencies, however, are shield openings and
shield penetrations. Lack of attention to these areas can result in a loss of virtually all shielding effective-

Intuition suggests that any opening in a shield can leak, much like an open window. The surprise is
that for electromagnetic leakage it is not the area that is critical, but the longest dimension. For example,
a 100 

 

¥

 

 1 mm opening is about ten times more leaky than a 10 

 

¥

 

 10 mm square hole. And that slot may
not even be obvious. It could be a painted seam or a poorly fitting panel or door.

Slots act like small antennas. Because they are antennas, the longer they are, the better they radiate.
While a half wavelength is very efficient, as a rule of thumb, we like to limit slots to 1/20 wavelength or
less at the highest frequency of concern. For 100 MHz, this is 15 cm (about 6 in.); at 300 MHz (ESD

 

FIGURE 29.3  

 

Typical shielding effectiveness curves for copper. Note two mechanisms (reflection and absorption)
and three types of fields (electric, magnetic, and plane wave). Shielding for aluminum is almost the same as for copper.
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frequencies), this drops to 5 cm (about 2 in.), and at 1000 MHz, it is only 1.5 cm (

 

O

 

 in.). And even these
dimensions may be too large, as they only assure 20 dB (tenfold) of shielding through the slot. Clearly,
even small slots and other openings mean big shielding problems at high frequencies.

The other way to destroy a high-frequency shield is to pass unterminated metal through a shield. Hole
dimensions do not matter here, and even a pinhole with an insulated wire passing through can carry
large amounts across the shielding barrier. The dimension that does matter is how far the penetration
extends on either side of the shield. Once again, the critical distance is 1/20 wavelength or more.

 

Shielding Guidelines

 

Now that we have looked at how shielding works (and fails), let us look at how to design good electro-
magnetic shields. Most of our focus will be on RF shielding in the 30 to 1000 MHz range, necessary for
emissions, ESD, and RFI.

 

Material Selection.

 

We have already seen that for low-frequency magnetic interference problems, ferrous material like steel
or mu-metals are necessary. Most instrumentation problems are either high impedance or high frequency
in nature, so most of the time, thin conductive materials will work fine. For high frequencies, however,
attention must be given to slots and penetrations.

Many enclosures today are made of plastic. For high-frequency shielding, conductive coatings also
work quite well. Popular surface treatments include conductive paints, vacuum deposition, electroless
plating, and even metal fabrics. Conductive plastics are also available, but they generally do not perform
nearly as well as surface treatments for high frequencies.

 

Gasketing and Screening.

 

Large openings, such as ventilation ports or display areas, can be sealed with screening material. Seams
or slots can be filled with conductive gaskets. In both cases, the secret is to provide complete and
continuous metal-to-metal contact at all junctions. For high-frequency shielding, the connections must
be almost watertight. Anything less is asking for problems.

For screening material, the smaller the openings, the higher the shielding. Window screen spacing is
almost as effective as solid materials from dc to 1000 MHz, and even 5-mm (about 1/4 in.) openings are
often acceptable at 1000 MHz. In any case, do not exceed 1/20 wavelength at the highest frequency of
concern.

 

Cable Terminations and Filters.

 

Poor termination of shielded cables can cause big problems at high frequencies. If a shielded cable is not
terminated directly at the shielding barrier, a lot of energy leaks, degrading both the cable and the
enclosure shield. Pigtail connections, popular for terminating low-frequency cable shields, are particularly
bothersome at high frequencies. In fact, this is a leading cause of EMI failures for RFI, emissions, and
ESD. As a rule of thumb, pigtail connections should not be used on cable shields at frequencies above
about 1 MHz.

 

FIGURE 29.4  

 

Two shielding failure modes, due to slots/seams and due to penetration of conductors. In both cases,
the critical dimension is 1/20 wavelength for the highest frequency of concern.
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Unshielded cables can also cause problems at high frequencies. In those cases, high-frequency filtering
is needed directly at the interface to assure that the shield is not degraded at high frequencies. Common
solutions are EMI filters on power and signal lines, or ferrite beads on the lines or cables. These must
be installed as close to the shield penetration as possible. The best situation is to mount the filter directly
in the shield itself, although this is not always necessary for moderate problems.

Internal Shields.
Finally, do not overlook using internal shields on critical circuits. Radio and television designers have
been doing this for years, using selective shields on oscillators, power amplifiers, and the like. A classic
example of this approach is the TV tuner, the most sensitive part of a television receiver. It is an
inexpensive, yet highly effective shielding strategy.

Defining Terms

Conducted: Energy or interference that is propagated by a conductor, such as power, grounding, or signal
interface wiring.

EFT: Electrical fast transient; a high-frequency burst of energy on power wiring.
EMC: Electromagnetic compatibility; the condition wherein electric and electronic equipment operate

successfully in close proximity.
EMI: Electromagnetic interference; unwanted electric energy that may impair the function of electronic

equipment.
Emissions: Electric energy emanating from an electronic source.
ESD: Electrostatic discharge; the rapid discharge that often follows a buildup of static charge.
EU: European union; formerly called the European Community.
FCC: Federal Communications Commission (U.S. government).
Ground: A return path for current.
Radiated: Energy or interference that is propagated by electromagnetic radiation through space.
RFI: Radio frequency interference; an older term for EMI, now usually used to describe interference

caused by a nearby radio transmitter.
Shield: A metallic enclosure used to reduce electric or magnetic field levels.
Susceptibility: Vulnerability of electronic equipment to external sources of interference; often used

interchangeably with immunity.

Further Information

D.D. Gerke and W.D. Kimmel, EDN’s Designer’s Guide to Electromagnetic Compatibility, Newton, MA:
Cahners Publishing, 1994. Basic introduction on EMC issues written by the authors. Very good
for non-EMC engineers.

W.D. Kimmel and D.D. Gerke, Electromagnetic Compatibility in Medical Equipment, New York: IEEE Press
and Interpharm Press, 1995. Detailed introduction to EMC issues in medical instrumentation,
written by the authors. Applicable to most industrial control instrumentation.

R. Morrison, Grounding and Shielding Techniques in Instrumentation, New York: John Wiley & Sons, 1986.
Detailed analog coverage, with emphasis on low-level signal issues.

H.W. Ott, Noise Reduction Techniques in Electronic Systems, New York: John Wiley & Sons, 1988. Good
introduction to EMC issues, particularly system and analog issues.

C.R. Paul, Introduction to Electromagnetic Compatibility, New York: John Wiley & Sons, 1992. Written as
a college text, quite analytical with very good coverage of EMC issues.
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guru.com, St. Paul, MN, 1996. Wide range of useful EMC information.
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29.2 EMI and EMC Test Methods

Jeffrey P. Mills

Electric and magnetic fields must be measured for a variety of reasons. A radio or TV broadcast station
is licensed to provide reliable coverage over a specified geographic area, and any properly operating
receiver must pick up the signal and properly respond to it. This can be assured only if the broadcast
signal is of a guaranteed minimum strength. Also, the signal must not be so strong that it interferes with
a distant station sharing the same frequency. The broadcast field must be measured over its geographic
area of coverage to be sure that it satisfies both criteria.

Many electric devices unintentionally radiate electromagnetic fields. Examples include

• Oscillators in superhetrodyne radio or TV receivers

• Digital logic circuits

• Switching contacts, particularly if unsuppressed

• Automotive ignition systems

Stray fields (emissions) from these devices can interfere with other devices, or even with the radiating
device itself. This process is known as electromagnetic interference, commonly abbreviated EMI. Inter-
ference between two devices is known as intersystem EMI, whereas if a device interferes with itself it is
intrasystem EMI. Intrasystem EMI is usually easy to spot because the device itself does not operate
correctly. Intersystem EMI is usually more difficult to isolate. Its result might be a simple annoyance,
such as noise on a radio and TV receiver caused by an electric vacuum cleaner or a power drill. It could,
however, be much more serious; a portable radio receiver might affect aircraft navigation or critical
communications.

It is also possible for a device to be susceptible to fields intentionally generated by a licensed transmitter
such as a broadcast or mobile-radio transmitter. Examples include

• Public-address systems

• Music (high-fidelity) systems

• Telephone lines and instruments

• Digital logic circuits

Again, the result may be only an annoyance, or it could be much more serious; aircraft control surfaces
have been observed to move uncontrollably due to strong electromagnetic fields. Since the fields them-
selves cannot be eliminated in these cases, the devices must be made immune to electromagnetic fields.

In the above cases, the interference is usually through electric and/or magnetic fields in space, so the
process is known as radiated coupling. Another coupling path exists if two devices share the same power
source. One device may generate undesired high-frequency voltages on its power leads, which then appear
on the power leads of the other. The second device may then malfunction because of this high-frequency
voltage. This is known as conducted coupling. So we must consider both radiated and conducted noise.

It is not practical to eliminate all interfering fields completely, so a compromise must be reached. A
stray field will not cause EMI if it is very weak compared with the desired field, which might be the field
of a broadcast signal. The permissible strength of the stray field depends on the strength of the desired
field; the stronger the desired field, the more stray field can be tolerated. It also depends on the device
that is being interfered with (the victim); some receivers can reject undesired signals better than others.
Since there are many combinations of interference sources and victims, a worst-case scenario is sought
that will protect most real-life situations. This occurs where the weakest legal radio or TV signal (in its
licensed area of coverage) is received by the poorest available receiver.

The maximum stray field strength that causes no EMI for this worst-case scenario is incorporated into
government regulations. The field actually radiated by every device must then be measured to be sure
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that it does not exceed this level at the nearest practical distance from it, usually 10 or 30 m. To specify
and measure these field strengths accurately, the nature of electric and magnetic fields must be understood.

Unlike most electrical engineering topics, EMI control is not very precise because of the complexity
of practical hardware. It is virtually impossible to predict interference more precisely than within a factor
of three, and usually the margin of error is even worse. Measurements can vary significantly between
two supposedly identical samples, due to slight variations in physical dimensions. If one measures the
EMI resulting from two different designs, the design that exhibits less EMI is probably better, but not
always. An engineer can often judge if an EMI problem exists, but one must never rely on the accuracy
normally expected in other branches of electrical engineering.

Nature of Electric and Magnetic Fields

An electric field is generated by a distribution of electric charge. If the distribution changes with time,
then so will the electric field. A magnetic field may be generated by a permanent magnet or by an electric
current. If the permanent magnet or the current path moves, or if the current magnitude varies with
time, the magnetic field will vary with time. A time-varying electric field creates a magnetic field, and
conversely.

Electric fields, designated E, are normally expressed in volts per meter (V/m). Magnetic fields are
designated H and expressed in amperes per meter (A/m). More often, magnetic fields are perceived as
magnetic flux density, which is designated B and expressed in webers per square meter (W/m2), also
known as teslas (T). A non-SI unit, sometimes found in older literature, is the gauss, equal to 10–4 T. Of
course, any unit may be preceded by a scaling prefix such as micro or pico. In free space, B is equal to
m0H, where, m0 is equal to 0.4p (approximately 1.257) mT·m/A (equivalent to mH/m).

Near a time-varying electric field source such as a charge distribution, the magnetic field is relatively
weak, but it becomes stronger when observed from farther away. At a great enough distance, the ratio
of E to H approaches , which in free space is equal to 120p (approximately 377) W. For a sinusoidal
function of time with a frequency f, this occurs at any distance that is large compared with l/2p
(approximately l/6). Here, l is the wavelength corresponding to f, equal to 3·108/f m if f is specified in
hertz. Distances much greater than l/2p are considered to be in the far-field region; nearer distances are
in the near-field region. For a nonsinusoidal function of time, each Fourier frequency component must
be considered separately, and the far-field region begins closer to the source for its higher frequency
components.

Near a time-varying magnetic field source such as a current loop, the electric field is weak, becoming
stronger when observed from a greater distance. At distances that are large compared with l/2p (the far-
field region), the ratio of E to H again approaches 120p W.

Since H = E and B = mH = E in the far-field region for either type of source, only E or B
must be measured, and the other can easily be calculated from it. In free space,  ª 10–8/3 T·m/V
(equivalent to s/m), so, if E is expressed in volts per meter, B ª 3.33E nT. By choice of a suitable antenna,
either field can be measured. Far-field strengths are normally specified in terms of the E field, no matter
whether the E or B field is measured.

Alternatively, the far-field strength may be specified in terms of power density, expressed in watts per
square meter. This denotes the amount of radiated power passing through each square meter of a surface
perpendicular to the direction away from the source. The peak power density P is equal to EH, and, for
a sinusoidal source, the average power density is half this value. For a nonsinusoidal source, each frequency
component must be considered separately, and the total average power is the sum of the average powers
for all frequencies. Since H = E, it follows that P = E2/377 W.

In regions other than the far field, the ratio of E to H varies greatly, approaching infinity for an electric
field source or zero for a magnetic field source. A source may generate both electric and magnetic fields;
for example, a charge moving between two electrodes causes a current to flow between them. Then the
ratio of E to H may be any value at all. Therefore, at distances less than l/2p from a field source, both
the E and B fields must be measured separately.

m �§

� m§ m�
m�

� m§
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In the far-field region, both the electric and magnetic fields are perpendicular to the direction that an
electromagnetic wave is propagating, and they are also perpendicular to each other. This still usually
allows the fields to be oriented at many different angles with respect to the surface of the Earth. The
direction of the electric field is called the polarization of the wave, which may be vertical, horizontal, or
somewhere between. Or the wave may be elliptically polarized, which results from two waves that are
not exactly in phase, one polarized vertically and the other horizontally. If the waves are equal in
magnitude and exactly 90° out of phase, the wave is circularly polarized. To account for all these cases,
all fields must be checked separately for vertically and horizontally polarized waves.

Measurement Antennas

Most electronic components and instruments are designed to respond to voltages or currents, not fields.
To measure a field strength it is necessary to convert its effect to a voltage or a current. This is achieved
by an antenna. Although many antennas are simple conductor shapes, they must be analyzed carefully
if accurate quantitative measurements are desired.

A straight conductor immersed in a time-varying electric field will develop a current in it. If the
conductor material is linear (the usual case), the current will be proportional to the applied electric field,
so their ratio will be constant. This ratio, however, depends greatly on the geometric dimensions of the
conductor and the frequency of the electric field. It must be known to calibrate the antenna.

Similarly, a closed conductive loop immersed in a time-varying magnetic field will develop a current
in it. Again, if the conductor is linear, the ratio of the current to the magnetic field strength is constant
but depends on the dimensions of the loop and the frequency of the magnetic field.

The easiest way to calibrate an antenna is to immerse it in a known electric or magnetic field and
measure the current or voltage at the antenna terminals. The principal problem is generating the known
field. To find its strength, one must use a “standard” antenna for which the current-to-field ratio can be
calculated.

To calculate the required ratio, Maxwell’s equations must be solved subject to the boundary conditions
of the antenna conductor. For most antennas an exact closed-form solution is impossible. However, for
a sinusoidally varying field encountering a straight cylindrical conductor called a dipole antenna, such
a solution is possible, though difficult [1]. Once the solution is obtained, the required ratio becomes a
simple expression if the antenna is resonant or tuned. This occurs for a precise length that is slightly less
than one half the wavelength, l, of the time-varying field. Obviously, the antenna will be resonant at
only one frequency, so the ratio will be valid only for a field varying sinusoidally at that frequency. For
nonsinusoidal fields, each Fourier frequency component must be measured separately, and the antenna
length must be changed as different frequencies are measured. To simplify changing its length, two
telescoping rods, mounted end to end, are normally used to make the dipole antenna. The measuring
instrument is connected between these two rods via a transmission line.

For a given frequency, at any point on the antenna, there is a certain current I flowing in it, and there
is also a certain voltage V on it with respect to ground. The ratio of these phasors, V/I, is known as the
driving-point impedance. The precise resonant antenna length is that for which V and I are exactly in
phase, i.e., for which the driving-point impedance is purely real. As mentioned above, this length is
slightly less than half the wavelength, l, and it also depends on the thickness of the telescoping rods
(pp. 547–548 of Reference 1). For a rod thickness of l/400, the resonant length is 0.476l. The driving-
point impedance of a dipole antenna of these dimensions is 64 W. If a voltage-measuring instrument
such as a radio receiver or spectrum analyzer is connected to the antenna terminals via a transmission
line, and is properly matched to the 64 W impedance, the measured voltage Vm will be equal to 0.148lE,
where E is the applied field strength and l is the wavelength at the frequency being measured. The ratio
Vm /E, equal to 0.148l, is known as the effective length (le) of the antenna, since it relates the field strength
in volts per meter to the measured terminal voltage in volts. Obviously, it is not equal to the physical
antenna length but is instead approximately one third of that value. With this ratio known, the electric
field strength E that causes a certain terminal voltage Vm can easily be calculated.
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To simplify calculations, E is often expressed in decibels with respect to a reference field of 1 mV/m
and is designated Ed. Similarly, Vm is expressed in decibels with respect to a reference voltage of 1 mV
and is designated Vd. The antenna factor (AF) is defined as the effective length expressed in negative
decibels, or AF = –20 log(le). Then the multiplication becomes an addition, i.e., Ed = Vd + AF.

The above antenna factor assumes that the antenna is perfectly matched to the receiver, which implies
maximum power transfer. A mismatch would change the antenna factor. Therefore, since the antenna
driving-point impedance usually is not equal to the receiver input impedance, a matching circuit must
be inserted between the antenna and receiver. Another essential consideration is antenna balance. Most
receivers and spectrum analyzers have one input terminal grounded. If this grounded terminal is con-
nected to one of the dipole antenna terminals, the impedances connected to the two antenna terminals
will be unequal with respect to ground. This also will upset the antenna factor, since one side of the
antenna will not be properly matched to the receiver. To prevent this, a balanced-to-unbalanced (balun)
network must be inserted between the antenna and receiver. Such a circuit provides a high impedance
with respect to ground for both input terminals, while providing the correct input impedance (such as
64 W) between its input terminals. Normally, a single network provides both the matching and balancing
functions.

Unfortunately, unless the dipole antenna is precisely the correct length, its antenna factor is much
more complicated. Even if the frequency being measured differs only a few percent from the antenna
resonant frequency, the antenna factor becomes unpredictable and the driving-point impedance becomes
complex. Thus, the electric field cannot be easily calculated from the measured terminal voltage. To
achieve the simple antenna factor described above, the frequencies must be measured one at a time and
the dipole antenna length properly adjusted for each frequency. It is impossible to sweep the spectrum
rapidly, as when using a spectrum analyzer, unless the antenna length can somehow be varied also. This
leads to mechanical difficulties and is usually impractical.

Other types of antennas, however, are less sensitive to frequency. Examples are the biconical antenna
and the log-periodic antenna. A biconical antenna can perform acceptably over a range of 20 to 300 MHz,
and a log-periodic antenna is useful from 300 to 1000 MHz. Their antenna factors are relatively constant,
usually varying by no more than 20 dB, over their useful frequency ranges. The antenna factors are
usually too difficult to calculate, but they may easily be measured simply by observing the terminal voltage
resulting from a sinusoidally varying field of known strength. The known field is first measured using a
tuned dipole antenna, for which the antenna factor can be calculated. The antenna factor is measured
in this manner at several frequencies throughout its useful range, and the results are plotted for use with
the antenna.

Unlike the tuned dipole, the biconical and log-periodic antennas do not exhibit constant driving-point
impedances over their useful frequency range. Since the receiver input impedance cannot be made to
follow the variation of driving-point impedance with frequency, an exact match is impossible. This affects
the antenna factor just as it would for a mismatched tuned dipole. To compensate for this, the antenna
factor must be measured with the antenna terminated into a known impedance, which must then be
used for all measurements made with that antenna. Then the mismatch is accounted for in the antenna
factor itself. The mismatch does cause the antenna to reradiate the received signal, but this effect may
be minimized by performing the measurements in an open-field site, which will be discussed later.

Tuned dipole, biconical, and log-periodic antennas are linearly polarized antennas because they respond
to only one polarization component of a propagating wave. If the antenna is oriented horizontally, only
the horizontally polarized component of the wave will affect it. Similarly, only the vertically polarized
component will affect a vertically oriented antenna. Thus, with two measurements, any linearly polarized
antenna will detect any type of field polarization. Other types of antennas, such as the spiral antenna,
are designed to detect a circularly polarized wave. They will detect vertically and horizontally polarized
waves, but they could miss a wave that is circularly polarized in the reverse direction (counterclockwise
instead of clockwise, for example). Consequently, circularly polarized antennas are forbidden for many
types of field measurements.
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All antennas discussed above respond to the electric field, E. As mentioned earlier, in the far-field
region, the magnetic field, B, is simply 3.33 nT times the value of E expressed in volts per meter. In any
other region, however, B is not so simply related to E and must be measured separately, using an antenna
that responds to magnetic fields. A circular loop or coil of wire is such an antenna. The loop is cut at
one point and the radio receiver or spectrum analyzer is connected between its two ends. For quantitative
measurements, its antenna factor must be known. The factor can be measured by immersing the antenna
in a known magnetic field and measuring its terminal voltage. To find the known magnetic field strength,
the electric field is first measured, in the far-field region, using a tuned dipole antenna for which the
factor is known. The magnetic field is then 3.33 nT times this value expressed in volts per meter. With
the magnetic field thus determined, the antenna factor of the loop may be calculated, as required.

Measurement Environment

A major difficulty with electromagnetic field measurements is repeatability of results. Electromagnetic
fields are affected by any materials in their vicinity, even by poor conductors and dielectrics. The
measurement environment must therefore be carefully defined, and similar environments must be used
for all comparable measurements.

The ideal environment would be one where (1) the only electromagnetic field source is the equipment
under test (EUT) and (2) there is no “foreign” material at all that could affect the fields being measured.
Unfortunately, the only natural location where this could be achieved is in outer space, since the Earth
itself affects electromagnetic fields. Since this is impractical, attempts are made to simulate this environ-
ment on Earth.

A large outdoor open area simulates a hemisphere of free space. Such a test site is appropriately called
an open-field site. If the conductivity, permittivity, and permeability of the Earth were constant, every
open-field site would have the same effect on the electromagnetic fields radiating from the EUT. The
Earth’s parameters do vary, however. To compensate for this variation, a large conductive floor, or ground
plane, is laid under the EUT. This causes all electromagnetic waves to be totally reflected from the ground
plane, so that the Earth’s properties have no effect. The ground plane must be large enough so that it
appears infinite with respect to the EUT and the associated test equipment. Acceptable dimensions are
1.73d ¥ 2d, where d is the distance between the measurement antenna and the EUT, normally 3 or 10 m.
Radiated emissions must be measured in all directions from the EUT, and at various angles of inclination.
This is most easily achieved by placing the EUT on a turntable, which is then rotated during the test. To
allow measurement at various inclination angles, the receiving antenna height must be varied, and this

An open-field site provides repeatable data only if there are no nearby trees or structures that could
cause undesirable reflections. Before it can be reliably used, it must be tested. This is done by generating
a known electromagnetic field and measuring it. The field is normally generated by a radio frequency
oscillator driving a tuned dipole antenna, for which the radiation can be calculated (pp. 237–238 of
Reference 2). This radiation is then measured as though it were generated by a typical device being tested.
The ratio of the voltage at the transmitting antenna terminals to that at the receiving antenna terminals
is known as the site attenuation. If the site attenuation is within 3 dB of its calculated value, the test site
is deemed acceptable.

Although an open-field site eliminates reflections, external field sources, such as licensed transmitters,
still cause problems. Since electromagnetic radiation can travel thousands of miles, no open-field site
will be completely free of electromagnetic fields. To eliminate the effects of these stray sources, testing
must be performed inside a shielded enclosure. There, however, severe reflections occur, and measure-
ments become inaccurate and unrepeatable.

An ideal test environment would be a shielded enclosure lined with material that does not reflect
electromagnetic waves. Such an enclosure is called an anechoic chamber, with the understanding that the
name refers to electromagnetic echoes. Until recently, such chambers were not practical except at very
high frequencies, but improvements are constantly being made. Such an enclosure is acceptable for testing
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if it meets the site-attenuation requirements of a true open field. The site attenuation must be measured
at several points inside the chamber, to assure that the proximity of the chamber walls has no effect.
Unfortunately, such chambers are at present very expensive.

Another type of test chamber is the transverse electromagnetic (TEM) cell. This consists of an enlarged
section of waveguide, in which the electromagnetic fields can be accurately predicted [3,4]. They are
suitable only for testing small devices at relatively low frequencies. The TEM cell can be no larger than
a wavelength at the frequency being tested. For example, to test at 200 MHz, the cell could be no larger
than 1.5 m, or 5 ft, and the device itself must not exceed 1/6 of this value, or 10 in. For small devices,
however, the TEM cell is very accurate and is unaffected by stray field sources.

If a suitable anechoic chamber is not available, a device may be tested in an ordinary shielded enclosure
to learn what frequencies it emits. The field strengths will be inaccurate due to the internal reflections.
Then the device is tested in a true open-field site, and the suspected frequencies are measured quantita-
tively. Any field that exceeds the acceptable limits is then observed while the device is shut off. If it does
not disappear, it is obviously not being generated by the EUT. This procedure is acceptable, although
not as simple as testing inside an anechoic chamber.

Preliminary measurements may even be performed in an ordinary room. They will not be comparable
with similar measurements made anywhere else, because of the effects of nearby conductors and dielec-
trics. Here, also, the device must be shut off to decide if any emissions are from stray external sources
instead of from the EUT. This procedure provides a rough estimate of the emissions from the EUT, and
it usually saves time during any later testing at a true open-field site. The various measurement methods

Permissible emission levels appear in the Code of Federal Regulations [5]. These rules assume open-
field measurements, which are the most accurate possible. Even there, variations of ±6 dB are typical.
Therefore, a manufacturer should allow a safety factor when performing measurements intended to assure
compliance with government regulations. Otherwise, a device may pass when tested by the manufacturer

FIGURE 29.5  An open-field test site. Power and antenna cables are run under the ground plane so that they will
not affect measured fields. The area outlined by the ellipse must be free of everything except the device under test,
the table on which it rests, and the measuring antenna. To facilitate measuring radiation in all directions from the
device, it is placed on a turntable. By rotating it during testing, and simultaneously varying the height of the receiving
antenna, the direction of maximum radiation is found.
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but fail if later tested by the government using a supposedly identical test procedure. Since the govern-
ment’s measurements then prevail, the manufacturer’s integrity could be questioned.

Further details on measurement techniques are available in the References 2 and 6.

Defining Terms

Antenna factor: Its effective length expressed in negative decibels.
Balun: An interface device used to isolate a dipole or other balanced antenna from the effects of a receiver

having one grounded terminal.
Conducted coupling: Coupling due to voltages imposed on a shared power source.
Dipole antenna: An antenna consisting of two collinear rods with the feed line connected between them.
Driving-point impedance: The ratio of voltage to current at the driving point (normally the center) of

an antenna.
Effective length: The ratio of the voltage observed at the driving-point of an antenna to the strength of

its received electric field.
Electromagnetic compatibility (EMC): The capability of two or more electrical devices to operate

simultaneously without mutual interference.
Electromagnetic interference (EMI): Any undesired effect of one electrical device upon another due to

radiated electromagnetic fields or due to voltages imposed on a shared power source.
Elliptical polarization: Polarization of an electromagnetic wave consisting of two perpendicular electric

fields of differing phase.
Emissions: Fields or conducted voltages generated by an electrical device.
Far-field region: Any location that is much farther than l/2p from an electric or magnetic field source,

where l  is the wavelength at the frequency of concern.
Intersystem EMI: Electromagnetic interference between two or more systems.
Intrasystem EMI: Electromagnetic interference between two or more parts of the same system.
Near-field region: Any location that is much nearer than l/2p to an electric or magnetic field source,

where l  is the wavelength at the frequency of concern.

TABLE 29.4 Comparison of EMI Measurement Methods

Method
Equipment 
Required Space Required Accuracy

Outside 
Influence Cost Comments

Ordinary 
room

Antenna and 
receiver

3 or 10 m radius 
around EUT

Medium, 
affected by 
structure, 
±20 dB

May be severe, 
depending on 
location 

Minimum Usually 
acceptable 
for 
preliminary 
tests

Shielded 
room 

Shielded room, 
antenna, and 
receiver 

4 to 6 m radius 
around EUT

Poor, 
±30–40 dB 
due to 
reflections 

Usually none Moderate Use for 
preliminary 
tests in 
noisy areas

TEM cell TEM cell and 
receiver 

1 to 3 m3 Very good, 
±10 dB 

Usually none Moderate Unusable for 
large EUT 
due to high-
order modes

Open field Antenna and 
receiver 

17 ¥ 20 m open 
field with no 
nearby 
structures 

Excellent, 
usually 
±6 dB 

May be severe, 
depending on 
location 

High, due to 
logistics of 
site (power, 
weather, etc.)

Standard test 
method

Shielded 
anechoic 
chamber 

Anechoic 
chamber, 
antenna, and 
receiver 

6 to 15 m radius 
around EUT 

Very good, 
±10 dB 

Usually none Very high Use for 
accurate 
tests in noisy 
areas
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Open-field site: A test location free of any conductors which would affect electromagnetic fields and
taint the results.

Polarization: The direction of the electric field, E, of an electromagnetic wave.
Power density: Radiated power per unit of cross-sectional area.
Radiated coupling: Coupling due to radiated electric, magnetic, or electromagnetic fields.
Site attenuation: A measure of the degree to which electromagnetic fields at a test site are disturbed by

environmental irregularities, obtained by comparing calculations with measured experimental
results.

Susceptibility: The degree to which an electrical device is affected by externally generated fields or
conducted voltages.

Transverse electromagnetic (TEM) cell: A relatively small test chamber in which fields can be accurately
controlled by its geometric properties.
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30.1 Introduction

 

The display system is the final link between the measuring process and the user. If the display is not easy
to see and easy to understand, then that process is compromised. The user’s sensory capabilities and
cognitive characteristics, therefore, must both be addressed in display system selection. Furthermore,
display technologies and performance capabilities are easier to evaluate in the context of their intended
application. Consideration of the following issues can narrow the search for candidate systems, and can
prevent needless frustration during system use:

 

Environment.

 

 Will the display be operated in sunlight or at night?

 

Application.

 

 Will the display present alphanumeric data, video images, graphics, or some combination?

 

Task scenario.

 

 Are portability, handheld operation, or group viewing required?

 

System characteristics.

 

 Weight, volume, power, maintenance, cost, etc.

This chapter begins with basic treatments of light and vision. It then proceeds to discussions of visual
capabilities and the display characteristics that must be matched to them.

 

Steven A. Murray

 

California State University

 

Barrett S. Caldwell

 

Purdue University

 

1733 FrameBook  Page 1  Tuesday, June 3, 2003  10:03 AM

Alphanumeric Displays • Quantitative and Status Displays • 

CRT Performance • Types of CRT Displays

© 2004 by CRC Press LLC



 

30

 

-2

 

Electrical Measurement, Signal Processing, and Displays

 

30.2 Fundamentals of Light Measurement

 

The foundation metric of light is 

 

luminous flux,

 

 which is the rate at which light energy is emitted from
a source, and is expressed in lumens (lm). 

 

Luminous intensity 

 

is luminous flux per unit solid angle, and
its unit of measurement is the candela (cd). This is distinguished from 

 

illuminance,

 

 or illumination,
which is simply luminous flux per unit area, expressed as lux (lx). 

 

Luminance

 

 is a measure of the
brightness, i.e., the amount of light, per unit area, either emitted by or reflected from a surface. Units of
luminance measurement are candelas per square meter (cd/m

 

2

 

) or nits. Finally, 

 

reflectance 

 

is a unitless
ratio of the amount of light striking a surface to the amount of light leaving it:

(30.1)

High reflectance can create glare, dramatically reducing visual performance.

 

30.3 Fundamentals of Vision

 

The eye functions very much like a conventional camera. Light enters the eye through a transparent

 

cornea 

 

and is modulated by the 

 

pupil,

 

 a variable aperture opening controlled by muscles of the 

 

iris.

 

 The
pupil grows larger in dark surroundings and smaller in bright surroundings to control the range of light
intensity to the eye. Light rays are then refracted by an adjustable 

 

lens 

 

and brought into focus on the

 

retina,

 

 where neural imaging begins. The retina contains both 

 

cones 

 

and 

 

rods,

 

 two distinctly different
types of photoreceptors. Cones are concentrated near the 

 

fovea,

 

 

 

or the central 2° of the visual field, and
decrease rapidly with distance from this region. In contrast, rods are essentially absent in the fovea and
increase in density with distance.

The eye is sensitive to three characteristics of electromagnetic radiation: (1) 

 

brightness 

 

(the intensity
of ambient or incident light, measured in lux), (2) 

 

hue 

 

(the wavelength of light, measured in nm), and
(3) 

 

saturation 

 

(relative concentration of specific hues in light, measured as a dimensionless ratio from
0 to 1). Cones are differentially sensitive to wavelength, i.e., hue, and have greater resolving power than
rods because of their one-to-one mapping onto visual nerves. Cones can be further divided into three
types, each maximally sensitive to a different portion of the visible light spectrum: (1) red (670 nm peak),
(2) green (470 nm peak), and (3) blue (400 nm peak). Rods are more sensitive to light than cones and
have many-to-one connections with the nerves that exit the eye, a feature that permits neural summation
of low light signals. Human ability to discriminate differences in levels of brightness, saturation, or hue
is governed by a psychophysical function known as 

 

Weber’s law:

 

(30.2)

where 

 

D

 

I 

 

is the difference, or change, in intensity, 

 

I 

 

is the initial intensity, and 

 

K 

 

is the Weber fraction.
Values of 

 

K 

 

have been experimentally determined for brightness (0.079), saturation (0.019 for red), and
hue (

 

ª

 

0.02 to 0.04, depending on the region of the visible spectrum).

 

Photopic vision 

 

occurs at light levels where both rods and cones are sensitive. The minimum light
intensity required for photopic vision is approximately 2 lx; colors are seen in this region. As brightness
decreases, a transition from photopic to scotopic vision takes place and color perception drops out
gradually, a phenomenon that can impact the interpretation of color-coded information in poor light.
Perception of blues and reds is lost first, then cyan and yellow-orange, and finally green, i.e., the wave-
lengths where the eye is most sensitive. The eye becomes most sensitive to wavelengths of about 550 nm
(green) near the limit of photopic vision. 

 

Scotopic vision 

 

occurs at low light levels (2 

 

¥

 

 10

 

–7

 

 lx to 2 lx)
and primarily involves the rods; only achromatic shades of gray are seen. The transition from photopic

R = ¥p luminance

illuminance

K
I

I
= D
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to scotopic vision occurs slowly, requiring approximately 30 min for complete adjustment from photopic
to scotopic visual sensitivity.

 

30.4 Visual Performance

 

Visual acuity 

 

is the ability to discriminate detail. The action of the lens, to change focus for objects at
different distances, is called 

 

accommodation.

 

 

 

Minimum separable acuity,

 

 the most common measure of
discrimination, is determined by the smallest feature that the eye can detect, and is measured in terms
of the reciprocal of the visual angle subtended at the eye by that feature. 

 

Visual angle,

 

 in minutes of arc,
is calculated as

(30.3)

where 

 

H 

 

is the height of the object and 

 

D 

 

(in the same units) is the distance from the observer. The
ability to distinguish an object from its surroundings is known as 

 

visibility.

 

 The term is related to visual
acuity, but implicitly combines factors of object size, contrast (i.e., including differences in hue and
saturation), and brightness that all interact to determine true visual detection performance. On a more
functional level, 

 

readability 

 

or 

 

legibility 

 

describes the ability to distinguish meaningful groups of objects
(e.g., words extracted from groups of letters on a display).

Other parameters affecting visual performance include viewing angle and viewing distance. 

 

Viewing
angle 

 

at the eye is measured from a line through the visual axis to the point being viewed, and determines
where an object will register on the retina. The best image resolution occurs at the fovea, directly on the
line of gaze, and visual acuity degrades with increasing angle away from this axis. 

 

Viewing angle 

 

at the
display is the angle, in degrees, between a line normal to the display surface and the user’s visual axis.
The best viewing angle is, of course, on the visual axis and normal to the display surface, as luminance
falls off for most displays as the angle from normal increases. Luminance reduction with viewing angle
can be calculated as

(30.4)

where 

 

E

 

m

 

 is the illuminance at the center of the display and 

 

q

 

 is the viewing angle. Note that two viewing
angles — at the eye and at the display — have been defined. 

 

Viewing distance 

 

is determined primarily
by the minimum size requirements (i.e., visual angle) for objects that the user must see. A conventional
reading distance is about 71 cm, although VDTs are frequently read at 46 cm. Most design criteria assume
a viewing distance of between 50 and 70 cm.

 

Visual fatigue 

 

is an imprecise term, but one in common use, referring to the annoyance, irritation, or
discomfort associated with visual tasks performed under poor conditions or for extended periods of
time. A common cause of visual fatigue is 

 

glare,

 

 which can be due to a combination of high brightness,
high reflectance, and specular (mirrorlike) reflections causing source light to reflect directly into the eye.
Minimizing or eliminating glare is essential for effective display performance, and usually involves a
thoughtful placement of the display, proper positioning of room lights, control of ambient light (e.g.,
window shades), or the use of display hoods.

 

30.5 Display Performance Considerations

 

Resolution 

 

is a measure of the smallest resolvable object on a display, and is expressed as display lines per
millimeter or centimeter. Although 

 

sharpness,

 

 and its converse 

 

blur,

 

 are normally defined by the subjective
reaction of the display user, sharpness has been formally measured as the ratio of the blurred border

VA = 3438H

D

E E= m cos4 q
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zone of letters to their stroke width [3]. Legibility is related to character quality, or readability, and
depends on the sharpness of characters.

 

Contrast,

 

 or contrast ratio, is the measure of the luminance difference between an object and its
background. While different definitions exist in the literature, luminance contrast as adopted by the
International Lighting Commission (CIE) is given as

(30.5)

Lower luminance displays require greater contrast to achieve the same visibility of objects. The 

 

contrast,

 

or 

 

luminance ratio 

 

between two surfaces in the central field of vision (e.g., a display and the desk on
which it rests) should be around 3:1, while the ratio between the central field and surfaces farther away
(e.g., around a room) can be as high as 10:1. Ratios greater than this can induce glare. The simplest
methods for contrast enhancement are the use of hooded shades or displays that can be tilted away from
the offending light. Contrast-enhancing 

 

filters,

 

 however, can be more effective. All filters involve reducing
the amount of ambient light reflected back to the user, while leaving the emitted light from the display
content as unchanged as possible. Several strategies for filtering exist, including 

 

etching 

 

or 

 

frosting 

 

the
display surface to break up and scatter specular reflections. 

 

Neutral density filters 

 

increase contrast by
reducing the amount of light passing through them; ambient light must pass through twice before
reaching the user’s eye, while display content must only pass through once. Micromesh filters placed on
the display surface limit light penetration so only rays falling perpendicular to the mesh can penetrate;
this stops both specular and diffuse reflections and increases contrast. 

 

Circular polarizers 

 

are neutral
density filters that polarize incident light, which is then prevented from returning through the filter.

   

Gray scale 

 

refers to the number of luminance levels, or shades of gray, available in a display. The
common definition is a luminance ratio of 1.4 between levels, although the eye can discriminate changes
as small as 1.03 (a Weber’s 

 

K 

 

value of 0.03). The number of gray shades is useful for evaluating the
capability of a display to render pictorial information or the range of luminance levels that can be used
for coding. The highest luminance level is determined by display capabilities, but the lowest level is
determined by the luminance of the display surface when no signal is present. Bright light incident on
the display can elevate this minimum level and reduce the number of usable gray shades.

 

Flicker 

 

is the term for detectable changes in display luminance, and occurs when the frequency of those

  

displays which do not flicker at high luminance levels may still flicker at low levels. The CFF is calculated as

(30.6)

    

a

 

luminance of the image in cd/m

 

2

 

, or nits, and 

 

b 

 

= 37. This is an empirical formula, and the values for 

 

a

 

and 

 

b 

 

are only approximate. Because the eye cannot adapt to flicker fast enough to control the light on
the retina, visual irritation usually occurs where flicker is present.

Many display parameters are stated in terms of the 

 

pixel,

 

 or picture element. The pixel is the smallest
addressable element in an electronic display, or the smallest resolvable information element seen by the
user. 

 

Refresh rate 

 

is the frequency with which display pixels are reilluminated. Refresh rates below 50 to
80 Hz may induce perceptible flicker. The 

 

update rate 

 

is the frequency with which the information content
of display is changed.

 

Linearity 

 

is the deviation of a straight line from its exact form, expressed as a percentage of total line
length. Pattern distortion is the deviation of any element of a pattern (e.g., a grid) from its exact location,
expressed in dimensions of the total pattern. While no specific limits are associated with these parameters,
interpretation of measurement data can obviously be affected if nonlinearities are observable on the display.

CR = -luminance of brighter object luminance of darker object

luminance of brighter object

CFF a L b= +log a
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Quarter-wave thin film coatings interfere with both specular and diffuse reflections.

the critical flicker fusion frequency, or CFF, which depends on the luminance level of the image, i.e.,
changes is below the integrating capability of the eye. The minimum frequency at which this occurs is

where a = 12.5 for high (photopic) ambient light levels and 1.5 for low (scotopic) levels, L  is the average
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Several mathematical models have been developed to quantify display 

 

image quality 

 

as single “figures
of merit.” These models, while useful, are too involved for treatment here and the reader is referred to
excellent summaries in the literature [1] for further information.

 

30.6 Display Content Considerations

 

Configurable software packages for scientific measurement (e.g., LabView™) allow great flexibility in the
design of display formats. Human factors principles for display content, therefore, are as important to
effective measurement as the electronic characteristics of the display itself. The following principles are
an introduction to the kinds of issues that must be considered when designing display content. The
interested reader is referred to Helander (1987) and Grandjean [3]) for information on human factors
and design guidelines beyond those presented here.

 

Alphanumeric Displays

 

The size of a letter is its 

 

pitch.

 

 A general recommendation is that characters should subtend a minimum
of about 12 min of arc at common reading distances. Alphanumeric displays are usually constructed of
pixel arrays or segmented bars (Figure 30.1). A 5 

 

¥

 

 7 pixel array is considered the minimum necessary
to represent the ASCII character set. More pixels can increase legibility, but at higher cost for the control
electronics. The seven-segment bar matrix is also a common design and has good performance, but up
to 16-segment arrays are available for better appearance.

 

Stroke width 

 

is the ratio of the thickness of the stroke to the height of the letter. Recommendations
for legibility are 1:6 to 8 or 1:8 to 10 [2]. As illumination is reduced, thick letters are easier to read than
thin ones. With low illumination and low contrast, letters should be boldface type with low stroke
width–height ratios (e.g., 1:5).

 

Quantitative and Status Displays

 

While numeric readout displays are easy to implement in software, analog pointer displays show an
advantage when it is important to observe the direction or rate of change of the values presented [4]. If
the measurement application involves “more or less” or “up or down” interpretations, a straight-line or
thermometer scale is preferred because it shows the measurement in relation to zero. 

 

Moving pointers

 

are better able to convey minor changes in readings than fixed pointers or numeric readouts. 

 

Scale

FIGURE 30.1  Examples of alphanumeric displays.
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markings should reflect the length of the smallest unit to be read. It is desirable to have a marker for each
unit, so that no interpolation is required.

Check reading indicators are used to determine whether a condition is “normal.” The normal criterion
point, therefore, should be clearly coded. If several indicators are grouped together, they should be
arranged so that the deviant reading stands out (e.g., by indicating a different column height or dial
angle, etc.).

Color is an excellent method for organizing information on a display and for locating objects rapidly.
Although display users can distinguish between many different colors, they usually cannot remember
more than seven to ten of them, so the number should be limited if color is going to be used as a coding
dimension.

Summary

The next sections address different display technologies in light of the principles discussed here. While
display guidelines are available for essentially any parameter, it is important to remember that visual
perception is an integrative process. No single guideline functions alone, and display quality is usually a
product of interacting needs and trade-offs.

30.7 Cathode Ray Tube Displays

and its widespread use in televisions and computer monitors should guarantee its continued presence
throughout the foreseeable future. Advantages of CRT-based displays include (1) versatility (the same
CRT can be used for alphanumerics, pictures, or graphics), (2) high-resolution capability and high
luminous efficiency, extremely fast dynamic response (which can be important for rapidly changing
signals), (3) extensive commercial availability (e.g., 2.5 to 64 cm, diagonally), (4) high reliability, (5) long
life, and (6) relatively low cost. CRT displays can function well in high ambient illumination if filtering
is used. Potential disadvantages of CRT displays are bulk (the depth of conventional CRT tubes can match
or exceed their diagonal dimension, although flat CRTs are available), and vulnerability to ambient
reflections and high illumination. Light falling on the smooth display surface can produce a veiling
illuminance that washes out screen contrast and reduces the number of colors that can be perceived.

CRT Performance

Many characteristics of CRT displays depend on the type of phosphor selected for the design. Phosphor
materials vary widely in their luminous efficiency, their color, and their decay time. Decay time interacts
with display refresh rate; a phosphor with a short decay time will require a higher refresh rate to avoid
observable flicker effects. Selecting a CRT with a high phosphor decay time will also result in selecting
a tube with a high average luminance. Resolution depends on the spot size of the energized phosphor
(which is effectively the thickness of the raster line). Spot size will also depend on the acceleration voltage
and beam current of the cathode gun, so manufacturer’s data must be noted for the voltage and current
where the measurements were recorded, and compared with expected operating conditions. CRT reso-
lution is measured in two ways. Television lines are the number of the most closely spaced, discernible
lines that can be distinguished on an EIA (Electronic Industries Association) test chart. Shrinking raster
lines involve a process of reducing the spacing between lines of a test pattern until no lines can be seen.
This point is then expressed as the number of lines per centimeter, and is a better metric for measurement
display applications. Increasing numbers of scan lines improve symbol legibility and image quality. Most
conventional CRT monitors have 525 scan lines, but up to 5000-line systems are available [5]. The primary
method for achieving color CRT displays is the use of single or multiple electron beams to energize
phosphors for three primary colors — red, blue, and green. A complete range of colors is obtained by
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selectively energizing appropriate combinations of these three basic phosphors. Beam efficiency is reduced
in this process, which means that color CRT displays are not as bright as monochrome CRT systems.

Contrast ratio is diminished by high ambient light levels, and it is often necessary to compromise
between light requirements for work tasks and light levels for optimum CRT visibility. In low ambient
lighting conditions, a CRT contrast ratio of 10:1 is usually attainable. A ratio of 25:1 can be achieved
with contrast-enhancing filters, but at the expense of brightness.

Types of CRT Displays

In addition to the conventional, raster-scanned CRTs used for computer monitors and workstations, two
variants of CRT technology should be mentioned, the direct-view storage CRT and the flat CRT. Direct-
view storage CRTs have been designed to get around the need to refresh phosphors constantly. Direct-
view systems usually add an additional, electrically charged layer — the storage element — somewhere
behind the phosphor layer and an additional electron gun to maintain this charge. Displayed information
is retained until it is actively erased. Flat CRTs have been developed to answer the need for CRT
performance in a smaller physical package. The basic design technique places the electron gun at right
angles to the screen and, through additional focusing circuitry or a slightly angled phosphor screen,
writes the raster pattern at a high angle. Additional detail on these and other CRT designs can be found
in Sherr [1].

30.8 Liquid Crystal Displays

that do not generate light of their own but control the transmission or reflection of an external light source.
LCDs alter the optical path of light when an electric field is placed across the liquid crystal (LC) material.

The principal advantages of LCDs include (1) very low power consumption (important for battery-
operated and portable systems such as calculators), (2) a flat display package, (3) low cost of the basic
materials, and (4) excellent contrast in high ambient illumination. Some LCDs, however, have slow
dynamic response (i.e., for switching display elements on and off); 100 to 500 ms rise times, for example,
are visually noticeable and such systems may be unacceptable for measurement applications. Low lumi-
nance is another drawback, and can make the display difficult to read in low-light conditions without
an external light source. In addition, viewing angle is limited by inherent LC characteristics, and is usually
less than 45° without special designs. Many LCD features, such as switching thresholds and response
times, are temperature dependent.

LCD Performance

A full range of resolution capabilities is available, from simple alphanumeric displays to systems with
63 million pixels and resolutions of 47 lines/cm [6]. LCDs are primarily used in small display applications
(e.g., calculators, watches, etc.), although 53 cm diagonal, full-color video-capable displays have been
developed [7].

Contrast in polarized systems is determined by the extinction ratio of the polarizer, i.e., the ratio of
light transmitted in the parallel polarizing orientation to light transmitted in the cross-polarizing orien-
tation. Polarizers with good extinction ratios, however, also suffer high loss of light in the transmitting
orientation, so maximum brightness is traded for contrast. Contrast ratios of up to 50:1 [6] have been
achieved, although 20:1 is more common.

Color displays can be achieved by placing a color mosaic over the LCD and switching the cells behind
the proper combinations of mosaic holes into their transmission states. This method reduces resolution
and brightness, however, as the available pixels must be assigned to each of the three primary colors. The
use of thin-film transistors (TFT) as a switching technology for LCDs is the latest approach to generating
large, high-resolution displays and is the subject of extensive engineering research [8].
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30.9 Plasma Displays

candidate for diverse measurement needs, especially where harsh environments are expected. In addition,
the switching characteristics of plasma gases have not yet been fully exploited, and this technology offers
excellent potential for future engineering improvements. Plasma methods are used extensively for alpha-
numeric displays in portable, laptop, and handheld computers, and for the display of video imagery.
Advantages of plasma displays include enhanced memory capability, brightness, and luminous efficiency.
It is also possible to retain pixels in the on state without continuous refresh signals, which means that
increased brightness can be obtained for the same power and driving circuitry. This advantage also allows
for excellent contrast ratios in high ambient illumination.

Plasma displays also exhibit long display life and ruggedness. It is not unusual for the display to outlast
the life of the product in which it is installed, and the relatively simple panel construction can tolerate
high shock and vibration environments, or extremes of temperature. Some disadvantages of plasma
displays include high cost (relative to CRTs) and high power requirements (relative to LCDs). Other
technologies can compete effectively with plasma devices for small alphanumeric displays in benign
conditions.

Plasma Display Performance

Commercial plasma displays are available with resolutions of 40 lines/cm, and systems with almost
50 lines/cm are under development. Systems of 2 million pixels have been constructed [9]. Gray scale is
achieved with dc displays by adjusting the discharge current in each cell. Displays using ac voltage can
trade resolution for gray scale with spatial modulation methods, i.e., by controlling the number and
location of activated pixels, rather than the level of pixel illumination. While plasma displays have good
gray scale, their brightness is not yet equivalent to that of CRTs. Plasma displays show the color of the
ionized gas, usually orange (i.e., where neon is used), although different gas mixtures or phosphors have
been successfully used to expand the range of colors. The hybrid ac-dc display was designed to combine
the memory capability of ac systems with the efficient matrix circuitry of dc devices [10]. The display

while the ac component controls the memory states of the cells. The hybrid plasma–CRT display attempts
to use the gas discharge effect of the plasma panel as a matrix-addressable source of electrons for the
CRT. The result is a full-color system with high brightness and good luminous efficiency.

30.10 Electroluminescent Displays

EL materials are complex (i.e., driven and controlled by processes related to solid-state semiconductor
physics) and are more difficult to work with than other display materials. Nevertheless, they offer great
potential for high brightness and low cost that deserves consideration, especially as new designs become
available. Matrix addressing is used for control of information display applications. EL materials are
applied in two forms — powders (PEL) and thin films (TFEL) — and are controlled by both ac and dc
voltages, generating four basic design approaches. Some advantages of EL displays are (1) high luminous
efficiency (except ac powder designs), (2) readability in sunlight, (3) color capability, (4) compact, flat
panel designs, and (5) significant potential for low-cost manufacture. A disadvantage of EL displays is
that ac powder (ACPEL) systems have low luminance and contrast ratio. In addition, phosphors in
powder designs scatter and reflect ambient light, reducing their contrast.
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The simplicity and durability of plasma displays (see Chapter 33) makes this technology an attractive

With the exception of light-emitting diodes (LEDs, see Chapter 35), electroluminescent (EL, see

uses both types of current to generate gas discharge; the dc component controls the pixel addressing,

Chapter 34) technologies are not as prominent in the commercial arena as other types of display systems.
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EL Display Performance

Contrast ratios of 50 to 150:1 have been demonstrated with monochrome thin-film (ACTFEL) systems,
while 15 to 20:1 have been achieved with dc designs. ACTFEL designs also show excellent brightness,
with demonstrated luminance levels of over 157 cd/m2 (monochrome) and 26 cd/m2 (color). DCPEL

2

may soon meet or exceed ac-based values. Resolution of EL displays is limited by the duty factor of matrix
addressing; a finite amount of time is needed to energize each row, and a minimum luminance level is
needed for adequate display performance, so the remaining variable becomes the number of addressable
lines. A demonstrated ACTFEL display with 640 ¥ 400 elements, with six colors and a resolution of
27 lines/cm, is typical of this technology.

30.11 Light-Emitting Diode Displays

distinguishes them from the polycrystal EL materials discussed in the previous section. The basic physics
behind their operation is, however, quite similar. LED displays are highly versatile and well suited to a
variety of measurement applications. Advantages of LED displays include high reliability and graceful
degrades; individual LED elements can fail without affecting overall display performance. LEDs are
rugged, for operation in harsh environments, and they are more tolerant of temperature extremes than
other technologies. LEDs demonstrate better viewing angles than LCDs, and excellent brightness for
visibility in sunlight. Unfortunately, LED displays also have high power consumption when packaged in
large, flat panel displays, and the cost is high for the complex assembly. Optical cross talk between array
elements can occur if transparent substrates are used. LEDs are the most restricted display in terms of
color range (e.g., no blue device is commercially available).

LED Display Performance

LED devices have excellent brightness, but because display brightness is also a function of the filters or
magnification lenses used over the LED elements, device luminance is not, by itself, a reliable measure
of overall system performance. LED displays also show very good luminance contrast. Chrominance
contrast, however — the color difference between the LED and its background — is a factor in evaluating
LED performance that is not found in other technologies. Chrominance contrast is significant because
of the high saturation of most LED phosphors. It is affected by display filters, and can have significantly
more influence on display performance than luminance contrast.

LED displays with resolutions of 20 to 25 lines/cm have been constructed. Flat panel displays of 38,400
discrete elements have also been demonstrated with luminance levels of around 137 cd/m2 (increasing
to 240 cd/m2 with reduced resolution), and at least one aircraft display with 49,000 elements has been
built. CRT-equivalent displays with 600 ¥ 400 elements have also been realized with engineering devel-
opment models.

Defining Terms

Decay time: The time required for the peak brightness of a phosphor to drop to a defined fraction of
peak luminance; a measure of how long the phosphor remains illuminated after being energized
by the electron beam.

Duty cycle: The time spent addressing each pixel during a refresh cycle; inversely proportional to the
number of pixels.

Font: Refers to the form in which alphanumerics and symbols are produced.
Spot size: The size of the illuminated spot from the electron beam; limits the size of the raster line.
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designs, representing newer technologies, have achieved over 100 cd/m  with monochrome designs, but

Light-emitting diode (LED) displays (see Chapter 35) involve single-crystal phosphor materials, which
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Transillumination: Illumination from the side of a display surface, to highlight information on the
surface itself, e.g., lighting for automobile or aircraft instruments.

Wash out: The loss of contrast (i.e., reduction in dynamic range) in an LED as the ambient light reflected
off the background of the display surface approaches the light level of the active area.
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Further Information

E. Grandjean, Ergonomics in Computerized Offices, London: Taylor & Francis, 1987, is an excellent all-
around treatise on the principles of effective VDT selection and use. Summarizes a wide range of
research literature. If this volume is difficult to obtain, a chapter by the same author is also included
in the Handbook of Human Factors (Reference 2).

M.G. Helander, Design of visual displays, in G. Salvendy, Ed., Handbook of Human Factors, New York:
John Wiley & Sons, 1987, is an excellent and concise review of major human factors principles for
display design and use. Includes a critical review of the foundation literature in this area.

S. Sherr, Electronic Displays, 2nd ed., New York: John Wiley & Sons, 1993, offers clear presentations of
all important display technologies, together with a good summary of performance measurement
methods for display systems. Well illustrated with a variety of commercial products.

L.E. Tannas, Jr., Ed., Flat-Panel Displays and CRTs, New York: Van Nostrand Reinhold, 1985, provides a
thorough, yet highly readable examination of the physical principles behind essentially every major
display technology. Although the technology capabilities have become dated since publication, this
is well worth review.
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31.1 Introduction

 

The cathode ray tube (CRT) is unequaled in its ability to produce dynamic, quality, high-information-
content imagery at high resolution. Even more impressive is that it achieves this for a lower cost per pixel
than any other comparable electronic display technology. For the instrument designer requiring a high-
information-content display, it offers numerous advantages. As a raw image tube, it is commonly available
as an off-the-shelf item with a broad infrastructure of vendors, integrators, support, and part suppliers.
Interface standards are well established and as a complete system, ready to take a standard signal input,
it is available worldwide in a variety of performance ranges. To meet different application requirements,
it is available in diagonal sizes from 12 mm to over 1 m with resolution from thousands of pixels to over
5 million pixels per frame. Tube characteristics improve on a yearly basis, and prices continue to decrease.
Stanford Resources has been tracking the CRT market for almost 20 years, and is an excellent source of
information. In its latest report, it indicates that despite competition from other display technology, the
CRT will remain the single largest market in the display industry. The worldwide market for CRT tubes
in 1997 was 261 million units worth $26 billion U.S. This is expected to grow to 341 million units worth
more than $34 billion by 2003 [1, 2]. Although there are many competing information display technol-
ogies, the CRT will be with us well into the 21st century.

 

Christopher J. Sherman
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31.2 History

 

The CRT has a rich and distinguished history. The roots of today’s CRT technology extend back more
than 100 years to the latter half of the 19th century. Eugene Goldstein first introduced the term 

 

cathode
rays;

 

 John W. Hittorf, Heinrich Geissler, Julius Plücker, and others made important contributions specific
to CRT technology [3]. Throughout the 19th century, researchers were interested in the nature of a
luminous gas discharge and shadowy rays that occurred when a high voltage potential was applied between
two electrodes in a vacuum. Sir William Crookes was an active experimentalist in this field, and early
cathode ray devices came to be known as Crookes tubes. Crookes noted that a glow was generated by
the surface that the rays struck; the rays themselves were not the source of light. By producing tubes with
a vacuum of 1.3  

 

¥

 

  10

 

–4

 

 Pa (10

 

–6

 

 torr), he eliminated the luminous gas discharge and worked directly
with the cathode rays [4]. Crookes demonstrated the following: luminance depended directly upon the
material properties of the surface the rays struck; a magnetic field would deflect the path of the rays; the
deflection was proportional to the strength of the magnetic field; and a magnetic field could be used to
focus the rays into a beam. He also suggested the rays emitted by the cathode were a stream of charged
tiny particles, which were soon to be identified by Joseph John Thomson as electrons. Continuing CRT
experimentation lead to the discovery of x rays by Wilhelm Konrad Röntgen in 1895.

Ferdinand Braun was the first person to envision the CRT as a tool for the display of information and
is generally credited with the invention of the first device to be a direct forerunner to the modern CRT
[5]. Braun in 1896 designed a CRT “indicator tube” for monitoring high frequencies in power-generating
equipment. His design contained all of the same elements as today’s CRTs. It utilized a cathode as an
electron source, two control coils for vertical and horizontal deflection, an anode for electron acceleration
and beam control, and a focusing slit. He also incorporated a phosphor screen normal to the beam for
tracing its path. Although crude by later standards, this was the direct prototype for CRT oscilloscopes.
In 1903 to 1905 Arthur Wehnelt added several very significant advances to Braun’s design. Wehnelt
developed and implemented a hot oxide–coated cathode and a beam control grid [5]. This lowered the
voltage necessary to generate the electron stream and provided for much finer control of the beam current.
These developments were the forerunner of the modern electron gun.

The CRT remained mostly a laboratory device until three important applications ushered it onto the
center stage of information display: oscilloscopes, television, and military radar. By the early 1900s
oscilloscopes were being widely used for the study of time-varying electric circuits in communication.
Television was developed in the 1920s and in July of 1930 the National Broadcasting Company began
the experimental broadcast of television in New York City. During World War II the CRT underwent a
second wave of maturation with the advent of radar technology. By the end of the 1940s the TV-CRT
was available as a consumer product. In the 1950s RCA perfected shadow mask technology and before
long color became a new standard, gaining wide consumer acceptance in the 1960s. While the principal
components of a CRT system have not fundamentally changed in many decades, the CRT has continued
to improve.

 

31.3 Image Formation with a CRT

 

Although there are many different CRT designs, some of which are quite intricate, the process of forming
an image using a CRT is straightforward. The procedure can be divided into four basic stages: beam
formation, beam focusing, beam deflection, and energy conversion. These stages occur in four different
regions of the CRT and follow in order from the rear of the tube (the neck) to the faceplate. As shown

 

Beam Generation with the Electron Gun

 

The cathode generates the stream of electrons used to form the image-writing beam. The traditional
cathode is a metal conductor such as nickel coated with a thin layer of oxide, typically a barium strontium
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compound. To reduce the voltage required to generate electron emission, the cathode is heated to 700 to
1200°C. Applications that require high brightness often use more advanced and expensive dispenser
cathode designs to increase the beam current while maintaining reasonable cathode life. These designs
incorporate complex cathode structures and materials such as barium ceramics, molybdenum, rhenium,
and tungsten. Readers interested in advanced cathode designs and additional information on CRT
materials technology should consult References 6 through 10. The flow of electrons from the cathode is
controlled by varying the potential between the cathode and a series of control grids commonly known
as G1 (the control grid) and G2 (the acceleration grid). A voltage potential of 100 to 1000 V between
G2 and the cathode creates the potential necessary to pull a stream of electrons off the cathode, forming
the beam. The beam amplitude can be controlled and even completely shut off by varying the potential
on G1. Thus, the voltage at G1 controls brightness because the brightness is proportional to beam current.
The design of the cathode with respect to impedance and loading influences the maximum rate at which
the beam can be modulated. The cathode and its associated control grids can be designed to produce a
crossover flow of electrons or a laminar flow. In crossover gun designs, the emitted electrons converge
to a point in front of the cathode. By using electron optics, this beam spot is imaged onto the phosphor
screen. Due to inherent advantages, the crossover design is widely used. A crossover beam is narrow,
making it easier to deflect than a thicker beam, and the spot can be very small, improving resolution at
the screen. In theory, a laminar flow design provides for the possibility of higher beam current from a
similar-sized cathode. In practice, the improvement is not usually advantageous enough to offset the
added difficulty of controlling a wider beam.

 

Electron Beam Focusing

 

Beam focusing and beam current are critical in determining the final spot size and thus the resolution
of the CRT. Focusing a beam of electrons is directly analogous to focusing a beam of light; the discipline
is called electron optics. Concerns familiar to optical imaging such as magnification, spherical aberration,
and astigmatism also confront electron optics. As CRTs become larger, and operate at higher deflection
angles, spot control becomes critical. Beam focusing is achieved using either electrostatic focusing grids
or electromagnetic focusing coils. Electrostatic focus is the most extensively used technique. It can be
found in use in applications from television to desktop computer monitors. Electrostatic focus is achieved

 

FIGURE 31.1  

 

Example of a typical CRT with electromagnetic focus, and electromagnetic deflection. This type of
tube design is usually used for demanding applications such as bright, high-resolution image projection. Tubes like
this are available from a number of manufacturers such as Sony, Matsushita, and Thomson.

 

1733 FrameBook  Page 3  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



 

31

 

-4

 

Electrical Measurement, Signal Processing, and Displays

 

by applying a succession of potentials across a complex sequence of focusing grids built into the electron
gun. As designers seek to improve performance further, grid designs have become intricate [11, 12].
Magnetic focus is the system of choice for all high-performance systems where resolution and brightness
are design objectives. Magnetic lenses are better at producing a small spot with few aberrations. External
coils in a yoke around the neck of the tube control the beam. Since it provides superior performance,
electromagnetic focus is common on high-resolution commercial systems. Magnetic focus can also be
achieved using permanent magnets and specialized hybrid electrostatic/magnetic focus components. Due
to the tremendous impact focus has on resolution, tube suppliers continue to improve focus control
[13, 14]. For an excellent and comprehensive treatment of electron physics in CRTs, beam control, detailed
design discussions, and other aspects of CRT devices, consult Sol Sherr’s textbook [15].

 

Electron Beam Deflection

 

The beam deflection system is responsible for controlling the position of the spot on the front face of
the CRT. As with focusing, beam deflection techniques can be electromagnetic or electrostatic. A magnetic
deflection system consists of two electromagnetic yolks on opposite sides of the CRT neck; a horizontal
deflection coil and a vertical deflection coil. The position of the beam is easily controlled; the amount
of beam deflection is directly proportional to the current in the coil. Deflection coil design also influences
spot size and shape. Coil designs can incorporate correction for coma, convergence errors, and pincushion
distortion [16]. Because of its low cost and efficiency, CRTs for both moderate- and high-resolution
applications normally use magnetic deflection. Electrostatic deflection provides faster beam displacement
but less spot size control. It is typically used in oscilloscope systems, where resolution requirements are
moderate and deflection speed is paramount.

 

31.4 CRT Addressing: Raster Scanning vs. Stroke

 

Raster scanning is the most common CRT addressing technique. In raster scanning the electron beam
writes each frame one line at a time. This means the horizontal deflection system requires a higher
bandwidth than the vertical deflection system. High-performance raster CRTs have a horizontal band-
width of 15 to 150 kHz, and a vertical deflection bandwidth of 30 to 180 Hz. The information is written
onto the front face of the CRT from left to right and top to bottom, one line at a time. Raster scanning
can be interlaced or progressive (noninterlaced). In interlace scanning, each frame of information is
decomposed into two fields. The first field consists of all of the odd-numbered lines in the original frame,
and the second field contains all of the even-numbered lines. Each field is scanned onto the CRT at twice
the frame rate. Commercial television is interlaced. In the U.S., the frame rate is 30 Hz and the field rate
is 60 Hz; this scheme is known as the NTSC standard. PAL and SECAM are two other well-known
commercial formats in use today. There are numerous other standards, both analog and digital, in use
worldwide, each with slightly different scan rates, resolution/addressing formats, luminance and color
encoding, and timing protocols [17, 18]. Interlace scanning is an engineering compromise that conserves
transmission bandwidth, electronics bandwidth, and CRT bandwidth, while maintaining acceptable
performance with respect to moving imagery, resolution, and flicker. Computer monitors employ a
progressive raster scan. Each frame has one field. The display is generated line by line, in order from the
first pixel to the last pixel. Frame rates for the typical desktop monitor vary from 60 to 85 Hz to over
180 Hz for specialized systems.

Stroke is an alternative addressing technique that was once quite common. The name for the technique
comes from the phrase “the stroke of a pen.” Stroke is a point-to-point addressing system. The beam is
directed to the starting point of a line, turned on, and then moved directly to the end of the line. Because
there are no raster lines, stroke CRT resolution is independent of direction and is limited primarily by
spot size. Stroke addressing is excellent for low-information-content screens with detailed graphic char-
acters or simple vector graphics. It provides extremely high quality drawing, clean lines, precise detail,
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and high speed while conserving power and bandwidth. Stroke systems address the CRT only where there
is information, not the entire screen as in raster scanning. This technique is uncommon today because
it is too slow and computationally intensive for systems that have high information content, gray scale,
or imagery.

 

31.5 The Phosphor Screen

 

The phosphor functions as the CRT transducer. It converts the energy of the electron beam into light.
This conversion process is called cathodoluminescence. CRT phosphors are inorganic crystalline materials
doped with one or more impurities called activators and coactivators. Phosphors emit light in two ways,
fluorescence and phosphorescence. Fluorescence is the emission of light by the phosphor material while
it is under bombardment by the electron beam. The continued emission of light after the bombardment
has ceased is called phosphorescence. The length of time phosphorescence lasts is known as persistence.
Persistence can vary from tens of nanoseconds to many minutes, or even hours. CRTs take advantage of
both forms of cathodoluminescence. Briefly, cathodoluminescence occurs when the electron beam excites
the electrons of the phosphor into higher, unstable energy states available due to the presence of the
activators. When the electrons transition back to their stable states, light is emitted. The choice of
phosphor depends on the requirements of the application with respect to wavelength characteristics
(narrow emission spectra or broadband emission), color, brightness, resolution, and persistence. Com-
mercial television CRTs typically make use of the following phosphor powders: ZnS:Ag:Cl (blue),
Zn(Cd)S:Cu:Al or ZnS:Cu:Au:Al (green), and Y

 

2

 

O

 

2

 

 S:Eu [19]. Television CRTs use moderately shortper-
sistence phosphors. This ensures a new frame does not exhibit blurring due to the previous frame.
Traditionally, phosphors for radar displays, where the screen is refreshed infrequently, had a mix of short
and long persistence. However, with the advent of today’s digital systems, the use of long-persistence
phosphors has declined. The Electronics Industries Association maintains an information database of
commercial phosphors for CRTs. The interested reader should consult its publication TEP116-C [20].
Figure 31.2 illustrates the spectral characteristics of several typical phosphors.

 

FIGURE 31.2  

 

Phosphors can have a wide range of spectral characteristics. This graph illustrates the spectral profiles
of two representative cases. The blue source is an example of a phosphor with a wide and smooth profile. The
maximum output for this phosphor is in the blue at a wavelength of 452 nm. The red phosphor shows a sharper
profile with several narrow peaks. The largest peak for this phosphor is at 612 nm.
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31.6 Color CRTs Using Shadow Masks

 

Color has been a part of the CRT world since the early 1950s. A sound understanding of human color
perception is important for a detailed understanding of color in CRTs. Readers interested in an excellent
comprehensive treatment of color science should consult Wyszecki and Stiles [21] or Robertson and
Fisher [22] for a brief overview. The most common method of introducing color to the CRT is the three-
gun shadow mask technique. The shadow mask is a metal grid of many tiny apertures held in place
immediately before the phosphor screen. The phosphor screen is an array of three different phosphor
subpixels. Three electron guns are placed closely together in the neck of the tube, one gun for each one
of the primary colors (red, green, and blue). The guns make a small angle with respect to each other.
The shadow mask and beams are aligned so that each beam falls on the appropriate phosphor dot. The
dots are placed closely together so the eye spatially integrates the subpixels into a continuous blend of
color. There are two common configurations, delta and in-line. Delta, the traditional method, arranges
the electron guns and the phosphor dots in a triad. This requires a shadow mask consisting of a grid of
circular apertures. More recently, Sony introduced the Trinitron™ design. In the Trinitron tube the guns
are placed in line, the shadow mask consists of vertical slots, and the phosphors are in vertical stripes.
The design offers improved vertical resolution and is easier to converge, but the mask is slightly more
difficult to support and is subject to thermal stress problems.

Trinitron continues to be an important and popular design [23]. The shadow mask technique of
producing a color image has three main drawbacks. First, the shadow mask typically absorbs more than
75% of the electron beam energy, limiting brightness and causing undesirable thermal effects. Second,
both require precise beam control to converge the three different images from the electron guns. Third,
the resolution of the display is limited by the requirements of spatial color; three subpixels are needed
to make each full-color pixel.

 

31.7 Alternative Techniques for Realizing Color Using CRTs

 

There are alternative approaches to producing color with CRTs. In its own way, each seeks to improve
upon one or more of the enormously successful shadow mask designs. The three most noteworthy
challengers are beam index tubes, penetration phosphor tubes, and field sequential color systems. All
three have been around for decades, but only field sequential color systems are commercially available.

 

Beam Index and Penetration Phosphor Tube Designs

 

A beam index tube uses a slotted mask and vertical phosphor stripes. One electron beam is focused to
less than the width of a phosphor stripe. A reflected ultraviolet signal from the mask provides a feedback
signal. This signal is used to index the position of the beam very accurately. Color selection is achieved
by precise beam positioning and rapid beam modulation. Although beam indexing offers perfect con-
vergence, few guns, energy savings, and high resolution, practical problems in control and manufacturing
have left this approach unrealized. Penetration tubes are potentially even more advantageous since color
is produced with one electron gun and no mask is required. The phosphor screen consists of a layering
of several different phosphors. There are many approaches to the layering structure, but the basic principle
is that each layer produces a different color. To select among the different colors, the beam energy is
varied, altering its layer penetration. In theory, multiple layers of phosphors could be used to produce a
full-color display. Unfortunately, this design requires high switching voltages, and the color purity is poor
because of the dilution caused by leakage from the unselected phosphor layers. In the past, a few two-
color systems have been produced on a limited basis with stroke writer systems (p. 147 of Reference 4).

 

Field Sequential Color

 

Field sequential color (FSC) is a different approach to realizing color using a monochrome CRT and
color filters [24]. The shadow mask relies on the ability of the eye to perform a 

 

spatial integration on a
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group of color elements.

 

 Field sequential color exploits the ability of the eye to perform a 

 

temporal
integration of color fields.

 

 Field sequential color is not a new concept; it was an early design suggestion
for commercial color television. To implement field sequential color, each full-color frame is decomposed
into primary color fields (red, green, and blue). Each of these color fields is displayed sequentially on a
monochrome CRT while simultaneously a color filter is placed over the front of the CRT. The filters must
be rapidly changed to stay in sequence with the individual fields which are displayed at three times the
desired frame rate. This sequence is so quick that the eye fuses the individual color fields into a steady
blend of continuous color. Field sequential color systems have all of the advantages of a monochrome
CRT, namely, superior resolution and simplicity. The major historical drawbacks to field sequential color
have been the difficulty in controlling a bulky, spinning, mechanical filter wheel, and two thirds of the
light energy of the phosphor is thrown away in each field. In the past, some viewers have reported the
ability to perceive the individual color fields intermittently; this artifact is known as “color break up.”
Field sequential color systems have seen a commercial rebirth due to several factors. The luminous
efficiency of several phosphors has improved to the point where the light loss penalty is no longer a
severe price to pay. Awkward, mechanical filter wheels have been replaced by several different types of
compact, low-power, liquid crystal shutters. The use of faster frame rates and digital sampling techniques
has reduced color artifacts. And finally, monochrome CRTs using field sequential color meet the growing
market need for small high-resolution displays.

 

31.8 Image Quality and Performance

 

For any display technology, the ultimate test of performance and quality is how the image looks to the
viewer in a real-world environment. This is highly subjective, but critical none the less. Table 31.1

 

TABLE 31.1

 

Parameters That Influence CRT Performance and Image Quality

 

Resolution Spot size and shape
Focus accuracy
Line width
Addressing/scan format
Shadow mask design

Luminance Dynamic range
Maximum brightness
Gray scale in high and low ambient light
Gray scale vs. display brightness
Phosphor luminous efficiency

Contrast Contrast under high ambient illumination
Contrast under low ambient illumination
Large area contrast
Pixel-to-pixel contrast (small area)

Image fidelity Frame rate
Flicker/refresh
Uniformity and linearity
Aberrations (linearity, pincushion, barrel distortion, keystone, and focus)

Color Phosphor selection
Convergence accuracy
Color gamut and saturation
Color uniformity
Color accuracy

Bandwidth Video bandwidth (cathode design)
Horizontal deflection design
Vertical deflection design
Bandwidth of the CRT supporting electronics
Bandwidth of the signal delivery electronics
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highlights some important parameters associated with performance and image quality. Resolution is the
most critical characteristic of any CRT. A note of caution: resolution should not be confused with
addressing. A system can have a precise addressing format, but if the spot is too large the CRT resolution
capability will be poor despite the addressing format. Alternatively, if the spot is precise and the addressing
format is coarse, the 

 

image 

 

will be low resolution, but the CRT resolution will be high. Resolution is
affected by almost every system parameter: spot size, focus, deflection, raster format, the mask, and beam
current. For a perfectly designed system, line width and spot size will ultimately determine the resolution.
Spot diameter is limited by the quality of the electron optics, the particle size and thickness of the
phosphor layer, and beam current. The cross-section energy distribution of the electron beam is approx-
imately Gaussian. The higher the current, the larger the beam cross section. Scattering by individual
phosphor particles also increases the spot size. Thus, high resolution is much more difficult to achieve
for high-brightness applications. The champions of small spot sizes are the small 12 to 25 mm mono-
chrome CRTs. Several commercial systems achieve 

 

£

 

25 

 

m

 

m spot sizes, and sizes 

 

£

 

15 

 

m

 

m have been
reported [25]. Monochrome CRTs in the 53 cm class (21-in.) have spot diameters 

 

£

 

150 

 

m

 

m. Color CRTs
with shadow mask pitches 

 

£

 

250 

 

m

 

m are available in sizes up to 21 in. at commodity prices, and this will
continue to improve. Spot size does not tell the whole resolution story. In most systems something other
than spot size limits performance. The scan format may be well below the performance of the CRT, the
bandwidth of the support electronics is frequently less than the tube bandwidth, and, for color, the
shadow mask will limit resolution more than spot size. Engineers can still design a CRT that maintains
its performance even with state-of-the-art electronics. MTF (modulation transfer function) is the stan-
dard metric for resolution. MTF compares the modulation of the displayed output with the modulation
of a known input signal. As the spatial frequency of the input increases, the performance of the output
will show a steady roll-off in modulation depth and quality. Readers interested in an introduction to this
complex topic should consult Infante’s review [26]. Contrast and its related companion, gray scale, are
also important to CRT image quality. Since contrast can be measured and stated in so many different
terms, gray scale is probably a more practical indicator of performance from a user’s standpoint. As it
attempts to replace traditional film, the medical imaging community demands the most of the mono-
chrome CRT. Medical CRTs can produce up to 256 shades of gray with 8-bit controllers. Systems are
available that will do 10-bit monochrome and color. Although frequently quoted, 

 

shades of gray 

 

is not a
true indication of CRT performance and should not be confused with true 

 

gray scale 

 

capability. Shades
of gray is a characteristic of the image source and the capability of the electronics; gray scale reflects the
capability of the CRT. Gray scale is typically defined as a series of steps in brightness in increments of
2

 

1/2

 

 from black to maximum CRT output. Thus, gray scale is a realistic indicator that combines CRT
dynamic range, contrast ratio, halation, and ambient reflections. More than 12 steps of gray scale is
considered good performance.

The subject of display image quality and evaluation is an important topic. In addition to resolution
and gray scale, users and designers need to consider many other metrics, such as luminance, dimmability,
contrast, readability, color, persistence, and convergence. Users may also be aware of visual distortions
such as pincushion, barrel, and keystone. A discussion of these topics and the other issues raised by

good sources of information in this area [15, 27]; in particular, Keller’s [28] text is superb. It is essential
to remember that no matter which metrics are used, the most single most important metric is the
subjective determination of the end users. Although many factors will affect final display performance,
the bottom line remains 

 

how good does the display look 

 

in the real-world application environment it was
designed to meet.

 

31.9 CRT and Phosphor Lifetime

 

The lifetime of a CRT depends on how it is driven. The higher the beam current, the more rapidly its
performance will degrade. In general, degradation is due to a failure of three parts of the CRT — the
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cathode, the phosphor, and the glass. Brighter displays require higher beam current, and this, in turn,
requires a higher level of cathode loading. Oxide cathodes can comfortably operate with a loading range
of 0.1 to 10 A/cm

 

2

 

. This will provide a typical lifetime in the range of 10,000 h. Dispenser cathode designs
can improve cathode life 2 to 3 times, but again, individual cathode life depends on how much brightness
the user regularly demands from the tube. Phosphor degradation is the second mechanism affecting CRT
lifetime and performance. All phosphors degrade under constant electron bombardment, an effect called
phosphor burning. The rate of degradation is related to beam current, anode voltage, and material
parameters specific to each phosphor. Today, there is a broad range of good phosphor materials with
greatly improved aging characteristics. The third mechanism is glass browning. This effect is a complicated
interaction between the high energy of the electron beam and the molecular structure of the glass [10].
In recent years, glass suppliers have made great strides in providing CRT manufacturers with improved
glass materials. However, phosphor aging and glass browning are still important concerns, especially in
extremely bright (high beam current) applications, such as CRT projection.

 

31.10 CRT Strengths and Weaknesses

 

With a century of development behind it, the CRT has abundant advantages that make it an attractive
display option for the system designer dealing with high information content or dynamic imagery.
Table 31.2 lists some attributes, positive and negative, which the system designer should consider in
evaluating whether or not to use CRT technology. The most notable traits of the CRT are flexibility and
cost. CRTs can operate over a wide range of resolution formats from commercial television to the strict
requirements of medical imaging and digital-to-film recording. One unit can easily be designed to accept
a myriad of scan formats and resolutions from static text to dynamic imagery with megapixels at frame
rates of hundreds of frames per second. This flexibility means the system can be upgraded later without
having to redesign the display subsystem. Interfacing with the CRT is also straightforward; there are well-
established standards and hardware for many scan formats from the television NTSC to the RGB standards
of the personal computer industry. Finally, cost is important to emphasize; CRTs are inexpensive. The
desktop CRT delivers its performance for 

 

£

 

$0.00005 per color resolution element. Currently, no other
high-information-content display technology can match this cost.

 

TABLE 31.2

 

The Strengths and Weaknesses of CRT Technology

 

Advantage Weakness

 

Highest resolution technology High power consumption
Versatile addressing formats Weight of glass
Excellent image fidelity Size of footprint
High speed Emits EM radiation
Bandwidth (

 

_

 

350 MHz) Must be refreshed
Excellent contrast/gray scale
Good selection of phosphors
High luminous efficiency
Bright display (up to 20,000 fL)
Excellent color gamut
Simplicity of interface
Universal interface standards
Good design flexibility
Broad application base
Long life and reliability
Mature and broad knowledge base
Worldwide sources of tubes and parts
Inexpensive — low cost per resolution element
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31.11 CRT Selection

 

The design requirements for (1) resolution, (2) brightness, and (3) screen size will quickly steer the
system designer to a particular class of CRTs. If the design requirements are close to either television or
desktop computer monitors, the choice is easy. There are literally hundreds of vendors offering integrated
CRTs and electronic drivers as off-the-shelf items. Color shadow mask systems with more than
40 elements/cm are commonly available. If higher resolution is required, then medical imaging and film
recorder CRTs may meet the requirements. Physically large display requirements can be supplied by
projection CRTs or by tiled CRTs using video wall processors. Small to miniature CRTs provide resolutions
up to 500 to 600 elements/cm and portability. If the application falls out of the mainstream, the designer

have been designed to satisfy a broad range of specialty applications, the chances are excellent that an
acceptable design will already exist. If not, the CRT is so mature that vendors working from a proven
experience base can design a tube directly to customer specifications with little in the way of design
problems or surprises.

 

31.12 Future Trends in CRT Technology

 

CRT technology is mature, and the industry does not foresee major surprises on the horizon. The CRT
will continue to evolve, resolution will improve, screens will be flatter, deflection angles will be larger,
and footprints will be reduced. The computer world continues to demand more resolution. In 1987, the
36-cm (14-in.) VGA class monitor (640 

 

¥

 

 480) with its 300,000 pixels and 16 colors was the new standard.
In 1998, the 43-cm (17-in.) desktop monitor is now capable of 1600 

 

¥

 

 1200 performance (1.9 megapixels)
with 24-bit color. The 53-cm (21-in.) monitor class, once an expensive custom device, is also widely
available. The trend of increasing resolution and performance for decreasing cost shows every sign of
continuing. The medical community is quickly moving to monochrome systems with 12-bit gray scale
at a resolution of 2560 

 

¥

 

 2048 (5 megapixels). All of this means the instrument designer has better
resolution and fidelity for less money.

There is a quiet revolution taking place in the information display industry, which may have a
significant effect on CRTs and all information display technology. There is a design trend to decouple
the resolution and fidelity of the display device from its physical size. There are a number of applications
motivating this change: communications, military, portable computing, simulation, and virtual reality.
This is why miniature CRT technology has been more active in recent years. This is also the engine
driving some of the major competitors to the miniature CRT, such as on-chip field emission displays
(FED), deformable mirror devices (DMD), ferroelectric liquid crystal integrated circuit displays, and on-
chip active matrix liquid crystal display (LCD) technology. If realized, these promise to be low-cost
solutions because they are built on the technology foundation of the silicon chip industry. These chal-
lengers have the very real potential of eliminating the miniature CRT, and in some application areas, the
LCD panel as well. However, the CRT backed by its formidable 100 years of design evolution and maturity
is not standing still; its assets and market remain impressive. Although it is one of the few vacuum tubes
still in use today, the traditional CRT is not doomed for obsolescence any time in the immediate future.
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TABLE 31.3

 

Companies That Manufacture Cathode Ray Tubes

Clinton Electronics Corporation Phillips Netherlands, BV
6701 Clinton Road Phillips Components and Semiconductors
Rockford, Illinois 61111 Bldg. VB Postbus 90050
Tel. 815-633-1444 Fax. 815-633-8712 5600 PB Eindhoven The Netherlands
Tel. 040-783749 Fax. 040-788399

 

U.S. address

 

Discrete Products Division
Hitachi, Ltd. 2001 West Blue Heron Blvd.
New Marunouchi Bldg. Riviera Beach, Florida 33404
Marunouchi 1-chrome Tel. 407-881-3200 or 800-447-3762 Fax. 407-881-3300
Chiyoda-ku, Tyoko 100, Japan
Tel. 81-3-3212-1111 Fax. 81-3-3212-3857 Rank Brimar, Ltd.

 

U.S. address 

 

Greenside Way
Hitachi America, Ltd., Electron Tube Division Middleton, Manchester M24 1SN, England
3850 Holcomb Bridge Road, Suite 300 Tel. 0161-681 7072 Fax. 0161-682-3818
Norcross, Georgia 30092-2202

 

U.S. address 

 

Tel. 770-409-3000 Fax. 770-409-3028 25358 Avenue Stanford
Valencia, California 91355-1214
Tel. 805-295-5770 Fax. 805-295-5087

Hughes Lexington, Inc.
A subsidiary of Hughes Electronics Company Sony Corporation
1501 Newtown Pike Display Systems
Lexington, Kentucky 40511 16550 Via Esprillo
Tel. 606-243-5500 Fax. 606-243-5555 San Diego, California 92127

Tel. 619-487-8500
Image Systems Corporation
11595 K-tel Drive Thomas Electronics
Hopkins, Minnesota 55343 100 Riverview Drive
Tel. 612-935-1171 Fax 612-935-1386 Wayne, New Jersey 07470

Tel. 201-696-5200 Fax. 201-696-8298
Imaging & Sensing Technology Corporation 
300 Westinghouse Circle Thomson Tubes Electronics
Horseheads, New York 14845-2299 13, avenue Morane Saulnier
Tel. 607-796-4400 Fax. 607-796-4482 Bâtiment Chavez — Vélizy Espace

BP 121/F-78148 VELIZY CEDEX France
ITPO Institute of Surface Engineering and Optoelectronics Tel. 33-1 30 70 35 00 Fax. 33-1 30 70 35 35
Teslova 30

 

U.S. address 

 

1000 Ljubljana, Slovenia Thompson Components and Tubes Corporation
Tel. 386-61 1264 592/111 Fax. 386-61 1264 593 40 G Commerce Way

Totowa, New Jersey 07511
L. G. Electronics Tel. 201-812-9000 Fax. 201-812-9050
20 Yoido-dong Youngdungpo-gu
Seoul, Korea Toshiba Corporation

Electronic Components, Cathode Ray Tube Division
monitor@www.goldstar.co.kr 1-1 Shibaura 1-Chrome, Minato-KU

 

U.S. address 

 

Tokyo 105, Japan
L G Electronics, Monitors Division Tel. 03-457-3480 Fax. 03-456-1286
1000 Silvan Avenue

 

U.S. address 

 

Englewood Cliffs, New Jersey 07632 Toshiba America, Inc.
Tel. 201-816-2000 Fax. 201-816-2188 1220 Midas Way

Sunnyvale, California 94086-4020
Matsushita Electric Industrial Ltd. Tel. 408-737-9844
Twin 21 National Tower
1-61, Shiromi, 2-Chome, Chuo-ku,
Osaka 540, Japan
Tel. (06)908-1121

 

U.S. address

 

Panasonic Industrial Company
Computers and Communications Division
2 Panasonic Way
Secaucus, New Jersey 07094
Tel. 201-392-4502 Fax. 201-392-4441
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The Electronic Industries Association maintains a collection of over 1000 current engineering
publications and standards. The EIA is an excellent source for information on CRT engineering,
standards, phosphors, safety, market information, and electronics in general.

The Society for Information Display (SID), 1526 Brookhollow Dr., Suite 82, Santa Ana, CA 92705-5421

research and development information on CRTs and information display technology in general.

Internet Resources

maintain Web sites with useful information.
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The Institute of Electrical and Electronics Engineers
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National Information Display Laboratory
The International Society for Optical Engineering
The Optical Society of America
Electronics & Electrical Engineering Laboratory
National Institute of Standards and Technology (NIST)
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and displays, standards, metrics, and current research. Also many of the manufacturers listed in Table 31.3

Electronic Industries Association (EIA), 2500 Wilson Blvd., Arlington, VA 22201 (Internet: www.eia.org).

(Internet: www.display.org). The Society for Information Display is a good source of engineering

www.display.org

www.ieee.org
www.eia.org

www.spie.org
www.osa.org
www.eeel.nist.gov
www.nist.gov
www.fcc.gov

www.nta.org

The following is a brief list of places to begin looking on the World Wide Web for information on CRTs

www.smpte.org
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Module Electronics

 

32.1 Introduction

 

Liquid crystals (LC) are an important class of materials with applications ranging from display devices,
optoelectronic devices, sensors, and biological and structural materials. The focus of this chapter will be
on LCs for display applications. In general, most substances have a single melting point where a solid
possessing a positional and orientational order changes upon melting to an isotropic liquid that has
neither positional nor orientational order. However, some materials when melted from the solid state
change into a cloudy liquid with orientational order at one temperature, and upon further heating change

between the melting temperature 

 

T

 

m

 

, of a crystalline phase, and clearing point 

 

T

 

c

 

, of the liquid phase;
i.e., below 

 

T

 

m

 

, the material has a crystalline phase, above 

 

T

 

c

 

, it has a liquid (isotropic) phase, and between

 

T

 

m

 

 and 

 

T

 

c

 

, it has a liquid crystal phase. This type of LC in which the mesophase is defined by the
temperature (between 

 

T

 

m

 

 and 

 

T

 

c

 

) is called a 

 

thermotropic 

 

LC. When the mesophase is defined by a solvent
concentration, it is called a 

 

lyotropic 

 

LC. Thermotropic LCs are used for display applications. The
orientational order in LC materials results in important physical properties, such as birefringence, that
make these materials useful for display devices. Because LCs have the attributes of low drive voltage, low
power consumption, thin form factor (flat panel displays), light weight, full-color, gray scale with a wide
dynamic range, full motion video, superior image quality, and high reliability, LC displays (LCDs) are
the preferred approach for battery-powered (portable) applications ranging from wristwatch displays
and handheld TVs to laptop computer displays. They are also replacing cathrode ray tubes (CRTs) in

LCs are also being used in projection display devices for head-mounted display (HMD) and for large-
screen display applications. The following will discuss the various types of LC materials, their properties,
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into an isotropic liquid that has no order, as shown in Figure 32.1. Thus, an LC is a mesophase existing

select applications such as avionic displays because of their high brightness and readability in sunlight.
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LCD materials and fabrication processes, various LCD modes, and display addressing methods. There
are many good general references, for example, References 1 through 7, on LCs and LCDs. At the time
of this writing, LCD technology is advancing very rapidly with respect to technology development for
LCD products with improved viewing angles, improved image quality, lower power consumption, and
larger display sizes. The purpose of this chapter, however, is to present the basic LCD principles and
technologies, as opposed to reviewing the current state of the art.

 

32.2 Types

 

 

 

of

 

 

 

Liquid

 

 

 

Crystal

 

 

 

Materials

 

Most of the LC materials are organic compounds which consist of rod-shaped or disk-shaped molecules.
For display applications, LC materials with rod-shaped molecules are the most commonly used. The LC
materials are broadly classified into three types (phases) — smectic, nematic, and cholesteric — according
to their molecular order, as shown in Figure 32.2. In a smectic liquid crystal, the rod-shaped molecules
are arranged in layers with molecules parallel to each other. There are many different smectic phases,
but smectic A and smectic C are the most common. In the smectic A LC, the molecular axis (director)
is perpendicular to the layers as shown in Figure 32.2a, and in smectic C it is tilted at an angle from the
layer normal as shown in Figure 32.2b. Also, in the nematic LC, the rod-shaped molecules are parallel
to each other, but the individual molecules move relatively easily in the direction along their axis without
a layer structure, as shown in Figure 32.2c. In the cholesteric LC, the molecules are arranged in a layered
fashion as in smectic LC, but the molecular axis is in the plane of each layer as shown in Figure 32.2d.
In addition, the cholesteric LC shows a helical structure in which the director 

 

n 

 

changes from layer to
layer. The same LC material may have different LC phases at different temperatures. For example, the

 

FIGURE 32.1  

 

Illustration of a solid, an LC, and a liquid. A solid has an orientational as well as a positional order
for the molecules. An LC has an orientational order only. A liquid phase is isotropic with neither positional nor
orientational order.

 

FIGURE 32.2  

 

Molecular orientation in (a) smectic A, (b) smectic C, (c) nematic, and (d) cholesteric LC phases.
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LC material may have a smectic C phase at a lower temperature, and as the temperature increases it may
change to a smectic A phase and then to a nematic phase, before changing to an isotropic liquid phase at 

 

T

 

c

 

.
The nematic LC is the basis for most widely used active matrix-addressed twisted nematic (TN) LCDs,

and passive matrix-addressed supertwisted nematic (STN) LCDs. An example of a smectic C LC display
is a passive matrix-addressed ferroelectric LCD [8]. An example of a cholesteric display is a passive matrix-
addressed stabilized cholesteric texture (SCT) display with bistability [9]. A classic example of a nematic
LC material is 

 

p-

 

azoxyanisole (PAA) with a nematic phase in the range of 117 to 136°C.

In PAA, the two benzene rings are nearly coplanar and the rigid rod is about 20 Å long and 5 Å wide.
Another historical example of a nematic LC is 

 

N-

 

(

 

p-

 

methoxybenzylidene-

 

p-

 

butylaniline) (MBBA) with
a nematic phase in the range of 22 to 47°C.

MBBA has a central group that connects the two ringlike cores firmly and serves to maintain the
linearity of the entire LC molecule. The terminal groups and conjugated bonds in the core are largely
responsible for the dielectric, optical, and other anisotropic properties of the material. Azoxy and Schiff ’s
base compounds were among the materials used earliest in LCDs. Because of environmental stability
problems, they were replaced by biphenyl materials. More recently, phenylcyclohexane, bicyclohexane,
and estercyclohexane compounds are developed to satisfy the requirements of broad temperature oper-
ation and enhanced electro-optical characteristics. The LC materials used in current LCDs are highly
developed mixtures of various compounds tailored to meet the requirements of environmental stability,
wide operating temperature range, proper response to the applied electric field, high electrical resistivity
for matrix addressing, and fast response time.

The degree of order in the LC is an important parameter, and is defined by the 

 

order parameter,

 

 

 

S,

 

given by

(32.1)

where 

 

q

 

 is the angle between the molecular axis and the predominant molecular orientation 

 

n

 

.

 

 The
symbol < > represents averaging over the whole space. The predominant molecular orientation, which
is known as the LC 

 

director 

 

n 

 

is defined as the average alignment direction of the long molecular axis.
For a perfect orientational order, i.e., when all the molecules align parallel to the director, as in a perfect
crystal, 

 

q

 

 = 0 and thus 

 

S 

 

= 1. For no orientational order, i.e., for a completely random molecular
orientation, as in an isotropic liquid, 

 

S 

 

= 0. In a typical nematic LC, 

 

S 

 

is in the range of 0.3 to 0.7, and

shows the temperature dependence of 

 

S 

 

for the LC material PAA [10] as an example. The order parameter
decreases rapidly to a value of around 0.3, close to the clearing point 

 

T

 

c

 

, and becomes zero in the isotropic
state. The exact dependence of 

 

S 

 

on temperature 

 

T 

 

depends on the type of molecules considered. However,
the following analytical expression derived from theory has been shown to be useful [11]:

(32.2)

where 

 

T

 

c

 

 corresponds to nematic–isotropic transition, 

 

y 

 

is of the order of 0.98, and 

 

b

 

 is an exponent in
the range of 0.13 to 0.18 depending on the material in question.

S = -1

2
3 12cos q

S yT T= -( )1 c

b
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in a typical smectic LC it is in the range of 0.7 to 0.8, with higher values at lower temperatures. Figure 32.3
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32.3 Physical

 

 

 

Properties

 

 

 

of

 

 

 

Liquid

 

 

 

Crystals

 

Because of ordered structure with the molecules aligned with their long axis parallel to each other, LC
molecules exhibit anisotropic properties. That is, various physical properties, such as dielectric constant

 

e,

 

 refractive index 

 

n,

 

 magnetic susceptibility 

 

c,

 

 conductivity 

 

s,

 

 and viscosity 

 

h,

 

 have different values in
the direction parallel (

 

||)

 

 and perpendicular (

 

^)

 

 to the molecular axis. The anisotropic physical properties,
in conjunction with the ease of controlling the initial orientation (boundary condition) by surface
alignment and the ease of reorienting the molecular axis by applying a voltage, is the basis for application
of LCs for displays. The following will discuss the anisotropy of the dielectric constant and refractive
index, elastic constants, and electro-optical characteristics which are important in the use of LCs for
displays.

 

Dielectric

 

 

 

Anisotropy

 

LC molecules exhibit dielectric anisotropy because of their permanent and induced dipoles. The dielectric
anisotropy, 

 

De,

 

 is expressed as

(32.3)

  

||

   

^

 

Materials that exhibit positive dielectric anisotropy (

 

De

 

 > 0) are referred to as 

 

p-

 

type materials and the
materials that exhibit negative dielectric anisotropy (

 

De

 

 < 0) are referred to as 

 

n-

 

type materials. The

 

p-

 

type LC materials tend to align themselves with their molecular axis parallel to the applied electric
field, whereas n-type materials align themselves with their molecular axis perpendicular to the applied
field. Generally, the dielectric constant 

 

e

 

||

 

 decreases with increasing frequency [12] due to the relaxation
phenomenon. However, 

 

e

 

^

 

 is independent of frequency over a large range of frequencies. At the crossover
frequency, 

 

f

 

c

 

, where 

 

e

 

||

 

 = 

 

e

 

^

 

,

 

 the LC material becomes isotropic. Depending on the material, this frequency,

 

f

 

c

 

, falls in the range of 100 kHz to >1 MHz. The dielectric constants 

 

e

 

||

 

 and 

 

e

 

^

 

 also change as a function

constants rapidly converge as the temperature approaches 

 

T

 

c

 

, where 

 

e

 

||

 

 = 

 

e

 

^

 

 = 

 

e

 

isotropic

 

.

 

Refractive

 

 

 

Index

 

 

 

Anisotropy

 

An LC is birefringent with anisotropic refractive indices. It has two principal refractive indices, 

 

n

 

o

 

 and

  

e

   

o

  

FIGURE 32.3  

 

Temperature dependence of the order parameter 

 

S 

 

of the nematic LC 

 

P 

 

= azoxy anisole (PPA) [10].

 

S 

 

decreases with increasing temperature T, and rapidly approaches 0 near the clearing temperature, Tc.

De e e= - ^�
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n , as shown in Figure 32.5. For the ordinary refractive index n , the electric field vector of the light beam

of temperature [13], as shown in Figure 32.4 for the nematic LC cyanobiphenyl. The two dielectric

where e  and e  are the dielectric constants measured parallel and perpendicular to the LC director.
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oscillates perpendicular to the optic axis, and for the extraordinary refractive index ne, the electric field
vector oscillates parallel to the optic axis. In the nematic and smectic LCs, the direction of the LC director
n is the optic axis of the uniaxial crystal and therefore the refractive indices for light rays with oscillations
in the directions parallel and perpendicular to the director are n|| and n^, respectively, i.e., no = n^, ne = n||,

(32.4)

indices of typical LC materials. The dependence of refractive index on wavelength l is generally expressed
by the so-called Cauchy equation:

FIGURE 32.4  Temperature dependence of dielectric constant of the nematic LC cyanobiphenyl at a frequency of
100 KHz [13] exhibiting positive dielectric anisotropy (e|| > e^). e|| decreases with temperature, whereas e^ increases
with temperature until both are equal at the clearing temperature corresponding to the isotropic liquid.

FIGURE 32.5  Refractive index anisotropy
of uniaxial LC.

Dn n n n n= = -^� e o
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and the optical anisotropy or birefringence, Dn, is given by
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(32.5)

where n� is the refractive index extrapolated to infinite wavelength and a is a material-specific coefficient.

Elastic Constants

In uniaxial LCs, the preferred or equilibrium orientation of the LC molecule is given by the director n,
which may be imposed by the surface treatments at the boundary conditions or by an external field.
When the LC is perturbed from an equilibrium condition by application or removal of an external field,
the elastic and electrical forces determine the static deformation pattern of the LC. The transition of the
director from one direction to the other induces curvature strain in the medium. Frank [14] showed

Twist, and Bend, denoted by the elastic constants K11, K22, and K33 following the notation of the

the internal free energy, F, of a perturbed liquid crystal is given by the equation:

(32.6)

FIGURE 32.6  (a) Temperature dependence of the refractive indices n|| and n^ for a nematic LC MBBA at l = 546
nm; (b) wavelength dependence of refractive indices of the nematic LC 4-butoxyphenyl ester of 4¢-hexyloxybenzoic
acid at 80°C.

FIGURE 32.7  Deformation of nematic LC molecules from equilibrium configuration is shown in (a). Three types
of deformations — (b) splay, (c) twist, and (d) bend can describe all possible types of deformations.

n no,e o,e= +� a l2

F K n K n n K n n= � ◊( ) + ◊� ¥( ) + ¥ � ¥( )[ ]1

2 11

2

22

2

33

2

1733 FrameBook  Page 6  Tuesday, June 3, 2003  10:03 AM

Oseen–Frank theory. Figure 32.7 illustrates the Splay, Twist, and Bend deformations. The elastic part of

that an arbitrary deformation state can be envisaged as the combination of three basic operations; Splay,
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The free energy density is thus a quadratic function of the curvature strains with the elastic constants
appearing as constants of proportionality. The elastic constants K11, K22, and K33 are temperature depen-
dent, and decrease with increase in temperature. The magnitudes of the elastic constants, Kii, can be
approximated [15] by

(32.7)

Electro-Optical Characteristics

When an electric field is applied to an LC with an initial molecular (director) orientation, it will change
to a new molecular orientation due to the dielectric anisotropy (De = e|| – e^) of the LC. This change in
molecular orientation is accompanied by a change in the optical transmission/reflection characteristics
of the LC which forms the basis for LCDs. This phenomenon of an electrically driven optical modulation
is known as the electro-optic effect of the LC. When an electric field E is applied to an LC, it produces
an electric energy, fe, given by

(32.8)

The initial molecular orientation (boundary condition achieved by surface alignment) of the LC mole-
cules (director n) is either parallel (for De > 0) or perpendicular (for De < 0) to the plane of the two
parallel electrodes of the display. When a field is applied across the parallel electrodes with the LC material
in between, the director n orients parallel to the electric field E in +ve De materials, and it orients
perpendicular to the field in –ve De materials. The total free energy, F, of the LC when the initial
undeformed molecular orientation undergoes deformation due to the applied field is given by the sum
of the electric energy fe and the elastic energy. This transition from an undeformed state, known as
Freedericksz transition, occurs as the field is increased to a critical field Ec. The Freedericksz transition is
simply a transition from a uniform director configuration to a deformed director configuration; i.e., at
any point in the LC, the order of the molecules relative to one another remains the same. The threshold
electric field, Ec, is calculated by a free energy minimization technique [3], and it is given by

(32.9)

Thus the threshold voltage Vth of the LC electro-optic effect is given by

(32.10)

In Equations 32.9 and 32.10, d is the thickness of the LC and kii is the appropriate elastic constant. When
the field is perpendicular to the initially homogeneous orientation of the director, Kii = K11 or K22. When
the field is parallel to the initially homogeneous orientation, Kii = K33. In the case of a twisted orientation,
Kii = K11 + (K33 – 2K22)/4.

32.4 LCD Materials and Fabrication Processes

the next section. However, the general display assembly processes and materials are very similar for all

LCD. The display fabrication can be broadly divided into three parts: (1) lower and upper glass fabrication
processes, (2) cell assembly processes, and (3) polarizer and driver attachment and module assembly
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There are several types of LCDs utilizing different LC materials and LCD modes which are discussed in
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these LCD modes. Figure 32.8a and b show the plan and cross-sectional view of a passive matrix-addressed
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assembly processes.

Glass Substrate

The quality of the glass substrate is important with regard to its chemical compatibility with the LC
materials, surface flatness, defects, and dimensional stability under processing temperatures associated
with various display fabrication steps. With a typical LCD cell gap in the range of 5 to 10 mm, the
importance of the glass flatness and surface quality is clear. Glass substrate defects such as voids, scratches,
streaks, and attached particles can cause electrode defects and hinder uniform LC cell spacing. Therefore,
depending on the type of display, glass substrates are sometimes polished to achieve the required surface
quality. Typical display glass materials include borosilicate (e.g., Corning 7059) and aluminosilicate glasses
(e.g., Corning 1737), with a thickness of 0.7 or 1.1 mm.

Color Filters

requirements include proper spectral transmission characteristics and chemical, thermal, and dimen-
sional stability. The display color gamut is a function of the spectral characteristics of the backlight used

FIGURE 32.8  Plan (a) and cross-sectional view (b) of a passive matrix-addressed LCD.
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processes as illustrated in Figure 32.9. The following will describe the various display materials and the

In full-color LCDs, color most often is generated by use of red, green, and blue (R, G, B) color filters
fabricated at each pixel, as shown in Figure 32.8b, using a white backlight system. The color filter
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and the color filter transmission characteristics. By a suitable choice of these parameters, an LCD can
achieve a color gamut comparable to that of a high-quality CRT. However, trade-offs are sometimes made
between color purity and transmission (brightness) characteristics of the LCD. Typical color filter thick-
ness is about 2 mm. Color filter materials include dye and pigment dispersed polyimides and photoresists.
The color filter materials are applied on the display glass by various processes, such as spin coating,
printing, electrodeposition, and photolithography. First, color filter material of the first color is applied
and photolithographically patterned. Then, the color filter material for the second color is processed,
and then the third. A black matrix material is also applied and patterned between the color filters to
block the light transmission from the interpixel regions. In some cases, a passivation layer such as low-
temperature SiO2 dielectric is deposited on the color filters to act as a barrier for impurities and to achieve
a smooth surface for the subsequent transparent electrode deposition.

Transparent Electrodes

Most often, indium tin oxide (ITO) with a typical concentration of 90% In2O3 and 10% SnO2 is used as
the transparent conducting electrode material. The typical transmission of ITO is about 90%. It is
generally deposited by e-beam evaporation or sputtering in an oxygen-containing atmosphere. The film
thickness is typically 50 to 300 nm depending on the required sheet resistance and transmission. Typical
resistivity is in the range of 2 ¥ 10–4 W · cm. Light transmission through ITO is not linearly proportional
to the film thickness because of light interference.

FIGURE 32.9  LCD assembly flowchart.
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Alignment Materials and Techniques

After the transparent electrodes are patterned, an LC alignment coating is applied. Depending on the
display mode of interest, either a homogeneous (parallel), tilted, or a homeotropic (vertical) alignment
is achieved using an appropriate alignment material and process. The most commonly used TN LCD
requires a tilted alignment to eliminate reverse tilt disclinations. Inorganic films such as an obliquely
evaporated SiO, as well as organic materials such as polyimide, can be used as alignment materials.
Polyimide is most commonly used as an alignment layer. It is spin-coated or printed to achieve a layer
thickness of about 50 nm, and cured around 150 to 200°C. It is then buffed (rubbed) using a roller
covered with cotton or a synthetic fabric. For TN LCD, the alignment process is selected to achieve a
pretilt angle of around 2 to 5°.

Cell Spacing and Sealing

The cell assembly process starts after the alignment layer treatment of the two substrates by rubbing. To
control the LC cell spacing (thickness) accurately, spacing materials are applied in the active area of the
display as well as in the peripheral seal area, where the two glass substrates are sealed. Typical spacing
materials include glass or plastic fibers (cylinders) or spheres (balls), with a tightly controlled size
(diameter) distribution. A sealing adhesive material such as an epoxy is then applied at the seal area with
an opening (fill hole) left for LC material injection after the sealing process. The seal is typically 1 to
3 mm wide and is a few millimeters from the active display area. The requirement for the seal material
is that it must not chemically react with (contaminate) the LC material and must be a barrier against
moisture and contamination from outside. After the spacers and seal materials are applied on the first
(active) substrate, it is precisely aligned to the second (color filter) substrate, and the seal is cured either
by heating it to a higher temperature, typically 100 to 150°C, or by ultraviolet exposure depending on
the type of epoxy seal material used.

LC Material Filling

After the empty cell is fabricated, it is filled with the LC material. Because the cell thickness (spacing) is
small (~5 to 10 mm), it is filled using special techniques. The most popular filling method is by evacuating
the cell in a vacuum chamber, dipping the fill hole into a vessel containing the LC material, and increasing
the pressure in the chamber. As the chamber pressure is raised, the cell gets filled by capillary action.
After the cell is completely filled, the fill hole is capped by using an epoxy adhesive that is chemically
compatible with the LC material.

External Components

The external components of an LCD include polarizers, reflectors, display drivers, and a backlight
assembly. A reflective LCD uses a reflector at the back of the display, works by modulating the ambient
light, and does not require backlighting. In the most commonly used transmissive mode TN LCDs, a
polarizer is attached on the front as well as back surfaces of the LCD after the cell assembly is complete.
Also, in the most commonly used normally white mode TN LCD, the polarizers are attached with their
polarization axis crossed and along the rubbing directions of the alignment layers. The polarizer is a
three-layer composite film with a stretched iodine doped polyvinyl alcohol (PVA) polarizing film in the
center, and two outer films of triacetyl cellulose (TAC) for protecting the PVA film from the ambient
(moisture, temperature, and harsh environment) conditions. A typical transmission range of a polarizer
is 41 to 45%, with a polarization efficiency in the range of 99.9 to 99.99%.

The display row and column IC drivers are attached to the row and column bond pads of the display
either by TAB (tape-automated bonding) using an ACA (anisotropic conductive adhesive), or chip on
glass (COG) approaches. For backlighting transmissive LCDs, a fluorescent lamp is generally used. The
R, G, B emission spectrum of the backlight and transmission spectrum of the R, G, B color filters are
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tuned together to achieve the desired color coordinates for the primary colors. Also, a diffuser is used to
achieve uniform backlighting of the display. The backlight system may also use brightness enhancement
films to tailor the light intensity distribution in the viewing cone. In addition to the above components,
LCDs for specialized applications requiring enhanced performance may use a cover glass with EMI and
antireflection coatings at the front, and a heater glass at the back side (between the backlight and the
LCD) which facilitates low-temperature operation.

32.5 Liquid Crystal Display Modes

LC displays based on many different modes of operation have been developed. Historically, the phase
change (PC) effect was discovered first in 1968 by Wysoki et al. [16]. The same year, dynamic scattering
(DS) mode [17] and guest–host (GH) mode [18] were announced by Heilmeier et al. Then in 1971, the
TN mode [19] was reported by Schadt and Helfrich and electrically controlled birefringence (ECB) was
reported by Schiekel and Fahrenschon [20] and Hareng et al. [21]. The physical effects and the various
display modes based on these effects include

Current effects: • DS effect
Electric field effects: • TN effect

• STN effect
• ECB
• GH effect
• Phase change effect

Thermal effects: • Smectic effect

The DS effect is based on the anisotropy of the conductivity. Because of higher voltage operation and
higher power consumption, the DS mode is not currently used. The TN and STN effects are most widely
used among all the LCDs. The following will discuss various display modes.

Twisted Nematic Effect

Figure 32.10 shows a schematic of a display based on the TN effect. It consists of nematic LC material
with a positive dielectric anisotropy (De > 0) with a layer thickness of about 5 mm, sandwiched between
two transparent substrates with transparent electrodes. The surfaces of the transparent electrodes are

FIGURE 32.10  Illustration of TN effect: (a) in the off-state, the incident polarized light is transmitted through the
entrance polarizer, the 90° TN LC, and the crossed exit polarizer; (b) in the on-state; (c) the solid line shows the
voltage-transmission behavior for the NW configuration, shown in (a) and (b), with crossed polarizers. The dashed
line is for an NB configuration with parallel polarizers.
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coated with a polyimide alignment layer and rubbed to orient LC molecules at the substrate surfaces

continuously through 90° from the first substrate to the second substrate. The TN display can be fabricated

of a NW mode TN LCD with crossed (orthogonal) polarizers attached with their polarization direction
parallel to the LC director orientation on that substrate. Since the pitch of the twist is sufficiently large
compared with the wavelength of the visible light, the direction of polarization of linearly polarized light
incident normally on one surface of the display rotates through 90° by the twist of the LC molecules as
it propagates through the cell and exits through the second polarizer. When a voltage is applied to the
TN cell, the molecules align parallel to the direction of the field as shown in Figure 32.10b, and the 90°
optical rotatory power is eliminated. Thus, the incident polarized light from the first polarizer is not
rotated as it goes through the LC cell and gets blocked by the crossed exit polarizer.

Figure 32.10c shows the voltage-transmission characteristics of a TN cell for NB and NW modes of
operation. For an NW mode, when a sufficiently high voltage is applied, LC molecules are aligned
homeotropically (parallel to the field) and there is no rotation of the electrical field vector of the polarized
light. This results in complete suppression of transmission regardless of the wavelength of light. The
transmission in the on-state is, however, wavelength dependent, but this does not have a significant effect
on the contrast ratio, although it can influence the color balance. In the NB mode of operation, the
transmission is suppressed to zero [22] for the off-state only for a monochromatic light of wavelength.
Therefore, in a practical display using a broadband backlight, there is a small amount of light leakage
which lowers the display contrast ratio. In a color display, the cell gaps for the R, G, B pixels can be
optimized to eliminate the light leakage and improve contrast [22].

The threshold voltage of a TN mode LCD is given by

(32.11)

Vth depends on the dielectric anisotropy and elastic constants, and is generally in the range of 2 to
3 V, with the maximum operating voltage being in the range of 5 to 8 V. This low voltage driving, coupled
with low current due to high resistivity of LC materials, contributes to the very low power consumption
(~1 mW/cm2) of LCDs. The response times measured by the rise and decay times of the display tr, tf ,
are given by [23]:

(32.12)

(32.13)

where g is the rotational viscosity coefficient. The above equations show that rise time can be improved
by using a thinner cell gap d, a higher De, and a higher drive voltage V. Similarly, the decay time can be
improved by reducing the cell gap. The turn-on time tr is usually shorter than the turn-off time td. At
room temperature, these times are of the order of 10 ms, which is adequate for many common applications
such as computer and TV displays. In a TN LCD, gray scale is generated by varying the voltage using the
electro-optic curve shown in Figure 32.10c. The shallow slope of the electro-optic curve works well for
the gray scale generation in active matrix-addressed displays (see next section). However, in the case of
passive matrix addressing, the shallow slope greatly limits the multiplexibility (number of addressable
rows) of the display, which led to the development of the STN effect.

V K K Kth = ◊ + -( )[ ] ◊{ }p e e11 33 22 02 4 D
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attached to the outer surface of the two glass substrates. Figure 32.10a and b shows the on- and off-state
to operate in a normally black (NB) or normally white (NW) mode based on how the polarizers are

along the rubbing direction with a small (~3°) pretilt angle. The molecules on the two substrates are
oriented 90° from each other as shown in Figure 32.10a; i.e., the LC molecular axis rotates (twists)

© 2004 by CRC Press LLC



Liquid Crystal Displays 32-13

STN Effect

In a passive matrix-addressed display, the addressability or the maximum number of addressable rows
N is given by the Alt and Pleshko [24] limit:

(32.14)

where Von and Voff are the rms voltages at the select and nonselect pixels. Equation 32.14 shows that as
N increases, Voff approaches Von

For N = 100, Von = 1.11Voff; i.e., select voltage is only 11% higher than the nonselect voltage. This will

STN displays have been developed [25, 26] to achieve a steep electro-optic curve, so that large numbers
of rows can be multiplexed. The STN effect uses a twist angle of 180° to about 270° with a relatively high
pretilt angle alignment. Figure 32.11 [25] illustrates the STN effect. The figure shows the voltage depen-
dence of the midplane director tilt of a chiral nematic layer with a pretilt of 28° at both substrates.
Bistability is achieved when a twist angle, f, greater than 245° is used. In highly multiplexed displays
twist angles in the range of 240° to 275° and tilt angles in the range of 5° to 30° are generally used. High
pretilts ensure that competing distortional structure which has 180° less twist is eliminated. For a 270°
left-handed twist, optimum results are achieved when the front polarizer is oriented with its polarization
axis at 30° with the LC director and the rear polarizer is oriented at an angle of 60° with the projection
of the director at the rear substrate. Due to interference of the optical normal modes propagating in the
LC layer, the display has a yellow birefringence color in the nonselect state (yellow mode). Rotation of
one of the polarizers by 90° results in a complementary image with a bright colorless state, and a blue
nonselect state (blue mode). White-mode STN displays are made using retardation films. The response
time of a typical STN display is on the order of 150 ms. These displays typically have a lower contrast
ratio and a narrow viewing angle.

FIGURE 32.11  Calculated curves of tilt angle of local directors in the midplane of an STN cell as a function of
reduced voltage V/Vth, where Vth is the Freedericksz threshold voltage of a nontwisted layer with a zero pretilt angle.
The steepness of the curves increase as the twist angle, F, is increased, and bistability is achieved when F > 240°.

V V N Non off = +( ) -( )1 2 1 21 1
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 and the contrast ratio becomes 1, which makes the display not viewable.

result in a very low contrast ratio when using a TN mode with a shallow turn-on curve (Figure 32.10c).
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Electrically Controlled Birefringence (ECB)

This display technique is based on controlling the birefringence of the LC cell by application of an electric
field. There are a number of types of this display depending on the molecular orientation of the LC cell
used; examples include DAP type, homogeneous type, HAN (hybrid aligned nematic) type, and IPS (in-
plane switching) type. A DAP type (homeotropic orientation) is made using an LC with a negative De,
sandwiched between transparent electrode substrates and placed between crossed polarizers, as shown
in Figure 32.12. In the off-state (with no electric field), the incident polarized light does not see birefrin-
gence when passing through the cell, and thus gets blocked by the crossed exit polarizer. In the on-state
(when a voltage is applied), the molecular axis of the LC is inclined at an angle q (as shown in Figure 32.12),
so the linearly polarized light becomes elliptically polarized as it passes through the cell due to birefrin-
gence. Hence a portion of the light passes through the crossed exit polarizer; the intensity I of the
transmitted light through the cell is given by [20]

(32.15)

where I0 is the intensity of the incident light, q is the angle between the direction of polarization of the
incident light and the direction of oscillation of the ordinary light within the cell, d is the cell spacing,
Dn (V) is the birefringence of the cell, dDn is the optical phase difference, and l is the wavelength of the
incident light. The equation shows that I depends on the applied voltage and l .

In case of the homogeneous technique, the LC cell uses positive material with a homogeneous orien-
tation. With this method, the threshold voltage is obtained by replacing the bend elastic coefficient K33,
with splay elastic coefficient K11. The HAN cell is characterized by a hybrid orientation cell in which the
molecules are aligned perpendicular to one substrate, but parallel to the second substrate. In this mode,
both positive and negative De materials can be used, and since there is no clear threshold voltage, it has
the advantage of a very low drive voltage. Recently, an ECB mode based on an IPS type display has been
developed to produce LCDs with extremely wide viewing angles. In the IPS mode displays, LC is homo-
geneously aligned and switched between on- and off-states using interdigitated electrodes fabricated on
one of the display substrates [27]. The IPS mode displays use an NB mode with either positive or negative
De LC materials.

FIGURE 32.12  Illustration of an ECB display: (a) with homeotropic alignment and crossed polarizers, the off-state
is black; (b) in the on-state, the output light through the LC is elliptically polarized due to the LC birefringence and
the light is transmitted through the crossed polarizer.

I I d n Vo= ◊ ( )( )sin sin2 22q p lD
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Guest–Host Type

Some organic dyes show anisotropy of light absorption; i.e., they absorb more light in a specific wavelength
band when the E vector of the light is parallel to the optic axis of the dye molecules, than they do when
it is perpendicular. LCDs based on this principle are called guest–host (GH) displays. In these displays a
small amount of a dichroic dye (guest) is mixed in the LC material (host). These dye molecules get aligned
to the LC molecules; hence, their orientation can be changed (by changing the orientation of the LC
molecules) by application of an electric field. When an LC material with a positive De is used, in the off-
state, the E vector of the polarized light coincides with the light absorption axis of the dichroic dye; hence,
light is absorbed and transmitted light is colored. When a voltage is applied for the on-state, the E vector
of the polarized light is orthogonal to the absorption axis of the dye; hence, no absorption takes place,
and transmitted light is not colored (white). GH LCD requires only one polarizer. Further, because the
optical effect is based on absorption, the display provides a better viewing angle than a TN mode LCD.

Phase-Change Type

The phase change type of display is based on a change in molecular orientation from a helical cholesteric
phase to a homeotropic nematic phase, and vice versa. For this technique, a cholesteric LC with a long
helical pitch with a positive or negative De is used. No polarizers are used in this display. In the off-state
of this display, the incident light passing through the cholesteric cell with a focal conic orientation is
optically dispersed (scattered), and the cell looks cloudy. However, when a voltage is applied, helical
structure of the cholesteric phase changes to a nematic phase with a homeotropic orientation, and the
cell becomes transparent.

Thermal Effects

Thermal effect is based on a change in the electro-optical behavior due to a change in the molecular
orientation of the LC when it is heated or cooled. This effect is utilized with smectic LCs with a
homeotropic alignment. When this cell is heated until the isotropic phase is reached and cooled, then if
the cooling is sudden, the cell becomes cloudy, whereas if the cooling is gradual, the cell becomes
transparent. These cloudy and transparent states correspond, respectively, to the focal conic and homeo-
tropic orientations of the smectic A LC. This effect is used for large-size memory type displays, in which
a laser beam is used to write the image thermally. The heating can also be accomplished by one of the
transparent electrodes, while the other transparent electrode is used as a signal electrode.

32.6 Display Addressing

Display addressing (driving) techniques have a major influence on the LCD image quality. The addressing
techniques can be classified in three essential types, namely, direct (static) addressing, passive matrix
addressing, and active matrix addressing. In the case of low-information-content displays such as numeric
displays, bar graph displays, and other fixed pattern displays, using segmented electrodes, direct address-
ing is used. A common example of direct-addressed displays is a numeric display using seven segmented
electrodes for each digit. Each of these segmented electrodes on the front substrate and the common
electrode on the back substrate are directly connected to drive signals. A voltage is selectively applied to
each of the segments so that any of the digits between 0 and 9 can be displayed. For high-information-
content displays, this approach becomes impractical because of the huge number of interconnects, and,
hence, either passive matrix or active matrix addressing is used.

Passive Matrix Addressing

A passive matrix (PM) display comprising an LC between a matrix of transparent conducting row and

1733 FrameBook  Page 15  Tuesday, June 3, 2003  10:03 AM

column electrodes (Figure 32.8) is the simplest and least expensive matrix-addressed LCD to manufacture.
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An example of a PM LCD is a color (R,G,B) VGA (video graphics array) display using the STN effect,
with a pixel format of 640 (¥ 3 = 1920) H ¥ 480 V, with 1920 columns and 480 rows, for a total of 2400
interconnects used for addressing a display containing 921,600 pixels. In PM addressing, the row voltages
are scanned in succession with a voltage, Vr, while all the columns in a given row are driven in parallel,
during the row time, with a voltage of ±Vc depending on whether the pixel is selected to be ON or OFF.
As discussed above under the STN effect, the contrast ratio of PMLCDs is influenced by the Alt and
Pleshko [24] addressability limitation. To enhance the operating margin for improved contrast ratio,
DSTN (dual-scan STN) configuration is used in higher-information-content displays. In a DSTN, the
display is separated into two halves, and the rows in each half are scanned simultaneously and synchro-
nously, to essentially double the duty ratio of the ON pixels to increase the contrast ratio. One of the
major shortcomings of the passive matrix-addressed STN display is the slow response time of the LC,
which is of the order of 150 ms. This slow response time is not adequate for video applications and is
barely fast enough for the graphical interface of a computer. The response time of the STN LCDs can be
improved by active addressing or multiline addressing techniques [28, 29]. These techniques involve
simultaneous addressing of several rows of a display to suppress the frame response problems of con-
ventional STN LCDs.

Active Matrix Addressing

Active matrix (AM) addressing removes the multiplexing limitations [24] of the PM LCDs by incorpo-

matrix array with row and column drivers and the associated display module electronics. Figure 32.13b
shows a magnified view of the active matrix array in the AM LCD panel. In the figure, CLC and CS represent

S

(TFT), ITO pixel electrode, and the storage capacitor. Fabrication of the active matrix substrate is one
of the major aspects of AM LCD manufacturing. Both two-terminal devices such as back-to-back diodes,
and metal-insulator-metal (MIM) diodes as well as three-terminal TFTs are developed for active matrix
addressing. While two-terminal devices are simple to fabricate and cost less, their limitations include
lack of uniform device performance (breakdown voltage/threshold voltage) over a large display area, and
lack of total isolation of the pixel when neighboring pixels are addressed. For a superior image quality
AM LCDs use TFT for the active matrix device, which provides a complete isolation of the pixel from

TFTs with integrated row and column drivers are used in small high-resolution LCDs [30].

resulting pixel voltage. As in most matrix-addressed displays with line-at-a-time addressing, the rows
(gates) are scanned with a select gate pulse Vg,sel, during the frame time tf , while all the pixels in a row
are addressed simultaneously with the data voltage ±Vd during the row time tr (= tf /N). During the row
time the select gate voltage, Vg,sel, “turns on” the TFT and charges the pixel and the storage capacitor to
the data voltage Vd. After the row time, the TFT is “switched off” by application of the nonselect gate
voltage, Vg,non-sel ; hence, the voltage (charge) at this pixel is isolated from the rest of the matrix structure
until it is time to charge the pixel during the next frame time. Note that the LC pixel must be driven in
an ac fashion with +Vd and –Vd, during alternate frame periods, with no net dc across the pixel. A net
dc voltage across the pixel results in flicker and image sticking effects [33], resulting from LC conductivity.
Large and sustained dc voltages also degrade the LC material due to electrolysis. The shift in pixel voltage,
DVp shown in Figure 32.16, at the end of the row time is due to the parasitic gate-to-drain capacitance,
Cgd, of the TFT. When the gate voltage is switched, the distribution of the charge from the TFT gate
dielectric causes the pixel voltage shift DVp, given by
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using the charge stored at the pixel during the row addressing time. Figure 32.13a illustrates an active
rating a nonlinear control element in series with each pixel, and provides 100% duty ratio for the pixel

display. Figure 32.15 shows a typical AM LCD pixel, showing the gate and data busses, thin-film transistor
operation. Figure 32.14 shows the cross section through an AM LCD illustrating various elements of the

the pixel capacitance and the pixel storage capacitance. Typically, a storage capacitor, C , is incorporated
at each pixel to reduce the pixel voltage offset (see Equation 32.16 below) and for a broad temperature

Figure 32.16 shows the electric equivalent of a TFT-LCD pixel, display drive waveforms, and the

the neighboring pixels. Large-area AM LCDs use amorphous silicon (a-Si) TFTs [6], while polysilicon
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(32.16)

For the n-channel enhancement mode a-Si TFT, this voltage shift DVp is negative for both the positive
and negative frames; thus, it helps pixel charging in the negative frame and hinders it in the positive
frame. Further, due to increased gate bias during the negative frame, the pixel attains the data voltage

FIGURE 32.13  (a) AM LCD module electronics block diagram; (b) magnified view of the region shown in (a)
illustrating active matrix TFT array.

D DV V C C C Cp g gd gd lc s= ( ) + +( )
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much more rapidly during the addressing period. Hence, the TFT is designed for the worst-case positive

p gd by decreasing the source drain overlap area of the
TFT and by using a storage capacitor. Further, DVp is compensated by adjusting the common electrode
voltage Vcom lc p lc

com alone does not eliminate dc for all gray levels, and
modification of the gray scale voltages is required to compensate for the dielectric anisotropy of the LC.

Display Module Electronics

supply generation means are separately mounted on a PC board and connected to the row and column

FIGURE 32.14  Cross-sectional view through an AM LCD showing TFT, pixel electrode, storage capacitor, polyimide
alignment layers, color filter, and black matrix.

FIGURE 32.15  Layout of a pixel in a TFT-LCD showing the TFT, pixel electrode, and storage capacitor.
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 as shown in Figure 32.16. Note that C  is a function of the V  (V ) due to the dielectric

frame conditions. DV  is reduced by minimizing C

Figure 32.13 shows a block diagram for an AM LCD module electronics. The control block and power

anisotropy of the LC; and hence, adjustment to V
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drivers of the LCD on one side and to the host controller on the other. The control block may include
level shifters, timing generators, and analog functions in some cases; the control block takes in digital
data from the host system, which is typically a graphics controller chip, and converts it into timing and

cost and power consumption, but also the image quality. The LC material typically requires about 5 V

swing across the LC material is about 10 V. To achieve this 10 V swing across the LC material, the column
drivers typically use 12 V power supplies. Column driver voltage can be reduced by using a Vcom mod-
ulation drive method. In this method, the Vcom node (which is connected to all pixels in the display) is
driven above and below a 5 V range of the column drivers. Each and every row time, the Vcom node is
alternated between a voltage above and a voltage below the 5 V output range of the column drivers. This
achieves 10 V across the LC material using 5 V column drivers. This method requires additional com-
ponents and consumes additional power due to the oscillation of the Vcom node. In addition, to avoid
capacitive injection problems, the row drivers usually have their negative supply modulated with the
same frequency as the Vcom node. Note, however, that compared to 10 V column drivers, 5 V column
drivers consume less power, and are simpler to design and fabricate using small-geometry CMOS. The
Vcom modulation drive method can be used with a row (polarity) inversion scheme only (for elimination
of pixel flicker) which results in some horizontal cross talk. However, column inversion and pixel inversion
schemes provide better image quality with much-reduced cross talk, but they cannot be used with the
Vcom modulation drive.

FIGURE 32.16  (a) Electric equivalent of a TFT-LCD pixel; (b) gate drive voltage waveform; (c) data voltage wave-
form and pixel charging behavior in the positive and negative frames.
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tronics encompassing row and column drivers have a significant impact on not only the display system
signal levels required by the row and column drivers. The architecture and design of the module elec-

to achieve optical saturation (see Figure 32.10c). Considering the need for an ac drive, the required voltage
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33.1 An Introduction to Plasma-Driven Flat Panel Displays

 

Development History and Present Status

 

Plasma-driven flat panel display pixels were invented by Bitzer and Slottow at the University of Illinois

Parallel sets of thin conducting wires are deposited on two glass substrates which are then mounted with

perforated glass dielectric, is used to maintain a gap separation of about 100 

 

m

 

m between the glass plates.
The gap region then is filled with an inert gas, typically at a pressure of half an atmosphere. Individual
pixels formed by the intersection of two conductor wires are aligned with the perforations. Pixels are
illuminated by applying a voltage between two intersecting wires sufficient to initiate gas breakdown.
Over the years, this basic pixel design has undergone a multitude of refinements and improvements, but
the fundamental concept is still widely used.

Throughout the 1980s, plasma display products on the market were monochrome and operated with

photons that are characteristic of the quantum energy level structure of the neon atom. Dot matrix

improvements in glass sealing and spacer supports [5,6], and work by IBM led to improved understanding
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in 1966 [1-3]. Figure 33.1 shows one of the inventors’ early designs and demonstrates its simplicity.

the conductor sets perpendicular to one another as shown in the Figure 33.1. A spacer, in this case a

displays of the type shown in Figure 33.2 were widely used [3,4]. Early work by Owens-Illinois led to

neon-based gases, directly producing within the discharge volume the red-orange (585 to 640 nm) visible
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and control of the discharge [7-15]. These advances ultimately paved the way for manufacture of large-
area, high-resolution monochrome displays. The largest area plasma display panels ever manufactured
were produced by Photonics Imaging. These monochrome displays had a 1 m diagonal dimension and
contained over 2 million pixels with a pixel pitch of 20 pixels/cm (50 lines/in.) [4].

display performance and resolution. Today, many companies offer full-color plasma flat panel displays.

cations for some of the major companies investing in plasma flat panel manufacturing [16]. According
to Stanford Research, Inc., sales for plasma display panels in 1995 totaled $230 million, but projected
sales for 2002 are $4.1 billion [17]. NEC projects a more aggressive market growth reaching $2.0 billion
by the year 2000 and $7.0 billion by 2002 [17]. The production capacities listed in Table 33.1 represent
investments committed to manufacturing as of January 1997. As these production facilities come online,
color plasma flat panel display production will grow to nearly 40,000 units per month by the end of
1998, and to over 100,000 units per month by early in 2000. In 1993 Fujitsu was the first to market a
high-information-content full-color plasma flat panel display, a 21 in. diagonal, ac-driven system with a
640  

 

¥

 

  480 pixel array [17,18]. Two examples of more recent market entries are shown in Figures 33.3
and 33.4. The first example is the NHK full-color, 102 cm (40 in.) diagonal, high-definition television

 

FIGURE 33.1  

 

Structure of the ac plasma display invented at the University of Illinois. (From Bitzer, D.L. and Slottow,
H.G., 

 

AFIPS Conf. Proc., 

 

Vol. 29, p. 541, 1966. With permission.)

 

FIGURE 33.2  

 

A simple dot matrix plasma display and data scanning switches. (From Weber, L.F., in 

 

Flat Panel
Displays and CRTs,

 

 L.E. Tannas, Jr., Ed., Van Nostrand Reinhold, New York, 1985. With permission.)
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Table 33.1 presents a summary list compiled by the National Research Institute of display panel specifi-

Advances in lithography, patterning, and phosphors have enabled continued improvement of plasma
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TABLE 33.1

 

Plasma Flat Panel Display Specifications and Manufacturer’s Business Plans

 

Product Specification

 

Efficiency Specification

 

Plan

Luminecence Capital Cost Product Ability
Company Inch Aspect Pixels (cd/m

 

2

 

) Contrast lm/W Power (W) Factory ($M) unit/month Target Region

 

Fujitsu 42 16:9 852 

 

¥

 

 480 300 70:1 0.7 350(set) Miyazaki 20 10,000 Europe (Philips),
300(panel) Japan

NEC 33 4:3 640 

 

¥

 

 480 200 150:1 1.2 270(set) Tamagawa, 5 2,000 Japan
190(panel) Kagoshima

Pioneer 40 4:3 640 

 

¥

 

 480 400 150:1 1.2 350(set) Kofu 5 10,000 Japan
Mitsubishi 40 4:3 640 

 

¥

 

 480 350 200:1 0.8 350(set) Kyoto 14.8 10,000 U.S.
300(panel)

MEC 42 16:9 852 

 

¥

 

 480 450 150:1 10 300(panel) Kyoto 10 5,000 Japan, U.S.
Photonics 21 5:4 1280 

 

¥

 

 1024 100 50:1 — 300(panel) Ohio — — —
Hitachi 25 4:3 1024 

 

¥

 

 768 150 50:1 — 250(set) Yokohama 3 1,000 —
NHK 40 16:9 1344 

 

¥

 

 800 93 80:1 — — — — — —

 

Source:

 

Wakabayshi, H., paper presented at 

 

Imaging 2001: The U.S. Display Consortium Business Conference,

 

 January 28, San Jose, CA, 1997. With permission.
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(HDTV) [19-22]. The system comprises 1,075,000 full-color pixels (1344  

 

¥

 

  800) with a pixel pitch of
0.65 mm in both horizontal and vertical directions (15.4 pixels/cm). This pulsed, dc-driven display has

 

2

 

an overall thickness of only 8 cm and weighs only 8 kg. The dimensions of the display panel itself are

  

color ac Plasma Display manufactured by Photonics Imaging [23-24]. The display contains an array of
1024 

 

¥

 

  768 full-color pixels. At 16.8 pixels/cm (pixel pitch = 0.59 mm) this is the highest resolution full-
color, plasma display manufactured to date. This unit has 64 gray levels per color channel and an average
area (white) luminance greater than 103 cd/m

 

2

 

 (30 fL).

 

Dc and Ac Plasma Pixels

 

schematic diagrams for the simplest dc and ac pixel designs. In either case, sets of parallel conductor
wires are deposited on glass substrates. In most cases display costs are kept low by utilizing ordinary
soda-lime float glass. The two glass plates are then mounted with a separation of about 100 

 

m

 

m and with
the conductor wire sets perpendicular to one another. The gap region between the glass plates is filled
with an inert gas, which discharges and illuminates the pixels when sufficient voltage is applied across
two intersecting wires.

For dc pixels, shown in Figure 33.5a, the working gas is in direct contact with the electrodes. Electrons
produced within the discharge volume flow rapidly to the anode, while ions produced flow more slowly
toward the cathode. At 53.3 kPa (400 torr), a gas gap of 100 

 

m

 

m, and an applied voltage of 200 V, the
electron and ion transit times across the gap are roughly 0.2 and 20 ns, respectively. Once breakdown is
initiated, the electrical resistance of the discharge is negligible. Consequently, dc operation requires that
external resistors in series with each pixel be included in the circuit in order to limit the current amplitude.
Often, dc pixels are operated in pulsed discharge mode with frequency modulation used to define the
pixel brightness. For either ac or dc pixels, a base firing frequency of 50 kHz is typical. This frequency
is too fast for the human eye to detect any 

 

on–off 

 

flicker, but allows sufficient flexibility for intensity and
refresh control. In reviewing the literature on plasma displays, it is easy to confuse dc and ac pixels since
dc pixels are often operated in pulsed mode and with electrode polarity reversal which distributes sputter
damage over both electrode surfaces. The dc pixels are readily identified by conducting electrodes in
direct contact with the discharge gas and the inclusion of a current-limiting resistor in the circuit for
each pixel. While polarity reversal is optional for dc pixel operation, it is inherently required for ac pixel

 

FIGURE 33.3  

 

The 40-in. diagonal dc-driven plasma display from NHK. (From Mikoshiba, S., 

 

Inf. Display,

 

 10(10),
21, 1994. With permission.)
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87.5 ¥  52.0 cm with a width of only 6 mm. Shown in Figure 33.4 is the 76 cm (30 in.) diagonal, full-

a peak luminance of 93 cd/m , a contrast ratio of 80 to 1, and produces 256 gray levels. The display has

As indicated above, plasma display pixels can be designed for either ac or dc operation. Figure 33.5 shows

© 2004 by CRC Press LLC



 

Plasma-Driven Flat Panel Displays

 

33

 

-5

 

the differences between ac and dc pixel geometry are slight; however, the resulting operational differences
are significant. In the ac pixel, the conductor wires are covered with a dielectric film. Typically, lead oxide
(PbO), which has a dielectric constant of about 15, is deposited at a film thickness of about 25 

 

m

 

m. Most
ac pixels are made with a thin film (50 to 200 nm) of magnesium oxide (MgO) dielectric coating covering
the PbO and in contact with the working gas. This dual material dielectric film serves two principal
functions, charge storage and secondary electron emission.

The exact voltage required for gas breakdown depends upon the gap width, the gas pressure, the gas
composition, and MgO surface conditioning. For the pixel parameters shown in Figure 33.5b, an exter-
nally applied voltage of about 120 to 180 V is required to initiate a discharge. In the ac pixel, once the
discharge is initiated, electrons and ions flow toward the anode and cathode, respectively, as in the dc
pixel. However, in the ac case, charge carriers are unable to reach the conductor wires and instead collect
as a surface charge on the dielectric coating. The electric field within the gas gap is always the sum of
that produced by the externally applied voltage and that produced by the surface charge. During pixel
firing, if the externally applied voltage is held constant for only a few microseconds, the net electric field
within the gas gap very quickly decreases (~100 to 200 ns). The gap potential drop produced by the
surface charge shields out that produced by the externally applied voltage. Eventually, the gap electric
field is insufficient to sustain the discharge and the pixel turns 

 

off.

 

 Thus, each ac pixel is inherently

 

FIGURE 33.4  

 

The 40-in. diagonal ac-driven plasma display from Photonics Imaging. (From Friedman, P.S., 

 

Inf.
Display,

 

 11(10), October 1995. With permission.)
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dc and ac pixel operation are discussed in greater detail in subsequent sections.
operation as discussed below. Drive electronics, current limiting, gray scale, and other aspects of both
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self-current-limiting and, unlike the dc pixel, requires no external resistance in series with it. At the start
of the next ac half cycle, the externally applied voltage is reversed. When this occurs, the voltage across
the gas gap is the sum of the external voltage and the voltage produced by the surface charge established
during the previous discharge. If a sufficient surface charge is present, a new discharge pulse can be
initiated by application of an external voltage, which by itself would be insufficient to break down the
gas. Within the new discharge, charge carriers flow quickly to reverse the polarity of the surface charge
concentrations. Once again, the field within the gap is diminished and the discharge turns 

 

off.

 

 Storage
of surface charge make ac pixels easily controllable and provides them with their inherent memory
properties. The presence or absence of surface charge determines whether or not a given pixel will
discharge at the onset of the next ac half cycle of the externally applied voltage. The details of how these
discharge dynamics are used to write, erase, and sustain each pixel are discussed in subsequent sections,
along with drive mechanisms for gray scale and for pixel array refresh.

 

General Attributes of Plasma Displays

 

Plasma-driven flat panel displays offer a number of advantages over competing display technologies. The
highly nonlinear electrical behavior of each pixel, with inherent memory properties, can be used to
advantage in design of the drive electronics required to refresh and to update the pixel array of the display.
The simplicity of the pixel design makes large-area manufacturing problems, such as alignment and film
thickness uniformity, somewhat more manageable. Relative to color active matrix liquid crystal displays
(AMLCDs) which use a thin-film transistor (TFT) to control each pixel, less complicated manufacturing
and less complicated drive electronics give plasma flat panel displays advantage for large-area applications.
On the other hand, plasma displays require more robust drive electronics with voltages of 100 to 275 V.
Plasma displays are also not well suited for portable applications since power consumption is high relative
to other display technologies, but not restrictive for office or domestic use. The 76 cm (30 in.) diagonal

 

FIGURE 33.5  

 

Schematic diagrams of (a) dc and (b) ac opposed electrode plasma pixels.
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of only 300 W [23]. At high power levels, plasma-driven flat panel displays are bright enough to be
readable in sunlight. The displays are also easily adjusted to a low-ambient-light condition by discharge
amplitude or frequency modulation.

Plasma flat panel displays are well suited for large-area (0.5 to 5 m) applications such as videoconferenc-
ing, large meeting room displays, outdoor displays, and simulators requiring large viewing areas. Thin,
high-resolution, large-area, color plasma displays are also very attractive for desktop workstation or personal
computer applications requiring high-resolution graphics. Note, too, that plasma flat panel displays have
very large viewing angles, greater than 160° in many designs [22-24]. For displays using metal electrodes,
one often finds that the best viewing angle is slightly off normal since the front electrode wire blocks out
a portion of the pixel emission. This occurs both for monochrome pixels producing visible emissions within
the discharge and for color plasma displays where the viewer sees visible red, green, and blue (RGB)
emissions from vacuum ultraviolet (VUV) photon-stimulated phosphors. Some manufacturers have inves-
tigated use of transparent electrodes, such as indium-tin oxide (ITO), but there is a trade-off with power
consumption since the conductivity of ITO is less than that of metal electrodes [18]. In contemporary
designs, the metal conductor width is thin (~20 

 

m

 

m) and its opacity does not present a major problem.
For color pixels, the discharge gas mixture is modified to produce emissions in the VUV. In all other

respects, the operational principals of the plasma discharge by the pixel are identical for color and for
monochrome displays. Ideally in color plasma displays, no visible emissions are produced within the
discharge itself and VUV-photostimulated luminous phosphors are used to produce the required RGB
visible light. The ac color pixel design concept shown in Figure 33.6 is that utilized by Fujitsu [18]. Long,
straight barrier structures, each about 100 

 

m

 

m tall, are constructed parallel to and between each of the
vertically oriented conductor wires on the rear glass plate. The sidewalls of these barriers are alternately

electrode, ac-driven surface discharge pixel design which is slightly more complicated than the opposed

and other aspects of color pixel design and operation after reviewing fundamentals of the discharge
physics and electrical behavior governing pixel operation.

 

33.2 Fundamentals of Plasma Pixel Operation

 

Atomic Physics Processes

 

Although simplistic in design, the plasma display pixel is a rich environment for study of basic atomic
physics, electron collisional processes, photon production and transport, and plasma–surface interactions.

 

FIGURE 33.6

   

10(10), 21, 1994. With permission.)
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 Structure of the ac color plasma display manufactured by Fujitsu. (From Mikoshiba, S., Inf. Display,

color display manufactured by Photonics Imaging shown in Figure 33.4 has a peak power consumption

coated with red, green, and blue photostimulated phosphors. Note that the Fujitsu panel employs a three-

© 2004 by CRC Press LLC

electrode ac design shown in Figure 33.5b. This chapter will return to surface discharge configurations
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The coupling of these processes for a neon–argon monochrome pixel discharge was nicely summarized
in the diagram from Weber which is reproduced here as Figure 33.7 [4]. The reader interested in additional
information on fundamental discharge physics is directed to one of the excellent textbooks in this field
[25–27].

The physical processes governing the behavior of the pixel discharge are closely coupled and form a
closed-loop system. The discussion begins by assuming that a seed electron is resident within the gas gap
and is subjected to an electric field which results from application of an externally applied voltage to the
two conductors forming that pixel. Some of the gas and surface processes for production of the seed
electrons will become evident as the discussion progresses. In order to ensure reliable discharge initiation,
seed particles, which are either electrons or electron-producing photons or metastable atoms, are often
provided by a controlled source which may be external to the pixel being fired. Some display panels
include electrodes for production of seed particles at the edges of the panel outside the field of view or
hidden behind opaque conductor wires. Other display panels use well-controlled temporal sequencing
to ensure that nearest-neighbor pixels provide seed particles for one another [4,19,28]. Pixel addressing
sequences are discussed further later in this chapter.

The transport of electrons or ions across the gas gap is a balance between field acceleration and
collisional energy loss. In the example of Figure 33.7, the gas is mostly neon (98 to 99.9%) and field-
accelerated electrons will predominantly collide with Ne atoms. The quantum energy level diagram for

 

FIGURE 33.7  

 

Collisional and surface interactions in a gas discharge. (From Weber, L.F., in 

 

Flat Panel Displays and
CRTs,

 

 L.E. Tannas, Jr., Ed., Van Nostrand Reinhold, New York, 1985. With permission.)
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state is 16.6 eV above the ground state, while the ionization energy is 21.6 eV. This means that electrons
with energies less than 16.6 eV can only experience elastic collisions with the Ne atoms. When an electron
is field-accelerated to an energy in excess of 16.6 eV, inelastic collisions which transfer energy from the
incident electron to one of the outer-shell electrons in the Ne atom can take place. Incident electrons
with kinetic energies in excess of 21.6 eV can drive ionization reactions:

(33.1)

Excitation and ionization collisions transfer energy from the electron population to the neutral atoms
in the gas. At the same time, the electron population available to ionize the Ne further is increased with
every ionizing event. The result is the discharge avalanche schematically shown in Figure 33.7, which
manifests itself experimentally as a rapid increase in electric current flowing in the pixel gas gap. In dc
panels, an external resistor of about 

 

R 

 

= 500 k

 

W

 

  is placed in series with each pixel. The amplitude of
the externally applied voltage provided by the driving electronics, 

 

V

 

a

 

, is held constant and the total voltage
across the gas gap, 

 

V

 

g

 

 = 

 

V

 

a

 

 – 

 

IR,

 

 decreases as the circuit current, 

 

I,

 

 increases. Very quickly, a steady-state
dc current in the gas gap and in the circuit is established. Brightness and gray scale are controlled by
frequency modulation of the pulsed dc pixel firing using a base frequency of about 50 kHz. In ac pixel
discharges, electrons and ions are driven by the applied field to the dielectric-covered anode and cathode,
respectively. The buildup of charge on the dielectric surfaces shields the gap region from the field produced
by the externally applied voltage. Eventually, the electric field in the gap drops below a level sufficient to
sustain the discharge and the pixel turns 

 

off.

 

For electron energies greater than 16.6 eV, collisions with Ne atoms can excite outer-shell electrons in
the atom to one of the numerous excited energy states shown in Figure 33.7.

(33.2a)

(33.2b)

Most of these excited states have short lifetimes ranging from fractions to tens of nanoseconds [30] and
quickly decay to lower-lying atomic quantum states accompanied by the emission of a characteristic

   

transitions within the atom from higher-energy 2p quantum states to lower-lying 1s energy levels [30,31].
Two of the four 1s energy levels radiate to ground-emitting VUV photons with wavelengths of 74.4 and
73.6 nm. Due to quantum mechanical exclusion principles, electron decay from the other two 1s levels
is more complex and depends upon fine details of the electronic wave function and upon very small
perturbing interactions [31]. Consequently, decay lifetimes for these so-called metastable states are
measured in seconds, which is very long relative to other dynamic physical processes governing pixel
discharge behavior, such as charge or neutral particle transport. An Ne atom with an electron trapped
in one of these metastable levels harbors 16.6 eV of latent energy. The metastable atom, Ne*, is unable
to dissipate its stored energy in collisions with ground-state Ne atoms, yet readily liberates its energy
whenever a lower-lying energy configuration can be accessed. The principal channels in this system to
lower energy configurations are Ne* collisions with Ar or Ne* incidence onto pixel interior surfaces.

Figure 33.8 shows simplified energy-level diagrams for several inert gases. The relative positioning of
the allowable energy levels provides insight into the energy exchange that occurs in collisional coupling.
The ionization energy of the Ar atom is 15.8 eV and lies 0.8 eV below the metastable-state Ne*. Conse-
quently, the Ne* has sufficient stored energy to ionize the Ar atom:

(33.3)

Ne e Ne 2e+ Æ +- + -

Ne e Ne eex+ Æ +- -

Ne Neex Æ +* hn

Ne Ar Ne Ar e* + -+ Æ + +
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excitation of the Ne atom is shown schematically in Figure 33.7 [29]. Note that the lowest-lying excited

As can be seen in Figure 33.8, the characteristic red-orange Ne gas emissions result from electron
photon, indicated in Equation 33.2 by hn, the product of Planck’s constant times the photon frequency.
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states of the majority gas constituent (Ne) for ionization of the minority gas constituent (Ar) are referred

produced through ionization within Ne/Ar Penning gases containing various fractions of Ar. The curves
show that for any given pressure, ion pair production per volt applied is optimal at low Ar gas fractions
(0 to 10%) except for very large values of 

 

E

 

/

 

P,

 

 greater than 75 V/m/Pa (100 V/cm/torr), where 

 

E 

 

is the
electric field strength and 

 

P 

 

is the gas pressure. Penning gas mixtures have been studied for many years.
Figure 33.9 shows the original data on Ne/Ar gas breakdown published by Kruithof and Penning in 1937
[32]. An extensive volume of literature has been published on inert gas Penning processes since then,
and the interested reader is referred to the excellent texts which have recently been re-released through
the American Vacuum Society and MIT Press [25,26].

Plasma display pixels usually operate at pressures near 53.3 kPa (400 torr) in order to achieve sufficient
photon production and brightness. Typical pixel fields are roughly 100 MV/m. Consequently, plasma
pixels operate with 

 

E

 

/

 

P 

 

values near 18.8 V/m/Pa (25 V/cm/torr). Both charge pair production and
luminous efficiency are then optimized with Ar gas fractions between 0.1 and 10%, depending upon the
specifics of the pixel gas pressure, gap width, and driving voltage. For a given applied voltage, the product
of the gas pressure (

 

P

 

) and the gas gap dimension (

 

d

 

) provides a measure of the balance between electron

Paschen curves, which plot the gas breakdown voltage vs. the 

 

Pd 

 

product, for several inert gas mixtures

of the 

 

Pd 

 

product which is dependent upon the ionization levels, collisionality, and energy channels
within the gas. For example, in Ne atomic excitation and ionization processes dominate, while in air
much of the energy absorbed by the gas goes into nonionizing molecular vibration, rotation, and
dissociation. For fixed pressure, the Paschen curves show that increased gap dimension lowers the electric

 

FIGURE 33.8  

 

Quantum energy level diagrams for He, Ne, Ar, Xe, and the Xe

 

2

 

* dimer.
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to as Penning gas mixtures [25,26,32]. Figure 33.9 shows the efficiency with which charge pairs are

Ionizing reactions of this type are called Penning reactions, and gas mixtures that rely on metastable

are shown in Figure 33.10 [26,33,45]. In each case, minimum voltage for breakdown occurs at a value

acceleration by the electric field and electron energy loss due to collisions with the background gas.
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reduced for a given pressure, the electric field strength can be large, but electrons transit the gap without

If the gas gap, 

 

d,

 

 is held fixed while pressure is varied, the shapes of the Paschen curves are again explained
by electron acceleration and collisional processes. For high pressures, the mean free paths between electron
collisions with the background gas atoms are short and electrons are unable to accelerate to energies
sufficient to initiate ionization unless the electric field is especially strong. At low pressures, the electrons
may be accelerated by the field to energies sufficient to initiate ionization, but few collisions with the
background gas occur and, again, the avalanche is difficult to initiate. Penning processes are especially
efficient at driving ionization. Introduction of 0.1% Ar into the neon gas lowers the minimum breakdown

 

FIGURE 33.9  

 

Ionizing collisions plotted vs. electric field strength divided by pressure. The numbers on each curve
indicate the ratio of the Ar partial pressure to the total gas pressure. (From Brown, S., 

 

Basic Data of Plasma Physics —
The Fundamental Data on Electrical Discharges in Gas,

 

 American Institute of Physics Press, New York, 1993. With
permission.)

 

FIGURE 33.10  

 

Breakdown voltage as a function of pressure — gas gap length product for various gases. (From
Brown, S., 

 

Basic Data of Plasma Physics — The Fundamental Data on Electrical Discharges in Gas,

 

 American Institute
of Physics Press, New York, 1993. With permission.)
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initiating a sufficient number of collisions to drive the type of discharge avalanche shown in Figure 33.7.

field strength per volt applied and a large voltage is required for breakdown. On the other hand, if d is
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voltage occurs at a 

 

Pd 

 

product of 40 Pa·m (30 torr·cm) for this gas mixture.

 

Discharge Physics for Plasma Pixels

 

Within any discharge, electrons move very quickly, while the more massive ions move relatively slowly
in comparison. In a charge-neutral plasma that is subjected to an externally applied electric field, the
mobile electrons quickly respond to the applied field and rush toward the anode. The inertia-laden ions,
in a much slower fashion, begin their motion toward the cathode. Very quickly, a local charge imbalance
is established as the electrons reach the anode faster than the rate of arrival of ions at the cathode. Poisson’s
equation

(33.4)

shows that a local electric field is established in response to the net positive charge density, 

 

r

 

(

 

x

 

), in the
plasma region. Here, 

 

n

 

i

 

 (

 

x

 

) and 

 

n

 

e

 

 (

 

x

 

) are the spatial profiles of the ion and electron densities, respectively,
and 

 

e 

 

is the electron charge. The field established retards the rate at which electrons flow out of any
volume within the plasma column and forces them to follow the net ion motion. The ion drift motion
is correspondingly accelerated, but this acceleration is smaller by a factor proportional to the mass ratio
of the electron to the ion. The net ion/electron motion is called ambipolar flow and is described in detail
in many basic plasma physics texts [25-27].

In steady-state dc plasma pixel discharges, the amplitude of the current flowing in the circuit and in
the gas gap is defined by the value of the applied voltage and the resistor in series with the pixel. Steady-
state operation dictates that charge buildup within the gap region cannot occur. The rate at which charge

time, the rates at which ions and electrons leave the plasma volume, arriving at the cathode and anode,
respectively, must be equal. Equilibrium is sustained by establishment of the spatial potential profile

efficient in shielding out externally applied electric fields. As a result, the potential profile is flat across
the gas gap of a pixel sustaining a fully developed discharge. The entire potential drop is localized in a
small zone called the sheath adjacent to each electrode. The spatial extent of the sheath is determined
by the effectiveness of the electron population in shielding out the electric fields produced by the electrode
potentials. The Debye length,

(33.5)

provides a measure of the shielding distance. The expression for lD implies that the sheath thickness
increases with increasing electron temperature, Te, and decreases as the electron density, ne, increases.
For fully developed plasma pixel discharges, the product of Boltzmann’s constant and the electron
temperature, kTe, is at most a few electron volts, and ne is of order 1016/m3. Thus, the sheath thickness
is roughly 5 mm. The potential within the plasma region adjusts, VP, within the discharge volume rises
to a value just above that of the applied voltage at the anode. Consequently, only the most energetic
electrons can overcome the potential barrier at the anode which adjusts to a potential such that the rate
of electron loss at the anode equals the rate of ion loss at the cathode. For ac plasma pixels, a similar
potential profile is established, but changes dynamically as the pixel pulse evolves. Charge pairs incident
upon the anode and cathode in ac pixels are trapped there by the dielectric film covering the conductor
wires. Consequently, the potential at the discharge boundary is diminished as surface charge collects at
each electrode, as shown in Figure 33.11b. Ultimately, the discharge terminates as the electric field
produced by the surface charge cancels that produced by the externally applied voltage. As the density
of charge carriers is reduced near the termination of an ac pixel discharge pulse, the effectiveness of the

� ◊ ( ) = ( ) = ( ) - ( )( )E x x e n x n x4 4pr p i e

l pD e e= ( )kT e n x4 2
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voltage from the value near 250 V shown in Figure 33.10, to about 150 V. The minimum breakdown

particle pairs arrive at the electrodes must equal their rate of production due to ionization. At the same
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within the gas gap shown in Figure 33.11a. Due to the high electron mobility, the plasma is extremely
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electrons to shield out electric fields within the gap is diminished. In this situation, the sheath potential
drop is small but the sheath region occupies a large fraction of the gap [36,37].

Plasma Surface Interactions

Ion-Induced Secondary Electron Emission

cathode with kinetic energies equal to the plasma potential, Vp, which is just over 200 V in the example

on the cathode surface an energy equal to the recombination or ionization energy for that atom. Energy
deposition on the cathode surface drives two important processes for plasma pixels — ion-induced
secondary electron emission and sputtering. The first process significantly enhances the luminous effi-
ciency of plasma pixels. The second shortens their operational lifetime as is discussed in subsequent
sections.

Ion-induced secondary electron emission occurs when ion energy deposition on the surface results in
electron ejection. Secondary electrons are exceptionally effective at driving discharge ionization since
they gain large amounts of kinetic energy as they are accelerated across the cathode sheath and because

FIGURE 33.11  Potential profiles in the pixel gap region for (a) high-electron-density and (b) low-electron-density
discharges.
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Ions arriving at the cathode sheath are accelerated by the sheath potential drop. Incident ions strike the
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shown in Figure 33.12a. Ions incident on the cathode quickly capture an electron, additionally depositing
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they have ample opportunities for ionizing collisions as they traverse the entire width of the gas gap. The
secondary electron emission coefficient, g, is defined as the number of electrons ejected per incident ion
[25,26]. As one would expect, g  varies with incident ion energy and with cathode material. Most ac
plasma display panels take advantage of the strong secondary electron emission of MgO, which is also a
good insulating material as required for surface charge storage in ac operation. Measurement of the MgO
g  value is difficult, especially for low-energy ion incidence (<500 eV), and is complicated by charge
buildup on the samples during the measurements [38]. Most often, relative values of secondary electron
yields for different materials are deduced from discharge intensity measurements [11,12,39-42]. Chou
directly measured the ion-induced secondary electron emission coefficient for MgO using a pulsed ion

+ +

on the electrode surfaces are also capable of initiating secondary electron emission, as shown in

gap, they propagate isotropically throughout the gas volume and are often utilized as seed particles.

Sputtering

Ions accelerated across the sheath deposit energy on the cathode surface. This often initiates sputtering,
whereby an atom within the cathode material is ejected from the surface. Sputtering processes erode the
cathode surface and degrade pixel performance. Contamination of the discharge by sputtered surface
impurities can lead to reduction in luminous efficiency due to visible emissions from the contaminant
atoms or molecules which compromise the color purity of the pixel. Unwanted surface coatings from
redeposited materials can also degrade the electrical characteristics of the pixel or, in color applications,
shield the phosphors from VUV photons, further degrading luminous efficiency. For argon ion, Ar+,
bombardment of MgO surfaces at 2 keV, the measured sputtering yield is slightly greater than one ejected
atom per incident ion [43]. Data on sputtering yields at lower energy ion incidence are difficult to obtain.
Because yields are small, large incident ion currents are required to obtain measurable signals and sample
charging is once again a problem. In spite of the lack of detailed data on low-energy MgO sputtering,
manufacturers of ac plasma panels have been able to demonstrate display lifetimes well in excess of

FIGURE 33.12  A representative current–voltage characteristic for gas breakdown. Load lines representative of
plasma pixel operation are also shown. (From Weber, L. F., in Flat Panel Displays and CRTs, Tannas, L. E. Jr., Ed.,
Van Nostrand Reinhold, New York, 1985. With permission.)
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beam with sample surface neutralization between pulses. For ion incidence at 200 eV, he found g  = 0.45

Figure 33.7. Since neither photons nor metastables are influenced by the electric fields within the gas

and g  = 0.05 for Ne  and Ar , respectively [39]. Note, too, that photons and metastable atoms incident
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10,000 h [18,23]. Shone et al. [44] have demonstrated that Rutherford backscattering of high-energy
(2.8 MeV) alpha particle can be used to measure the thickness of MgO film on a PbO substrate. The film
thickness accuracy obtained was ±1.5 nm. Because the technique requires a large (and expensive) particle
accelerator, this technique is a very nice research tool but is ill suited for any fabrication line measurements.

33.3 Pixel Electrical Properties

gas gap functions electrically as a variable impedance resistor. Prior to gas breakdown, the resistance is
large and the pixel represents an open-circuit element. Once breakdown is initiated, the plasma is an
excellent conductor and offers only modest resistance, RP, to current flow. Since R � RP, the circuit
equation simplifies to

(33.6)

and the circuit current, I, is defined by the amplitude of the applied voltage and the size of the circuit
series resistor, R. The externally applied voltage, Va, is typically a 50 kHz square wave with a fast voltage
rise time (~50 ns). The dc driving voltages range from 175 to 275 V and a typical value for the series
resistor is R = 500 kW. Pixel currents then range from 0.35 to 0.55 mA. Note that without a large resistance

electrodes.

V [4]. Only a very small current due to a few stray charge carriers flows across the gas gap as the voltage
increases from 0 to 250 V and the pixel remains in the off state. At the breakdown voltage, the situation
is dynamic with the current growing rapidly and the voltage across the gas gap dropping as a result. The
steady-state operating point achieved is identified by the intersection of the load line, Va = IR, with the
discharge I–V characteristic as shown in Figure 33.12. For an applied voltage of 175 V the pixel is always
off, while for Va = 275 V the pixel is always on. For a line resistance of 500 kW, the bimodal operation
and memory of the dc pixel at V = 225 V is evident in the figure. If an applied voltage of 225 V is
approached from the low-voltage direction, the pixel remains off. If, on the other hand, a large voltage
is applied and subsequently lowered to Va = 225 V, then the pixel will be in an on state. Note that the
region where the 225 V/500 kW load line intersects the negative resistance portion of the I–V characteristic
is unstable. The pixel discharge will quickly transition to either the stable on or stable off operating point.
As a practical matter, one should note that the negative resistance region of the I–V characteristic curve
cannot be experimentally measured in a pixel circuit operating with a 500 kW  series resistance. Instead,
as shown in the figure, a much larger series resistor, R = 5 MW, provides a load line with slope small
enough to produce stable operation in the negative resistance regime.

Electrical Properties of Ac Pixels

The physical design of an opposed electrode ac pixel is shown in Figure 33.5b. Electrically, the pixel
functions as a breakdown capacitor and is described by the circuit equation:

(33.7)

where Va is the externally applied voltage, I the circuit current, C the pixel capacitance, and Q the charge
collected. For ac pixels the line resistance, R, is minimized in order to minimize power consumption and
Equation 33.7 simplifies to

V I R R IRa p= +( ) ª

V t I t R
C

I t t I t R Q t C
t

a d( ) = ( ) + ¢( ) ¢ = ( ) + ( )Ú1

0
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Figure 33.5 shows schematic diagrams and circuit models for dc and ac pixels. In the dc case, the pixel

Electrical Properties of Dc Pixels

Figure 33.12 shows the characteristic I–V behavior of a dc pixel which has a breakdown voltage of 250

in series with the pixel, the current is limited by some physical failure such as melting of the pixel
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(33.8)

The capacitance for each pixel is the series summation of the capacitance for each dielectric film and for
the gas gap:

(33.9)

In each case,

(33.10)

25 mm, while the thin-film MgO has thickness d = 50 to 200 nm. The lead oxide has a dielectric constant
of roughly ePbO = 15e0, while that for MgO is eMgO = 6e0 with exact values dependent upon the film purity
and microstructure [45]. Note that the MgO contribution to the total capacitance is negligible and that
this material is incorporated into the design because of its excellent secondary electron emission prop-
erties. Prior to gas breakdown, the capacitance of the pixel is attributed largely to the gas gap. For 20 mm-
thick conductor wires the capacitance of a pixel gas gap prior to breakdown is about 500 pF. The time
derivative of Equation 33.8 gives the circuit current:

(33.11)

which shows the temporal current response of a 45 ¥ 45 ac pixel array to a single pulse within a 50 kHz
square wave applied voltage pulse train. The electrical measurement shown was made using a simple
induction loop probe to measure the current and a high impedance voltage probe (1 MW, 3 pF) to
monitor the applied voltage. The signals were captured using a high-speed (300 MHz) oscilloscope.

If the applied voltage amplitude is below the gas breakdown threshold, only the capacitor charging
displacement current, defined by Equation 33.11, is observed as shown in Figure 33.13a. If the voltage
for gas breakdown is exceeded, a second current pulse due to the plasma discharge current within the
gas gap is observed in the circuit, Figure 33.13b. The plasma pulse is accompanied, of course, by strong
photon emission from the gas gap region. The total charge displacement in the discharge pulse as a

(2%) Penning gas mixture [35]. The hysteresis or inherent memory property of the ac pixel is apparent.
As the applied voltage amplitude is increased from zero to 180 V, no measurable current flows across the
pixel gas gap. When no surface charge is present, below 180 V the electric field within the gap region is
insufficient to drive the electron collisions into the avalanche regime. For any voltage amplitude in excess
of 180 V, a gas discharge is initiated and the pixel turns on. If a pixel is subjected to a single voltage pulse
with amplitude less than 135 V, the pixel turns off even if a surface charge is present.

In ac pixels, charge pairs produced during one discharge pulse collect on the surfaces of the dielectric
films at the boundaries of the gas gap and are available to assist formation of the next discharge pulse
in the sequence. In a fully developed ac pixel discharge, the surface charge accumulation on the dielectric
film produces an electric field within the gas gap, which cancels the gap field produced by the externally

current measurements and computational model predictions of the surface charge accumulation pro-
ducing the surface or wall voltage [34,36]. When the polarity of the applied voltage is reversed, the
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where i is the material index and the surface area, A, is roughly equal to the square of the conductor wire

This charge displacement current appears as the initial large amplitude current peak in Figure 33.13,

function of amplitude of the square wave–applied voltage is plotted in Figure 33.14 for a helium–xenon

applied voltage. This is shown in Figure 33.15, which is a composite representation of experimental
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width. As shown in Figure 33.5b, an ac pixel is typically constructed with a PbO film of thickness d =
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potential drop due to the surface charge and that due to the applied voltage suddenly are additive as

a potential drop roughly equal to twice the applied voltage. The presence or absence of surface charge

that results from this bimodal I–V behavior. For the pixel electrical properties shown in Figure 33.14,
each pixel would be continuously supplied with an ac square wave applied voltage pulse train with an
amplitude of 160 V, called the sustain voltage, Vsustain. If the pixel is initially in an off state, it will remain
so indefinitely since no surface charge is available to enhance the field produced by the sustain voltage.
To turn the pixel on, a single high-amplitude voltage pulse, called an address (or write) pulse is delivered
across the pixel electrodes. In this example, an address pulse of 200 V initiates a discharge whose charge
pairs collect on the internal dielectric surfaces of the pixel. The self-limiting nature of the ac pixel is such
that the surface charge concentration produced for a fully developed pixel discharge completely shields
the gap region from the externally applied field. When the next sustain polarity reversal occurs, the pixel
gas gap experiences a voltage equal to the sum of the sustain voltage (160 V) plus the voltage due to the
surface charge produced by the previous pulse, Vsurface = 200 V in this case. The new gap voltage of 360
V is more than sufficient to initiate a second discharge and to establish a new surface charge whose
polarity is opposite that of the preceding pulse. Once again, the surface charge adjusts to produce a

FIGURE 33.13  Voltage and current traces for a 45 ¥ 45 array of ac plasma pixels in the (a) on and (b) off states.
Drive voltage amplitudes were 117 and 127 V, respectively.
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results in the bimodal current–voltage behavior shown in Figure 33.14.

shown in the figure. The gas gap is momentarily subjected to an intense electric field which results from

Addressing of ac pixels is easily accomplished by taking advantage of the inherent memory of the pixel
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voltage exactly canceling the field of the applied voltage. For this pulse, Vwall = 160 V, and the next sustain
voltage polarity reversal subjects the gap to a potential difference of Vgap = Vsustain + Vaddress = 160 V +
160 V = 320 V, which is again sufficient to initiate a new discharge pulse. Consequently, the pixel remains

each discharge. This is accomplished by application of a single low-voltage pulse called an erase pulse
with amplitude Verase

pulse produces a potential drop across the gas gap of Vgap = Vapplied + Vsurface = Verase + Vsurface = 120 V +
160 V = 280 V. The erase pulse produces a discharge of lower intensity which is insufficient to reestablish
a reversed polarity surface charge. Consequently, the erase discharge diminishes the concentration of the
surface charge so that no discharge is initiated during the next pulse in the sustain applied voltage train.
Ideally, the erase pulse drives the surface charge concentration identically to zero, but this rarely occurs
in practice and is not essential for ac pixel operation, as can be seen in Figure 33.15. Very low intensity
discharges with negligible photon production drive the pixel to its ideal off state within a few ac cycles.
Fortunately, these minor deviations from the ideal off condition have little effect on subsequent write
pulses for frequency-modulated ac operation, and therefore do not affect the timing of pixel addressing
and refresh which is covered in the next subsection.

33.4 Display Priming, Addressing, Refresh, and Gray Scale

Pixel priming is necessary to provide the initial source of electrons, or the priming current, required to
initiate a discharge avalanche. Metastable atoms or photons can also be used as priming particles since
these produce electrons via ionization of the background gas. Pilot cell priming and self-priming are two
options used in currently available commercial products. In pilot cell priming, a separate cell which
generates electrons is located near the pixel to be addressed. Pilot cells are often located on the periphery
of the display outside the viewing area, yet can produce seed electrons throughout the display. In self-
priming, an auxiliary discharge created within each pixel provides the priming electron source for the

FIGURE 33.14  Discharge charge displacement for operation of a 45 ¥  45 array of ac-opposed electrode pixels with
an He – Xe (2%) gas mixture at 53.3 kPa (400 torr).
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 = 120 V for the example shown in Figures 33.14 and 33.15. Application of the erase

in the on state until action is taken to eliminate or diminish the surface charge buildup accompanying
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main pixel discharge. These priming discharges are often hidden from view by positioning them behind
opaque conductor wires. Introducing a trace amount of radioactive Kr85 into the gas mixture provides
a passive priming option. The ionizing radiation from Kr85 generates priming electrons uniformly
throughout the display interior. Because the required Kr concentration is low and because the beta
radiation produced cannot penetrate the glass enclosure of the display, the radiation exposure risk to the
display user is negligible. However, display manufacture using radioactive seeding involves potential

very effective, is not at present employed in commercial products.

Reference 4. The scan switches on one axis open and close sequentially in a repetitive fashion, while the
data switches on the other axis determine if the pixel is fired on a given scan. This simplistic refresh and
data update method fails to take advantage of the discharge properties or inherent memory functions
available with plasma pixels. High-resolution dynamic displays utilizing this address scheme would not
be cost-competitive since display drivers constitute a significant portion of the total cost of plasma
displays. Driver circuit costs also increase with required output voltage. Thus, it is desirable to design
plasma displays with operating voltages as low as possible and which require the fewest number of driver
chips. Designers strive then to maximize the number of pixels driven by a single chip.

For nonmemory dc pixels, one option for reducing the number of external drive switches required is
to sweep the firing of priming discharges repetitively across each pixel row, such as in the self-scan
circuitry developed by Burroughs [46,47]. More recently, NHK has developed a pulse memory drive
scheme for its 102 cm (40 in.) diagonal dc HDTV plasma display, which is being widely used [48]. Sustain

FIGURE 33.15  Sustain and address voltage waveforms for ac-driven plasma pixels. The amplitude of the pixel
current density and wall voltage resulting from the surface charge buildup provide a measure of the discharge intensity.
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A simplistic scanning scheme for pixel illumination is shown in Figure 33.2, reproduced here from

health hazards associated with radioactive material handling. Consequently, this seeding approach, while
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operation at high frequency is used to take advantage of residual charge pairs and metastable atoms
present in the pixel gas volume as result of the preceding discharge [49]. In this fashion, each pixel is
self-seeding, with seed particle populations dependent upon the time elapsed since the termination of
the preceding discharge. The high-frequency operation is fast enough to take advantage of the short
duration memory characteristic of the dc pixel. As the sustain voltage pulse train is applied to the electrode
of a pixel, it will remain in the on or off state indefinitely until an address or erase pulse is supplied. In
the NHK scheme, an auxiliary anode is used to assist in the address access operations. Figure 33.16a
shows the block diagram of such a system, while Figure 33.16b shows the time sequences for the scheme
[48]. Note that the pulses are dc and that on state pulses have larger gap voltages than erase pulses. The
timing sequence is critical to address a pixel selectively within the matrix. Implementation of this scheme
requires (1) display anode drivers, (2) auxiliary anode drivers, (3) cathode drivers, and (4) interfaces to
decode the HDTV signals provided to the drivers.

For ac displays with memory, drivers need to provide (1) address (or write) pulses, (2) sustain pulses,
and (3) erase pulses. A complex refresh scan signal is not required since a continuously supplied sustain
signal, coupled with the ac pixels inherent memory, trivially maintains each pixel in either an on or off
state. Pixels respond to address, sustain, and erase pulses as described in the preceding section. Similar
to dc pixel dynamic control discussed above, ac pixel addressing requires well-timed application of voltage
waveforms to the rows and columns of the display matrix so that the proper voltage appears across the
electrodes for the pixel of interest without modifying the state of adjacent pixels. A more-detailed
discussion of ac pixel addressing can be found in Reference 4 or 47.

Gray scale is achieved for dc or ac plasma displays either by modulation of the discharge current or
by duty cycle modulation with fixed current. Modulating the applied voltage amplitude to vary the
discharge current is not widely used because of practical limitations in effectively controlling the nonlinear
response of the discharge current. However, duty cycle modulation is a viable technique both for pulse
memory-driven dc displays and for ac memory displays. In either case, duty cycle modulation requires
complex circuit design for the well-timed delivery of on and off pulses. Gray scale is achieved by varying
the time a pixel is on compared with off during each refresh cycle. In 50 kHz operation, a sustain half
cycle is 10 ms. VUV photon emission occurs usually in less than 1 ms. For color displays the visible light
emission persists much longer, with the fastest phosphors having 10% persistence times of about 5 ms.
More typical phosphors have 10% persistence times in the 5 to 10 ms range [50]. If the image is updated
every 40 ms, corresponding to a refresh rate of 25 images per second, then a 1/8-level brightness is
achieved by having the pixel on for 5 ms and off for 35 ms during that refresh cycle. The time on is

FIGURE 33.16  Pulsed memory operation of the NHK dc plasma display. (a) Block diagram of the driver system
and pixel array. (b) Temporal sequences for pulsed memory operation. (From Yamamoto, T. et al., SID ’93 Sympos.
Dig., 165–168, 1993. With permission.)
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interspersed throughout the 40 ms refresh period by appropriate timing circuit design. For example, the
NHK 102 cm (40 in.) display has a 28 or 256 levels of gray scale per color, providing a total of 16 million
(2563) color scale levels [48].

33.5 Color Plasma Flat Panel Displays

Color Pixel Structures

In color plasma display panels, photoluminescent phosphors provide the primary RGB optical emissions
required for full-color image display. In this case, visible emissions from the discharge itself must be
suppressed in order to avoid color contamination. A common approach is to utilize xenon as the minority

102 cm (40 in.) diagonal color dc plasma display available from NHK is shown in Figure 33.17, while

printing and hard mask or abrasive-resistant lithographic processes for conductor wire deposition, barrier
structure definition, and phosphor deposition [51]. In the NHK design, the fourth section within the
honeycomb color pixel structure houses a redundant green phosphor subpixel to compensate for the
lower photoluminance of green phosphors relative to that of either red or blue phosphors. In a similar
honeycomb dc color pixel structure, Panasonic instead incorporates a series resistor in this fourth subpixel
position [20]. Printing the series resistor for each pixel on the display glass substrate complicates panel
manufacturing but simplifies design requirements for the drive electronics. In the Fujitsu, the opposed
electrode ac color pixel structure shown in Figure 33.6, barrier or separation rib structures running
between and parallel to each conductor wire are fabricated on the rear glass substrate. The barrier rib
heights are typically 100 to 150 mm. ac barrier rib structures and dc pixel honeycomb lattice structures
are usually composed of the same PbO thick-film dielectric used to cover the conductor wires.

VUV Photon Production and Utilization for Color Plasma Flat Panel Displays

Color plasma display gas mixtures utilizing xenon as the minority species are optimized for production
of VUV emissions which are used to excite RGB photoluminescent phosphors. Both neon–xenon and

FIGURE 33.17  Structure of the 40 in. color display manufactured by NHK. (From Yamamoto, T. et al., SID ’93
Sympos. Dig., 165–168, 1993. With permission.)
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that of the Fujitsu 53 cm (21 in.) diagonal ac color display is shown in Figure 33.6. Each uses screen

species constituent in the Penning gas mixture of the panel. The structure and phosphor layout of the
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erated by electric fields within the pixel volume preferentially impart their kinetic energy to the xenon
atoms. In addition, the excited states of He or Ne produced readily transfer stored energy to the xenon
atoms through ionizing Penning collision processes. Consequently, the red-orange visible emissions
typical of Ne discharges are suppressed as Xe concentration is increased. Fujitsu utilizes an Ne–10% Xe
working gas in its color display [18], while Photonics Imaging prefers to use an He-based background
gas in its panel [23] where suppression of unwanted optical emissions from the discharge can be accom-
plished at somewhat lower xenon concentrations.

The tendency of xenon to fill its outermost electronic shell results in the formation of the xenon dimer
molecule, Xe2*, whose energy states are also shown in Figure 33.8 [52,53]. Radiative dissociation of the
dimer produces photons with wavelengths near 173 and 150 nm. Figure 33.18 shows how the dimer
emissions dominate the VUV spectra from He–Xe gas pixel discharges as the fraction of Xe is increased.
Since VUV photons are completely absorbed by glass, the spectra shown in the figure were measured by
mounting opposed electrode pixels inside of a vacuum chamber filled with the gas mix of interest. The
boundaries of the panel glass were not sealed which then allowed on-edge viewing of the pixel discharges
with a McPherson 0.2 m monochromator operating in conjunction with a Princeton Instrument CCD
optical multichannel analyzer [34]. The background gas mix was varied to obtain the various Xe con-
centrations in He shown while maintaining a total gas pressure of 53.3 kPa (400 torr). At low Xe
concentrations, photons from the atomic Xe 1s4 and 1s5 states dominate the emission spectra producing
lines at 147 nm and, with much less intensity, at 129 nm. The Tachibana laser-induced spectroscopic
measurements show the spatial and temporal evolution of the 1s4 Xe atomic state in He/Xe plasma display
discharges [54]. Both of these atomic lines experience significant resonant absorption and reemission.

FIGURE 33.18  VUV emission spectra from opposed electrode ac plasma pixel discharges in He/Xe gas mixtures.

150 V for 0.1% Xe to 350 V for 20% Xe.
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Each spectrum was collected near the minimum sustain (or first on) voltage for that gas mixture, which ranged from

excited atomic states of either neon or helium, as shown in Figure 33.8. Consequently, electrons accel-
helium–xenon combinations are popular. The ionization energy of xenon at 12.3 eV lies below the lowest
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(LiF) entrance window to the evacuated spectrometer chamber was positioned between 100 and 150 nm

Recall that the optimal charge pair production per volt applied in Penning gas discharges occurs at

optimize usable photon production per watt while maintaining stringent color purity requirements.
Consequently, color plasma pixels typically operate with xenon concentrations ranging between 2 and
10%. Figure 33.18 shows that increased xenon concentration results in significant dimer formation and
radiative emission from dimer dissociation. Since the dimer dissociation is a three-body process involving
a photon and two xenon atoms, the momentum and energy conservation equations do not demand
unique solutions. Consequently, emissions lines produced cover a broad spectral range spanning several
tens of nanometers. Increased dimer emission is accompanied by the suppression of xenon atomic
emission as energy within the atomic manifolds continues to flow toward the lowest available atomic

absorption of the atomic lines, more than 90% of the measured intensity of the 147 nm line is produced
in the pixel row adjacent to the spectrometer window [34,55]. Care must be taken to account for these
large variations in photon mean free paths when analyzing emission data.

Phosphor Excitation and Emission for Color Plasma Flat Panels

A variety of photoluminous phosphors are commercially available. Efficiencies for conversion of VUV
photons to visible emissions has a complex dependence on excitation photon wavelength as can be seen
in Figure 33.19, which shows quantum conversion efficiencies relative to a sodium salicylate standard for
some of the available green phosphors [50]. Conversion efficiencies for red, blue, and other green

FIGURE 33.19  Relative quantum efficiencies of a Tb-activated lanthanum phosphate compared to that of yttrium
and gadolinium phosphate prepared by Sarnoff Research Center. (From Yocum, N. et al., J. SID, 4/3, 169–172, 1996.
With permission.)
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pressure in the background gas [55]. For the emission spectra shown in Figure 33.18, the lithium fluoride

in an opposed electrode ac color display panel; for an example, see Figure 33.5.

Thus, the measured line intensities are strong functions of photon path length traveled and of Xe partial

minority species concentrations as low as 0.1%; see Figure 33.9. However, color plasma pixels must

from the nearest pixel discharges, which is roughly the location of the phosphors relative to the discharge

Therefore, the measured intensities shown reflect dimer emission from all pixel rows within the line of
site of the spectrometer (four for the data of Figure 33.18). In contrast, due to the strong resonance

levels; see Figure 33.8. Note, too, that the dimer emission lines are not subject to resonant absorption.
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phosphors can be found in References 56 and 57. Table 33.2 provides the compositions of some selected
commercially available phosphors and lists their relative quantum efficiencies for the principal emission
lines of xenon discharges. Note that quantum efficiencies listed are relative values and that phosphors
that convert 8.4 eV photons to visible photons near 2.3 eV have absolute efficiencies of only 27%. In
principle, it is possible to produce two or more visible photons from a single high energy photon, but
to date no such phosphors have been developed [58]. Table 33.2 also lists the chromaticity diagram
coordinates which provide a measure of the color purity of the visible RGB emission spectra produced.
The chromaticity diagram can be found in many references including Reference 59. Another consideration
in the plasma display phosphor selection is persistence. Most of the phosphors listed in Table 33.2 require
5 to 13 ms for the emission intensity to decay to 10% of maximum value. For ac pixel operation at

TABLE 33.2 Relative Quantum Efficiencies (QE) and Chromaticity 
Coordinates for Selected Phosphors [50,57]

Rel. QEa Rel. QEa Lifetime
Phosphor (174 nm) (170 nm) (10%) ms x y 

NTSC green 0.21 0.71
(La0.87Tb0.13)PO4 1.1 1.4 13 0.34 0.57
(La0.6Ce0.27 Tb0.13)PO4 1.1 1.5 12 0.33 0.59
(Y0.85Ce0.1Tb0.05)PO4 1.1 1.1 — — —
(Y0.6Ce0.27Tb0.13)PO4 1.35 1.35 — — —
(Gd0.87Ce0.1Tb0.03)PO4 1.0 1.1 10 0.34 0.58
(Gd0.6Ce0.27Tb0.13)PO4 1.35 1.45 — — —
(Ce,Tb)MgAl11O19 0.9 1.4 — — —
Sr0.9Al2O4:Eu2+ (3%) 0.4 0.7 0.01 0.26 0.59
Zn2SiO4:Mn 1.2 1.3 12.5 0.21 0.72
Zn2SiO4:Mn 1.1 1.5 9.8 — —
Zn2SiO4:Mn 0.45 0.55 5.4 — —
Zn2SiO4:Mn 1.0 1.1 5 — —
Zn3SiO4:Mn 1.0 0.21 0.72
BaAl12O19:Mn 1.1 0.16 0.74
BaMgAl14O23:Mn 0.92 0.15 0.73
SrAl12O19:Mn 0.62 0.16 0.75
ZnAl12O19:Mn 0.54 0.17 0.74
CaAl12O19:Mn 0.34 0.15 0.75
YBO3:Tb 1.1 0.33 0.61
LuBO8:Tb 1.1 0.33 0.61
GdBO3:Tb 0.53 0.33 0.61
ScBO8:Tb 0.36 0.35 0.60
Sr4 Si8 O8 Cl4:Eu 1.3 0.14 0.33
NTSC red 0.67 0.33
Y2O3:Eu 0.67 0.65 0.34
Y2SiO5:Eu 0.62 0.66 0.34
Y3Al5O12:Eu 0.47 0.63 0.37
Zn8(PO4)2:Mn 0.34 0.67 0.33
YBO3:Eu 1.0 0.65 0.35
(Y,Gd)BO8:Eu 1.2 0.65 0.35
GbBO3:Eu 0.94 0.64 0.36
ScBO3:Eu 0.94 0.61 0.39
LuBO8:Eu 0.74 0.63 0.37
NTSC blue 0.14 0.08
CaWO4:Pb 0.74 0.17 0.17
Y2SiO5:Ce 1.1 0.16 0.09
BaMgAl14O23:Mn 1.6 0.14 0.09

a QEs above double rule are relative to sodium salicylate, those below relative
to Zn2SiO4:Mn.
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50 kHz, each sustain voltage half cycle lasts only 10 ms while the discharge produces VUV emissions for
only a small fraction of that time. Efforts are continuing for development of phosphors with faster
response times. For example, Eu2+ green phosphors with 10% decay times of only 5 to 10 ms and with
good quantum efficiencies near 173 nm have been developed [50].

Color Plasma Display Lifetime Considerations

Phosphors for plasma flat panel displays must be tolerant of the harsh environment produced by the
pixel discharge. Photoluminous phosphor degradation mechanisms are at present not well understood.
Contamination of the discharge by phosphor materials is a serious concern. Discharge modeling indicates
that damage results principally from the accumulated fluence of photon and metastable bombardment,
although fringe electric fields and prolonged surface charge accumulations could also result in ion
bombardment [37]. Most ac plasma displays take advantage of MgO for enhancement of the discharge
intensity by coating dielectric surfaces above the electrodes with an additional thin film of MgO. For ease
of fabrication, the MgO is most often deposited using electron beam evaporation as one of the final
manufacturing steps before glass seal and gas fill. If no mask is used, the MgO can also cover the
phosphors. While providing the phosphors with a protective coating, the MgO film also attenuates the
intensity of the VUV photon flux available to excite the phosphors. Figure 33.20 shows VUV photon
transmission as a function of wavelength through MgO films [34,60]. The measurements show that the
primary atomic Xe emission lines at 129 and 147 nm are nearly 95% attenuated by an MgO film only
75 nm thick. In contrast, the dimer emission lines centered near 173 nm are much less attenuated with
transmission factors of 30 to 50%, respectively, for MgO films of 200 and 75 nm. Consequently, ac plasma
display designers must often achieve a balance among discharge enhancement due to MgO secondary
electron emission, discharge degradation due to MgO photon absorption, and fabrication complexity
associated with MgO deposition, which impacts the final cost of the display. Additionally, the designer
must consider the aging or brightness degradation with time of the display, which is influenced in part
by the rate of MgO sputter erosion discussed briefly below.

FIGURE 33.20  Photon transmission through MgO films before and after bake-out to remove water vapor.
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33.6 Inspection and Metrology

Plasma display panel manufacturing uses some process steps typically found in semiconductor device
manufacturing. Although the feature sizes are much larger than those required in semiconductor man-
ufacturing, the dimensions over which feature integrity must be assured are also much larger. Confir-
mation that a display manufacturing process is under control or rapid quantitative characterization of
the deviation from acceptable process limits is essential to producing high-quality displays with high
yield. Information on a variety of length scales is required. Blanket deposition of materials onto substrates
should be uniform; large deviations in thickness of the deposited material from one point on the substrate
to a widely separated point should be avoided. Similarly, roughness of the deposited layers must be kept
within defined limits. Finally, chemical compositions of deposited layers and their spatial homogeneity
need to be measured and controlled.

The three commercial profile measuring devices, the CyberOptics, Zygo, and Leitz units, are based on
laser or white light triangulation or interferometry; see Table 33.3 [61-63]. These machines are well suited
for determining the profile of metallization after patterning. They do not appear to be useful for mea-
suring the thickness of opaque layers and cannot, for example, measure the thickness of the blanket
metallization before patterning. The CyberOptics unit is in wide use in the electronic packaging industry
because of the low noise in its signal. Improvements in vertical resolution would increase its value for
display manufacturing process control. The Zygo instrument has better vertical resolution, but has no
real scanning capability. The Leitz unit is designed specifically for metrology of unfinished liquid crystal
display components, and is presumably optimized for that application. Both the CyberOptics and Zygo
units have a variety of heads with differing resolutions and fields of view. However, the vertical distance
over which the interference can take place in the Zygo unit is very limited, so it may not be suitable for
measuring features with large vertical dimensions.

Depending on system requirements, a useful laser metrology system can be purchased for as little as
$20,000. Full-featured systems can easily cost $100,000. The bulk of the cost is, however, in the precision
transport tables used for moving samples in a precisely controlled manner beneath stationary measure-
ment heads. Since precision transport tables meeting the needs of the metrology equipment may already
be part of the display production process or would require only minor upgrades to be brought in line
with requirements, the cost to bring the metrology capability online may be much smaller than the figures
mentioned above. Since laser head costs are low, it may also be desirable to use multiple fixed heads to
speed up inspection and metrology.

profiling and chemical analysis. To the authors’ knowledge, systems of this type are not yet commercially
available. They are being utilized, however, by researchers at Sandia National Laboratories and show

TABLE 33.3 Equipment for Noncontact Profiling and Chemical Characterization of Thin Films

CyberOptics Point Zygo
Range Sensor NewView 200 Leitz FTM400

Physical principle Laser triangulation Scanning white light 
interferometry

Laser interferometry

Maximum thickness/step height 150 mm (high 
resolution head)

100 mm (standard) 
(to 5 mm with z-drive)

70 mm

Vertical resolution 0.38 mm 100 pm 150 pm or 0.5%
Spatial resolution >0.5 mm 0.22 mm 0.5 mm
Spot diameter/FOV 5.1 mm 140 ¥  110 mm 20 mm
Scan rate 10 points/s 2 or 4 mm/s 75 mm/s max.
Maximum sample size Based on Table 10 cm ¥  15 cm 47 cm ¥  37 cm
Maximum sample weight Based on Table 4.5 kg 4.5 kg (including holder)
Elemental detection N.A. N.A. N.A.
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Listed in Table 33.4 are the characteristics of two advanced measurement techniques for noncontact
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promise for commercial usage. In beta backscattering measurements, the energy spectra of the backscat-
tered beta particles provides an accurate measure of the elemental composition of a surface. This tech-
nique has been used to measure the thin-film thickness of trace-deposited metals on large-area surfaces
(several square meters) in tokamaks [64]. With a depth resolution of about 100 pm, beta backscatter
could serve as the physical basis for a high-sensitivity surface-profiling device. X-ray fluorescence mea-
surements, routinely performed in air, can give information on film thickness and composition, and
performance parameters for this technique are also listed in Table 33.4. Vacuum must be used when
studying light elements like carbon, a potential undesired product of phosphor binder burnout, because
the x rays produced are “soft”. Although x-ray fluorescence equipment may have good lateral resolution,
a larger spot size may prove useful when more averaged information such as film thickness is needed.
Finally, eddy current measurements may provide a fast and reliable method for determining the thickness
of the opaque, blanket metallization before patterning. This technique should be capable of providing
10% thickness measurement accuracy for conductor layers as thin as 1 mm.

Many of the devices for quantitative characterization of the thickness and chemistry of the deposited
layers suffer from the fact that they have a rather limited field of view. Characterization techniques are
needed that will allow rapid identification of visual defects in the blanket-deposited layers and in the
patterned layers produced from them. Visual inspection equipment is available for defect identification
in liquid crystal displays. Manufacturers include Minato Electronics, Advantest, ADS, Photon Dynamics,
and Teradyne. All use CCD devices and special algorithms for the identification of line and area defects.
The defects found during high-volume plasma display manufacturing may be sufficiently similar in
appearance to those found in liquid crystal display manufacturing that this equipment will prove useful
with appropriate adjustments. These devices, however, are expensive.

Although researchers and equipment manufacturers believe that the equipment and techniques
described above will be suitable for online process control during plasma display manufacturing, all agree
that more development is required. Real parts will need to be characterized extensively on specific
commercial equipment in production environments before conclusions can be drawn about the suitability
of the equipment and techniques for the intended application. This is particularly true for more difficult
measurements, like that of the thickness of dielectric above conductor lines. It is clear that there is no
single instrument that will meet all film and feature dimensional measurement requirements and those
for chemical characterization. A number of instruments will be needed to measure confidently the
parameters needed for inspection, and characterize and control the manufacturing processes for plasma
displays.
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34.1 Introduction

 

Electroluminescence 

 

(EL) is the nonthermal generation of light resulting from the application of an
electric field to a substance. The light-emitting substance is generally a luminescent crystal. Most com-
mercially available monochrome EL displays utilize ZnS:Mn as the luminescent material. EL displays
have become very important in certain display markets. These include medical instrumentation, industrial
control equipment, portable instrumentation, and military vehicles. The attributes of EL displays that
make them attractive in these types of applications are mechanical ruggedness, relative insensitivity to
ambient temperature, rapid display response, essentially unlimited viewing angle, compactness, and light
weight.

There are four types of EL devices: ac thin film, ac powder, dc thin film, and dc powder. The ac thin-
film display is by far the dominant device type. Some liquid crystal displays use ac powder EL for
backlights. There is currently little or no commercial application of dc EL devices, either thin film or
powder [1]. The focus here is on ac thin-film EL (ACTFEL) devices. While there are no widely established
standard measurement techniques for the other EL device types, measurements similar to those described
herein for ACTFEL devices could be applied with appropriate modifications to the other methods of
device excitation.

 

William A. Barrow

 

Planar Systems
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34.2 Device Structure and Operation

 

A schematic, cross-sectional representation of the basic ACTFEL device structure [2] is shown in
Figure 34.1. The supporting substrate is usually made of very low sodium glass. If a suitable ion barrier
layer is deposited between the substrate and lower electrode of the EL device, soda-lime glass can be
used. The lower electrode, usually a transparent conductor such as indium tin oxide (ITO) is deposited
next. The ITO is usually between 350 and 120 nm in thickness, providing sheet resistance in the range
of 5 to 15 

 

W

 

/square. On top of the ITO electrode a lower insulator is deposited. This layer is typically
SiON or aluminum titanium oxide (ATO). The thickness is normally around 200 nm. The phosphor
layer, typically ZnS:Mn, is deposited between the lower insulator and a similar upper insulator. The
phosphor thickness is typically in the range 200 to 1000 nm thickness, depending on the application.
The upper electrode, typically aluminum, is deposited on top of the upper insulator. The aluminum is
generally 100 to 200 nm thick.

A matrix-addressed monochrome display is created by dividing the upper and lower electrodes into
orthogonal arrays of electrode stripes. The EL device is then excited locally by applying a voltage between
a pair of crossing electrodes, causing an electric field to exist between them, which excites the phosphor.

phosphors which are aligned with one of the sets of electrode stripes [3,4]. This is shown schematically

spectrum including red, green, and blue and filtering the emission using either a patterned color filter
which is aligned with the electrode stripes or a frame sequential color filter.

 

34.3 Device Fabrication

 

Thin-Film Deposition Methods

 

A wide variety of deposition techniques are used by various manufacturers and researchers in the
fabrication of ACTFEL devices. The electrode materials ITO and aluminum are usually deposited by
physical vapor deposition (PVD) techniques. ITO is almost universally deposited by dc magnetron

 

FIGURE 34.1  

 

Schematic, cross-sectional diagram of the basic ACTFEL device structure.
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A color display can be created by dividing the phosphor into stripes of red-, green-, and blue-emitting

in Figure 34.2. Color displays can also be created by using an unpatterned phosphor which emits a broad
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sputtering from either a conductive ITO target or from a metal alloy target [5]. Optimum ITO conduc-
tivity is obtained by postdeposition annealing in a very low oxygen environment. Al is deposited either
by dc magnetron sputtering from an Al metal target or by electron beam evaporation of Al metal. The
insulator and phosphor layers are deposited by chemical vapor deposition (CVD) as well as PVD.
Phosphor layers have been deposited by thermal as well as e-beam evaporation, sputtering, metal–organic
CVD (MOCVD), and atomic layer epitaxy (ALE). Insulator layers have been deposited by e-beam
evaporation, radio frequency (RF) sputtering, plasma-enhanced CVD (PECVD), and ALE.

 

Thin-Film Patterning Methods

 

Patterning of the electrodes is generally accomplished either through etching or liftoff, although some
early workers patterned the upper aluminum electrodes by evaporating through a shadow mask. Alumi-
num is easily etched wet or dry. There are commercially available wet etches for Al. Dry etching of Al
can be carried out using standard chlorine chemistries, e.g., Cl

 

2

 

/BCl

 

3

 

. Al can also be patterned by
evaporating onto a reversed photoresist pattern and lifting off excess metal. ITO can be etched wet or
dry. ITO wet etches generally consist of mixtures of HCl and HNO

 

3

 

. ITO can be dry-etched in HI or
HBr. Patterning of the phosphor layers is more problematic. Phosphor etches exist for most ACTFEL
phosphor materials, but they are generally proprietary. Thin-film phosphors are difficult to etch because
they are usually water sensitive, and some color phosphors contain heavy metals which are difficult to
volatilize in a dry-etch process.

 

34.4 Device Operation

 

Luminescence Mechanisms

 

only displacement current can flow across the insulator layers, the drive signal must be an alternating

  

P

     

th

 

, then, when the
positive pulse of the waveform is applied between the Al and ITO electrodes of the device structure shown

which are the majority carriers in ACTFEL devices, tunnel out of the interface states on the left and into
the conduction band. Once in the conduction band the electrons are accelerated by the large electric
field, which is approximately 1 MV/cm = 100 kV/

 

m

 

m. The conduction electrons drift across the ZnS:Mn
layer until they impact excite an Mn

 

2+

 

 center, transferring some energy to one of its electrons and causing

 

FIGURE 34.2  

 

Schematic, cross-sectional diagram of a color ACTFEL device with the red, green, and blue primary
colors produced by patterned color phosphor stripes. The color phosphor stripes are end on in this view.
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polarity waveform. A typical alternating polarity, trapezoidal waveform is shown in Figure 34.3. If the

As the device structure shown in Figure 34.1 indicates, ACTFEL devices are capacitively coupled. Since

in Figure 34.1, the energy band diagram of the ACTFEL device will be as shown in Figure 34.4. Electrons,

peak voltage, V , in Figure 34.3 is larger than the threshold voltage of the device, V
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it to undergo a transition to an excited state. The conduction electron may undergo additional collisions,
eventually reaching the right interface and getting trapped in interface states there until the next voltage
pulse, which is of the opposite polarity. This pulse causes the electrons to tunnel out and drift back across
the ZnS:Mn layer, transferring energy to Mn

 

2+

 

 centers along the way, until eventually they are trapped
again at the left interface. This transfer of charge back and forth between the interface states continues
as long as the alternating polarity drive signal with a peak amplitude above the threshold voltage of the
device continues to be applied. Light emission occurs when the Mn

 

2+

 

 centers, which have been impact
excited by the hot electrons, relax [6-8]. The light emission thus results from transitions of the electrons
within the Mn

 

2+

 

 centers, rather than electron–hole pair recombination near a 

 

pn 

 

junction as occurs in
a light-emitting diode (LED).

 

Description of Charge Flow

 

If the external charge, 

 

Q,

 

 flowing into the ACTFEL device is plotted vs. the externally applied voltage, 

 

V,

 

the resulting curve is called a 

 

QV 

 

loop 

 

[9,10]. If the amplitude of the applied voltage pulses is less than

 

FIGURE 34.3  

 

Typical alternating polarity, pulse drive waveform. Letters A–L mark points on the drive waveform

  

would be between 60 and 500 Hz for a passive matrix-addressed display.

 

FIGURE 34.4  

 

Energy band diagram of an ACTFEL device during the peak of the applied voltage pulse. Electrons
tunnel out of insulator/phosphor interface states into the conduction band, are swept across the phosphor layer, and
impact exciting emission centers as they go until they are finally thermalized and trapped at the opposite interface.
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which are referenced later in Figures 34.5 and 34.6. The pulse width would generally be about 30 ms and the frequency
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the threshold voltage of the device, the 

 

QV 

 

loop is simply a straight line with slope equal to the total
capacitance of the insulator/phosphor/insulator stack. If the amplitude of the applied voltage pulses is
greater than the threshold voltage of the device, the 

 

QV 

 

loop opens up. 

 

QV 

 

loops below and above
threshold are shown in Figure 34.5. Above threshold, power is dissipated in the ACTFEL device. The area
encompassed by the 

 

QV 

 

loop is equal to the energy delivered to the device per period of the drive
waveform.

The 

 

QV 

 

loop is measured directly. A theoretical extension of the 

 

QV 

 

loop that is sometimes used by
researchers studying the physics of ACTFEL devices is a plot of the actual charge flow across the phosphor
layer, 

 

Q

 

p

 

, vs. the electric field across the phosphor layer, 

 

F

 

p

 

. The quantities required for a plot of 

 

Q

 

p

 

F

 

p

 

can be calculated from the 

 

QV 

 

data if the thicknesses and dielectric constants of the insulator layers and
phosphor layer are known. The actual charge flow across the phosphor is calculated by subtracting the

applied field to the internal 

 

polarization field 

 

due to the actual flow of charges across the phosphor layer.

  

p

  

p

    

Q

 

p

 

F

 

p

 

 loop is useful because it expresses the internal electrical characteristics of the phosphor layer during
device operation.

 

Device Excitation

 

Whether the device under test is a test dot or a matrix display, the drive waveform must be ac coupled.
Passively addressed matrix displays are scanned one row at a time. Data are loaded into the column
drivers for a single row of pixels and the selected pixels in the row are all turned on simultaneously. The
row pulse brings the voltage across each pixel in the row to a level just below threshold. The columns of

the pixels are turned on. During the following frame the voltage polarities across the pixels are reversed.

fully requires the voltage to be held above 

 

V

 

th

 

 for 10 to 20 

 

m

 

s. Since each row must be scanned in sequence,

        

threshold. The area of the 

 

QV 

 

loop represents the energy dissipated by the device per cycle of the drive waveform.
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mark points on the QV loop which are coincident in time with the points labeled A–L on the drive waveform in
FIGURE 34.5

Figure 34.3. The dashed line is the QV loop for the case just below threshold. The solid line is the open loop above

 Idealized QV loop with no charge leakage from interface states between drive pulses. Letters A–L

A Q F  loop corresponding to the above threshold QV loop of Figure 34.5 is shown in Figure 34.6. The

reactive charge from the total charge. The field in the phosphor layer is calculated by adding the externally

selected pixels are then pulsed to bring the voltage across selected pixels to a level above threshold and

Each individual pixel is subjected to a drive signal similar to that shown in Figure 34.3. To activate a pixel
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a typical display with approximately 500 rows requires at least 5 ms to scan one frame. The maximum
frame rate is thus approximately 200 Hz. Displays that are addressed by an active matrix of transistors
are not scanned a line at a time as passively addressed displays are, but instead are bulk driven. They
have one unpatterned common electrode, usually an upper layer of ITO, to which an ac drive signal is
applied. Each pixel is connected to ground through a transistor which drops a portion of the applied
drive voltage when the pixel is not selected. In this type of display the drive waveform can be any ac
signal of the appropriate voltage. Sine, trapezoid, and triangle waveforms have been used. An active
matrix display can be driven with a frame rate higher than a passive matrix-addressed display by a factor
equal to the number of rows in the display, since row-at-a-time scanning is not required. Since a light
pulse is emitted for each voltage pulse, the average luminance is proportional to the frame rate, resulting
in much higher luminance capability for active matrix-addressed displays.

 

34.5 Standard Measurements

 

Measurable quantities of interest include luminance, luminous efficiency, emission spectrum, latent
image, and defects. The luminance of an ACTFEL display is a function of the peak voltage and frequency
of the drive waveform, the intrinsic efficiency of the insulator/phosphor/insulator stack, and the operating
history (aging). The efficiency is a function of the drive waveform shape and frequency as well as various
device parameters. The emission spectrum is primarily determined by the phosphor host material and
activators, although it is also affected by deposition and anneal conditions and in some cases by the drive
voltage and frequency. 

 

Latent image 

 

is the burning in of a permanent image of a fixed pattern which is
displayed for long periods. It can appear as a faint dark image superimposed on a bright background or
as a faint bright image superimposed on a dark background. Formation of latent image is affected
primarily by drive waveform symmetry and device processing parameters. Display defects include pixel,
line, and mura defects.

 

34.6 Time-Resolved Measurements

 

Measurements of luminance, efficiency, and emission spectra as introduced so far involve time-averaged
light emission. There are two fairly common time-resolved measurements of ACTFEL light emission:
light emission decay time and time-resolved light emission spectroscopy. The 

 

light emission decay time,

 

t,

 

 is the time it takes for the light emission from one excitation pulse to fall to 1/

 

e 

 

times its initial value.

 

FIGURE 34.6

  

p

   

p

   

charge flow across the phosphor layer as a function of the electric field across the phosphor layer.
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 Q  F  loop corresponding to the above threshold QV loop in Figure 34.5. This loop represents the
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The measurement of 

 

t

 

 is started just after the trailing edge of the excitation pulse. This is necessary in
order that the measured value of 

 

t

 

 not be affected by the continuing excitation of additional emission
centers, so that it represents the intrinsic relaxation time of the emission center. In devices with evaporated
ZnS:Mn phosphor, 

 

t

 

 is a strong function of the Mn concentration. It can thus be used as an analytical
technique to determine the Mn concentration. Time-resolved spectroscopy is the measurement of the
emission spectrum occurring during specific portions of the excitation and emission process. An example
of the application of this technique is the study of the separate light pulses emitted during the leading
and trailing edges of the excitation pulse with the blue-emitting phosphor SrS:Ce. Both of these techniques
are frequently used to help elucidate the excitation and emission mechanisms in ACTFEL phosphors.

 

34.7 Test Dot Characterization

 

Luminance and Efficiency

 

A schematic representation of a measurement system for collecting luminance and efficiency vs. voltage
data on a test dot is shown in Figure 34.7. An arbitrary waveform generator provides a drive signal with
the waveshape, frequency, and peak voltage determined by a control computer. The waveform generator
output signal is amplified from a ±5 V range to a ±300 V range. A photometer, also under computer
control, measures the luminance, 

 

L,

 

 of the test dot. An oscilloscope measures the voltage across the test
dot and the voltage across the sense resistor. The current is calculated by dividing the voltage across the
sense resistor by its resistance. The control computer can thus adjust the peak voltage up and down and
collect the luminance data, as well as the waveforms representing the voltage across the test dot and the
current through it. The energy dissipated, 

 

E

 

p

 

, during each drive pulse is calculated as

(34.1)

 

FIGURE 34.7  

 

Schematic diagram of a system for measuring luminance and efficiency as functions of the peak drive
voltage. The voltage waveform, 

 

V

 

(

 

t

 

), is measured by the oscilloscope at the Al electrode of the device under test. The
current waveform, 

 

I

 

(

 

t

 

), is measured by the oscilloscope as the voltage across the sense resistor divided by its resistance.
The luminance is measured by the photometer.

E I t V t t

D

p d= ( ) ¥ ( )Ú
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where 

 

I

 

(

 

t

 

) and 

 

V

 

(

 

t

 

) are the current and voltage waveforms, respectively, and 

 

D 

 

is the duration of either
the positive or negative drive pulse. This integration can be carried out by most oscilloscopes or the 

 

I

 

(

 

t

 

)
and 

 

V

 

(

 

t

 

) data can be transferred to the control computer for the calculation, although this approach is
generally slower. The average energy dissipated per period of the drive waveform, 

 

E,

 

 is the average of 

 

E

 

P

 

for a positive pulse and a negative pulse. The average power dissipated, 

 

P,

 

 can be calculated by multiplying

 

E 

 

by the frequency of the drive waveform. The efficiency, 

 

h,

 

 is calculated as follows:

(34.2)

where 

 

L is the luminance in cd/m2, A is the area of the test dot in m2, and P is the average power in watts.
Values of L and h are collected for peak voltages ranging from 10 V below threshold to 40 or 50 V above
threshold. Plots of L and h vs. peak voltage for a typical device are shown in Figure 34.8.

Charge Flow and Electric Field

replaced by a sense capacitor and the photometer is not used. The sense capacitor value is chosen to be
much larger than the capacitance of the ACTFEL device so that the voltage dropped by the sense capacitor
is small. Since the sense capacitor and the ACTFEL device are in series, the charges stored on them are
equal. The charge, Q, on the ACTFEL device is thus

(34.3)

where CS is the capacitance of the sense capacitor and VS is the voltage appearing across it. When Q(t)

th (C) is the
threshold voltage, Vto (B) is the turn on voltage, and Vp (D,E) is the peak voltage of the drive waveform.
Threshold voltage is the voltage at which the first knee in the LV curve occurs. If CT is the total capacitance
of the device below threshold, this is also the voltage at which the line Q = CTV intersects the open,
above-threshold QV loop (C). In practice, it is sometimes defined as the voltage at which a certain
luminance value occurs at a given frequency, e.g., the voltage at which the luminance is 1 cd/m2 at 60 Hz.
Vto is the voltage at which the slope of the QV loop changes from CT to CI, where CI is the capacitance
of the insulator layers.

FIGURE 34.8  Plots of luminance and efficiency as functions of peak drive voltage. The solid line is the luminance
and the dashed line is the efficiency.

h p= LA

P

Q C V= S S
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The QV loop is measured using a circuit identical to that in Figure 34.7, except that the sense resistor is

is plotted vs. v(t), the QV loop results. In the idealized QV loop shown in Figure 34.5, V
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Since a differential element of energy delivered to the ACTFEL device is dE = V(t)dQ, then

(34.4)

The energy delivered per period of the drive waveform is thus equal to the area encompassed by the QV
loop. The power dissipated is just the energy per period multiplied by the frequency. In practice, the area
of the QV loop is measured by numerical integration. The calculation can be carried out on the oscillo-
scope if it has analysis capabilities or the data can be transferred to the control computer for integration.

Generation of the QP FP loop does not require any electrical measurements other than those required
for the QV loop. QP is the charge separation across the phosphor layer and FP is the electric field across
the phosphor layer. If the thicknesses and dielectric constants of the insulator and phosphor layers are
known, QP and FP can be calculated from the values of Q(t) and V(t) on the QV loop. This is accomplished
by applying the following equations [11,12]:

(34.5)

and

(34.6)

where Ci is the capacitance of the insulators, CP is the capacitance of the phosphor layer, and dP is the
thickness of the phosphor layer.

Time-Resolved Measurements

The apparatus for measuring t is shown in Figure 34.9. A photomultiplier tube (PMT) is used to detect
the light emission as a function of time. The drive system is set to provide relatively narrow drive pulses,

FIGURE 34.9  Apparatus for measuring the luminescent decay time of the ACTFEL phosphor. The light signal is
measured by the oscilloscope across the sense resistor on the output of the PMT. The oscilloscope is triggered on
the drive pulse.
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typically 10 ms pulse width, at relatively low frequency, typically 60 Hz. This approach works well for
phosphors with relatively long decay times, on the order of 100 ms to a few milliseconds. This is the case
for many common ACTFEL phosphors such as ZnS:Mn and ZnS:Tb. Phosphors such as SrS:Ce, however,
have very fast decay times and cannot be measured in this manner. In such cases the photoluminescent
decay time must be measured using a pulsed laser to excite the phosphor and appropriately low RC
response time of the light detection system.

The general setup for measuring time-resolved emission spectra from ACTFEL devices is shown
schematically in Figure 34.10. The oscilloscope is triggered on the drive waveform and the signal inte-
gration period is set to the region of interest. A boxcar integrator can also be used to integrate the light
signal during the desired time window. The monochrometer wavelength is scanned and the emission
spectrum is collected for the selected portion of the emission process.

Aging

ACTFEL devices tend to stabilize after a few tens of hours of burn-in, but can exhibit complex aging
behavior during the burn-in process. The luminance vs. voltage curves for ZnS:Mn devices in which the
phosphor layer is deposited by evaporation, for example, tend to shift to slightly higher voltage during
burn-in [2]. Luminance vs. voltage curves for devices in which the ZnS:Mn is deposited by ALE tend to
shift to slightly lower voltage [13]. Aging data is collected by measuring luminance vs. voltage at selected
time intervals during aging. The measurement is carried out as described earlier for luminance vs. voltage
measurements. The aging is done by continuously operating the device at a fixed voltage or at a fixed
voltage above threshold. The aging process can be accelerated by operating the device at higher frequency.

34.8 Characterization of Matrix-Addressed Displays

The characterization of matrix-addressed displays differs from characterization of test dots because less
control of the drive waveform is readily available. The row and column drivers do not provide great
flexibility, although some control can be exercised by varying the composite drive waveform and the

FIGURE 34.10  System for measuring the time-resolved emission spectrum of an ACTFEL device. The oscilloscope
is set to integrate the light signal from the PMT during a selected time window. The monochrometer wavelength is
scanned over the entire spectral range and the emission intensity data is collected from the oscilloscope.
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control signals to the driver chips. These types of modifications, however, require detailed knowledge of
the addressing and control electronics involved and are best left to the original display manufacturer.
Measurements that are more accessible and of more general interest involve characterization of the
luminance, chromaticity, uniformity, display life, latent image, and defects. For these measurements the
display under test is controlled by a computer through a standard video output or a custom video display
interface provided with the display. The display operating voltage and frequency are fixed. The display
is placed in a dark room or enclosure. Luminance is measured with a photometer. Chromaticity is
measured with a spectrophotometer or a photometer equipped with tristimulus filters. Uniformity can
be measured by mounting either the display or the photometer/spectrophotometer on a translation
system and collecting data at points in a regular array of locations throughout the display surface. Display
life is characterized by operating the display in a full-on pattern, cycling through checkerboard patterns,
etc., and making luminance measurements at exponentially increasing time intervals. Latent image is
formed by displaying small blocks in various fixed locations and various fixed gray levels (if available)
continuously for long periods. It is characterized by setting the entire screen to each gray level available
and measuring the luminance in the locations which had blocks displayed during aging as well as unaged
areas nearby. Latent image is the percent luminance difference between aged blocks and nearby unaged
areas. Latent image is typically measured after aging the block pattern for 1000 h. Defects are classified
into pixel, line, and mura defects. They are characterized by visual inspection with the aid of an eye loupe
or by an automated flat panel inspection system.

34.9 Excitation and Measurement Equipment

Excitation of Test Dots

Test dots can be excited by any signal source that provides bipolar pulses up to a peak voltage of 300 V
and sufficient current sourcing and sinking capability to charge and discharge the device capacitance.
Bipolar pulse drivers with sufficient voltage and current output can be built with commercially available
components. A hybrid circuit op amp, produced by Apex Microtechnology, provides sufficient voltage
output and frequency response. A current boosting stage can be added to the output if the DUT
capacitance is too large to drive directly. This amplifier approach is very flexible since any waveform that
can be generated by the arbitrary waveform generator can be used. There are also some commercial
amplifiers available that are effective for driving test dots for some measurements. They tend to have
limited bandwidth and must be used with caution in situations in which the measurement is sensitive
to the exact shape of the drive pulse. This would be the case, for example, in QV measurements and often
in efficiency measurements.

Excitation of Matrix-Addressed Displays

Excitation of matrix-addressed displays is straightforward since the drive electronics are integrated with
the display. Generally, only a standard ac power outlet and a computer with an appropriate video card
are required. Test patterns for measurement can be created using simple computer programs.

34.10 Measurement Instruments

Measurement of Drive Voltage and Current

Digital oscilloscopes are used for all of the electrical measurements described in this chapter. Suitable
instruments are available from several manufacturers, including Tektronix and Hewlett-Packard. A band-
width of 100 MHz is more than sufficient. Waveform analysis capabilities are very helpful but not
absolutely necessary. RS 232 or IEEE 488 interfaces are required for computer control and data transfer.
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Measurement of Emitted Light

Several types of instruments are used for measuring light emission from ACTFEL displays. Photometers
are used for luminance measurements. Spectrophotometers are used for measuring the emission spectrum
and with suitable software can also provide luminance measurements. Time-resolved measurements are
accomplished by using photomultiplier tubes or photodiode detectors. Table 34.1 lists some examples of
photometers, spectroradiometers, photomultipliers, and photodiodes along with the names of the companies
that manufacture them. A relatively new development for characterizing the light emission characteristics
of flat panel displays, including ACTFEL displays, is the flat panel inspection system. This is a large
measurement system comprising a CCD camera detector, light-tight enclosure, control computer, image
processor, and specialized software. This type of system images an entire flat panel display on the CCD
camera and measures luminance, chromaticity, and various defects by analyzing the image. These systems
are intended for high throughput manufacturing environments and cost several hundred thousand
dollars. An example of this type of system is also included in Table 34.1. Contact information for the
companies listed in Table 34.1 is provided in Table 34.2.

Defining of Terms

Electroluminescence: The nonthermal generation of light resulting from the application of an electric
field to a substance, usually a luminescent crystal.

Latent image: The ghost image of a previously displayed pattern which can sometimes be seen in a full
field on an electronic display screen.

Light emission decay time: The time it takes for the light emission from one excitation pulse to fall to
1/e times its initial value.

Polarization charge: The charge trapped at the phosphor/insulator interface following the application
of a drive pulse.

TABLE 34.1 Light Measurement Instruments

Instrument Type Model Manufacturer

Photometer PR880 Photo Research
Photometer/spectroradiometer PR650 Photo Research

Pritchard 1980B Photo Research
GS-1280 RadOMAcam Gamma Scientific (EG&G)

Photomultiplier tubes — Oriel Corp.
— Hamamatsu

Photodiode PIN 10AP UDT Sensors, Inc.
Flat panel inspection system FIS 250 Photon Dynamics, Inc.

TABLE 34.2 Manufacturers of Light Measurement Instruments

Photo Research Hamamatsu Photonics Systems Corp.
9330 DeSoto Avenue, P.O. Box 2192 360-T Foothill Road, P.O. Box 6910
Chatsworth, CA 91313-2192 Bridgewater, NJ 08807-0910
(818) 341-5151

UDT Sensors, Inc.
Gamma Scientific (EG&G) 12525 Chadron Ave.
8581 Aero Dr. Hawthorne, CA 90250
San Diego, CA 92123-1876 (310) 978-0516
(619) 279-8034

Photon Dynamics, Inc.
Oriel Corp. 6325 San Ignacio Ave.
252 Long Beach Blvd., P.O. Box 872 San Jose, CA 95119
Stratford, CT 06497-0872 (408) 226-9900
(203) 380-4200
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Polarization field: The field across the phosphor layer resulting from the polarization charge.
Qp Fp loop: The closed curve which results from plotting the internal charge flow across the phosphor

layer (Qp) vs. the electric field across the phosphor layer (Fp).
QV loop: The closed curve which results from plotting the external charge (Q) flowing into a TFEL device

vs. the externally applied voltage (V).
Threshold voltage: The voltage amplitude of the drive waveform above which current flows across the

phosphor layer and light is emitted from a TFEL device.
Turn-on voltage: The voltage corresponding to the first knee in the QV loop of a TFEL device. This is

the voltage at which charge begins to flow across the phosphor layer. This voltage is generally less
than the threshold voltage because the internal field across the phosphor layer is enhanced by the
polarization field once the polarization charge has built up in the steady state.
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A light-emitting diode (LED) is a particular solid-state 

 

p–n 

 

junction diode that gives out light upon the
application of a bias voltage. The luminescence process in this case is electroluminescence, which is
associated with emission wavelengths in the visible and infrared regions of the spectrum. When a forward
bias is applied to the 

 

p–n 

 

junction diode, carriers are injected into the depletion region in large numbers.
Because of their physical proximity, the electron–hole pairs undergo a recombination that is associated
with the emission of energy. Depending on the semiconductor band-gap characteristics, this emitted
energy can be in the form of heat (as phonons) or light (as photons).

The solution of the Schrödinger equation for a typical crystal reveals the existence of Brillouin zones.
A plot between the energy 

 

E 

 

of an electron in a solid and its wave vector 

 

k 

 

represents the allowed energy
bands. It may be noted that the lattice structure affects the motion of an electron when 

 

k 

 

is close to 

 

n

 

p

 

/

 

l

 

(where 

 

n 

 

is any integer and 

 

l 

 

is the crystal periodicity) and the effect of this constraint is to introduce

    

for neighboring energy bands within the regions 

 

k 

 

= 

 

p

 

/

 

l 

 

and 

 

k 

 

= –

 

p

 

/

 

l 

 

(also known as the reduced zone).
While the upper band of Figure 35.1 represents the energy of conduction band electrons, the curvature

of the lower band can be associated with electrons having negative effective mass. The concept of negative
effective mass can readily be identified with the concept of holes in the valence band. While the majority
of the electrons are identified with the minima of the upper 

 

E–k 

 

curve, the majority of the holes are
identified with the maxima of the lower 

 

E–k 

 

curve. The minimum value of the conduction band and the
maximum value of the valence band in Figure 35.1a both have identical 

 

k 

 

values. A semiconductor having
such a characteristic is said to have a direct band gap, and the associated recombination in such a
semiconductor is referred to as direct.

The 

 

direct recombination

 

 of an electron–hole pair always results in the emission of a photon. In a direct
band-gap semiconductor, the emitted photon is not associated with any change in momentum (given
by 

 

hk

 

/2

 

p

 

) since 

 

D

 

k

 

 = 0. However, for some semiconducting materials, the 

 

E

 

 vs. 

 

k

 

 curve may be somewhat
different, as shown in Figure 35.1b. While the minimum conduction band energy can have a nonzero 

 

k

 

,
the maximum valence band energy can have 

 

k

 

 = 0. The electron–hole recombination in such a semicon-
ductor is referred to as indirect.

An 

 

indirect recombination 

 

process involves a momentum adjustment. Most of the emission energy is
thus expended in the form of heat (as phonons). Very little energy is left for the purpose of photon
emission, which in most cases is a very slow process. Furthermore, since both photons and phonons are
involved in this energy exchange, such transitions are less likely to occur. The interband recombination
rate is basically given by
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(35.1)

where 

 

B

 

r

 

 is a recombination-dependent constant which for a direct band-gap semiconductor is ~10

 

6

 

times larger than that for an indirect band-gap semiconductor. For direct recombination, 

 

B

 

r

 

 value ranges
from 0.46 

 

¥

 

 10

 

–10

 

 to 7.2 

 

¥

 

 10

 

–10

 

 cm

 

3

 

/s.
All semiconductor crystal lattices are alike, being dissimilar only in terms of their band characteristics.

Si and Ge both have indirect band transitions, whereas GaAs, for example, is a semiconductor that has
a direct band transition. Thus, while Si and Ge are preferred for fabrication of transistors and integrated
circuits, GaAs is preferred for the fabrication of LEDs.

The direct recombination (when 

 

k 

 

= constant) results in a photon emission whose wavelength (in
micrometers) is given by

(35.2)

where 

 

E

 

g

 

 is the band-gap energy. The LEDs under proper forward-biased conditions can operate in the
ultraviolet, visible, and infrared regions. For the visible region, however, the spectral luminous efficiency

of wavelength, should be of concern. It is unfortunate that there is not a single-element semiconductor
suitable for fabrication of LEDs, but there are many binary and ternary compounds that can be used for

conductors include GaAlAs, CdGeP

 

2

 

, and ZnGeP

 

2

 

 for infrared region operation, CuGaS

 

2

 

 and AgInS

 

2

 

 for
visible region operation, and CuAlS

 

2

 

 for ultraviolet region operation. Ternary semiconductors are used
because their energy gaps can be tuned to a desired emission wavelength by picking appropriate com-
position.

Of the ternary compounds, gallium arsenide–phosphide (written as GaAs

 

1-x

 

P

 

x

 

) is an example that is
basically a combination of two binary semiconductors, namely, GaAs and GaP. The corresponding
bandgap energy of the semiconductor can be varied by changing the value of 

 

x

 

. For example, when 

 

x 

 

=

  

g

   

g

       

g

 

However for 

 

x

 

 

 

≥

 

 0.45, the band gap is indirect. The most common composition of GaAs

 

1-x

 

P

 

x

 

 used in
LEDs has 

 

x 

 

= 0.4 and 

 

E

 

g

 

. 1.3 eV. This band-gap energy corresponds to an emission of red light. Calculators
and watches often use this particular composition of GaAs

 

1-x

 

P

 

x

 

.
Interestingly, the indirect band gap of GaAs

 

1-x

 

P

 

x

 

 (with 1 

 

≥

 

 

 

x

 

 

 

≥

 

 0.45) can be used to output light ranging
from yellow through green provided the semiconductor is doped with impurities such as nitrogen. The
dopants introduced in the semiconductor replace phosphorus atoms which, in turn, introduce electron
trap levels very near the conduction band. For example, if 

 

x 

 

= 0.5, the doping of nitrogen increases the

 

FIGURE 35.1  

 

E 

 

vs. 

 

k 

 

for semiconductors having (a) a direct band gap and (b) an indirect band gap.

d d rn t B np=

l = = ( )hc E Eg g eV1 24.
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fabrication of LEDs. Table 35.1 lists some of these binary semiconductor materials. The ternary semi-

curves of Figure 35.2, which account for the fact that the visual response to any emission is a function

0, E  = 1.43 eV. E  increases with increasing x until x = 0.44 and E  = 1.977 eV, as shown in Figure 35.3.

LED efficiency from 0.01 to 1%, as shown in Figure 35.4. It must be noted, however, that nitrogen doping
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shifts the peak emission wavelength toward the red. The shift is comparatively larger at and around 

 

x 

 

=
0.05 than 

 

x 

 

= 1.0. The energy emission in nitrogen-doped GaAs

 

1-x

 

P

 

x

 

 devices is a function of both 

 

x 

 

and
the nitrogen concentration.

Nitrogen is a different type of impurity from those commonly encountered in extrinsic semiconduc-
tors. Nitrogen, like arsenic and phosphorus, has five valence electrons, but it introduces no net charge
carriers in the lattice. It provides active radiative recombination centers in the indirect band-gap materials.
For an electron, a recombination center is an empty state in the band gap into which an electron falls
and, thereafter, falls into the valence band by recombining with a hole. For example, while a GaP LED
emits green light (2.23 eV), a nitrogen-doped GaP LED emits yellowish green light (2.19 eV), and a
heavily nitrogen-doped GaP LED emits yellow light (2.1 eV).

 

FIGURE 35.2  

 

Spectral luminous efficiency curves. The photopic curve 

 

V

 

d

 

l

 

 corresponds to the daylight-adapted case
while the scotopic curve 

 

V

 

n

 

l

 

 corresponds to the night-adapted case. (From Boyd, R.W., 

 

Radiometry and the Detection
of Optical Radiation,

 

 John Wiley & Sons, New York, 1983. With permission.)

 

TABLE 35.1

 

Binary Semiconductors Suitable 

 

for LED Fabrication

 

Material

 

E

 

g

 

 (eV) Emission Type

 

III–V GaN 3.5 UV
II–VI ZnS 3.8 UV
II–VI SnO

 

2

 

3.5 UV
II–VI ZnO 3.2 UV
III–VII CuCl 3.1 UV
II–VI BeTe 2.8 UV
III–VII CuBr 2.9 UV — visible
II–VI ZnSe 2.7 Visible
III–VI In

 

2

 

O

 

3

 

2.7 Visible
II–VI CdS 2.52 Visible
II–VI ZnTe 2.3 Visible
III–V GaAs 1.45 IR
II–VI CdSe 1.75 IR — Visible
II–VI CdTe 1.5 IR
III–VI GaSe 2.1 Visible
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The injected excess carriers in a semiconductor may recombine either radiatively or nonradiatively.
Whereas nonradiative recombination generates phonons, radiative recombination produces photons.
Consequently, the internal quantum efficiency 

 

h

 

, defined as the ratio of the radiative recombination rate

 

R

 

r

 

 to the total recombination rate, is given by

 

FIGURE 35.3  

 

Band-gap energy vs. 

 

x 

 

in GaAs

 

1-x

 

P

 

x

 

. (From Casey, H.J., Jr. and Parish, M.B., Eds., 

 

Heterostructure
Lasers, 

 

Academic Press, New York, 1978. With permission.)

 

FIGURE 35.4  

 

The effects of nitrogen doping in GaAs

 

1-x

 

P

 

x

 

: (a) quantum efficiency vs. 

 

x 

 

and (b) peak emission
wavelength vs. 

 

x

 

.
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(35.3)

where 

 

R

 

nr

 

 is the nonradiative recombination rate. However, the injected excess carrier densities return
to their value exponentially as

(35.4)

where 

 

t

 

 is the carrier lifetime and 

 

D

 

n

 

0

 

 is the excess electron density at equilibrium. Since 

 

D

 

n

 

/

 

R

 

r

 

 and 

 

D

 

n

 

/

 

R

 

nr

 

 are, respectively, equivalent to the radiative recombination lifetime 

 

t

 

r

 

 and the nonradiative recom-
bination lifetime 

 

t

 

nr

 

, we can obtain the effective minority carrier bulk recombination time 

 

t

 

 as

(35.5)

such that 

 

h

 

 = 

 

t

 

/

 

t

 

r. The reason that a fast recombination time is crucial is that the longer the carrier
remains in an excited state, the larger the probability that it will give out energy nonradiatively. In order
for the internal quantum efficiency to be high, the radiative lifetime tr needs to be small. For indirect
band-gap semiconductors, tr � tnr so that very little light is generated, and for direct band-gap semi-
conductors, tr increases with temperature so that the internal quantum efficiency deteriorates with the
temperature.

As long as the LEDs are used as display devices, it is not too important to have fast response characteristics.
However, LEDs are also used for the purpose of optical communications, and for those applications it
is appropriate to study their time response characteristics. For example, an LED can be used in conjunc-
tion with a photodetector for transmitting optical information between two points. The LED light output
can be modulated to convey optical information by varying the diode current. Most often, the transmis-
sion of optical signals is facilitated by introducing an optical fiber between the LED and the photodetector.

There can be two different types of capacitances in diodes that can influence the behavior of the
minority carriers. One of these is the junction capacitance, which is caused by the variation of majority
charge in the depletion layer. While it is inversely proportional to the square root of bias voltage in the
case of an abrupt junction, it is inversely proportional to the cube root of bias voltage in the case of a
linearly graded junction. The second type of capacitance, known as the diffusion capacitance, is caused
by the minority carriers.

Consider an LED that is forward biased with a dc voltage. Consider further that the bias is perturbed
by a small sinusoidal signal. When the bias is withdrawn or reduced, charge begins to diffuse from the
junction as a result of recombination until an equilibrium condition is achieved. Consequently, as a
response to the signal voltage, the minority carrier distribution contributes to a signal current.

Consider a one-dimensional p-type semiconducting material of cross-sectional area A whose excess
minority carrier density is given by

(35.6)

As a direct consequence of the applied sinusoidal signal, the excess electron distribution fluctuates about
its dc value. In fact, we may assume excess minority carrier density to have a time-varying component
as described by

(35.7)

where ·Dnp(x)Ò is a time-invariant quantity. By introducing Equation 35.7 into Equation 35.6, we get two
separate differential equations:

(35.8a)

h = +( )R R Rr r nr

D D Dp n n e t= = -
0

t

1 1 1t t t( ) = ( ) + ( )r nr

d d d d tD D Dn t D n x np n p p= -2 2

D Dn x t n x n x e j t
p p p,( ) = ( ) + ¢ ( ) w

d d2 2 2
x n x n x LD Dp p n( )( ) = ( ) ( )
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and

(35.8b)

where

(35.9a)

and

(35.9b)

The dc solution of Equation 35.8a is well known. Again, the form of Equation 35.8b is similar to that of
Equation 35.8a and, therefore, its solution is given by

(35.10)

Since the frequency-dependent current I(w) is simply a product of eADn and the concentration gradient,
we find that

(35.11)

where I(0) is the intensity emitted at zero modulation frequency. We can determine the admittance next
by dividing the current by the perturbing voltage. The real part of the admittance, in this case, will be
equivalent to the diode conductance, whereas its imaginary part will correspond to the diffusion capacitive
susceptance.

The modulation response as given by Equation 35.11 is, however, limited by the carrier recombination
time. Often an LED is characterized by its modulation bandwidth, which is defined as the frequency
band over which signal power (proportional to I 2(w)) is half of that at w = 0. Using Equation 35.11, the
3-dB modulation bandwidth is given by

(35.12)

where the bulk lifetime has been approximated by the radiative lifetime. Sometimes the 3-dB bandwidth
of the LED is given by I(w) = ½I(0), but this simplification contributes to an erroneous increase in the
bandwidth by a factor of 1.732.

Under conditions of thermal equilibrium, the recombination rate is proportional to the product of
initial carrier concentrations, n0 and p0. Then, under nonequilibrium conditions, additional carriers Dn =
Dp are injected into the material. Consequently, the recombination rate of injected excess carrier densities
is given by initial carrier concentrations and injected carrier densities as

(35.13)

where Br is the same constant introduced in Equation 35.1. For p-type GaAs, for example, Br = 1.7 ¥
10–10 cm3/s when p0 = 2.4 ¥ 1018 holes/cm3. Equation 35.13 is used to define the radiative carrier recom-
bination lifetime by

d d2 2 2
x n x n x LD D¢ ( )[ ] = ¢ ( ) [ ]*

p p n

L L jn n
* = +( )1

1 2w t

L Dn n= ( )t
1 2

D D¢ ( ) = ¢ ( ) -n x n e x L
p p 0

I eAD n x x

I

x
w

w t

( ) = ¢ ( )

= ( ) +( )
=n pd d

0

2 2 1 2
0 1

Dw tª 1 r

R B n n p p B n p

B n p n n

D D D

D D

r r o o r o o

r o o

= +( ) +( ) -[ ]
= + +( )
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(35.14)

In the steady-state condition, the excess carrier density can be calculated in terms of the active region
width d by

(35.15)

where J is the injection current density.
The radiative recombination lifetime is found by solving Equation 35.14 after having eliminated Dn

from it using Equation 35.15:

(35.16)

Thus, while for the low carrier injection (i.e., no + po � Dn), Equation 35.16 reduces to

(35.17a)

for the high carrier injection (i.e., no + po � Dn), it reduces to

(35.17b)

Equation 35.17a indicates that in highly doped semiconductors, tr is small. But the doping process has
its own problem, since in many of the binary LED compounds higher doping may introduce nonradiative
traps just below the conduction band, thus nullifying Equation 35.12. In comparison to Equation 35.17a,
Equation 35.17b provides a better alternative whereby tr can be reduced by decreasing the active region
width or by increasing the current density. For the case of p-type GaAs, the radiative lifetimes vary
between 2.6 and 0.35 ns, respectively, when p0 varies between 1.0 ¥ 1018 holes/cm3 and 1.5 ¥ 1019 holes/cm3.

Usually, LEDs are operated at low current (�10 mA) and low voltages (�1.5 V), and they can be
switched on and off in the order of 10 ns. In addition, because of their small sizes, they can be reasonably
treated as point sources. It is, therefore, not surprising that they are highly preferred over other light
sources for applications in fiber-optic data links.

Two particular LED designs are popular: surface emitters and edge emitters. They are shown in
Figure 35.5. In the former, the direction of major emission is normal to the plane of the active region,
whereas in the latter the direction of major emission is in the plane of the active region. The emission
pattern of the surface emitters is very much isotropic, whereas that of the edge emitters is highly directional.

FIGURE 35.5  LED type: (a) surface emitter and (b) edge emitter.
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As the LED light originating from a medium of refractive index n1 goes to another medium of refractive
index n2(n2 < n1), only a portion of incident light is transmitted. In particular, the portion of the emitted
light corresponds to only that which originates from within a cone of semiapex angle qc, such that

(35.18)

In the case of an LED, n1 corresponds to the refractive index of the LED medium and n2 corresponds to
that of air (or vacuum). Light originating from beyond angle qc undergoes a total internal reflection.
However, the light directed from within the cone of the semiapex angle qc will be subjected to Fresnels
loss. Thus, the overall transmittance T is given by

(35.19)

Accordingly, the total electrical-to-optical conversion efficiency in LEDs is given by

(35.20)

Only two schemes increase the electrical-to-optical conversion efficiency in an LED. The first technique
involves guaranteeing that most of the incident rays strike the glass-to-air interface at angles less than
qc. It is accomplished by making the semiconductor–air interface hemispherical. The second method
involves schemes whereby the LED is encapsulated in an almost transparent medium of high refractive
index. The latter means is comparatively less expensive. If a glass of refractive index 1.5 is used for
encapsulation, the LED efficiency can be increased by a factor of 3. Two of the possible encapsulation
arrangements and the corresponding radiation patterns are illustrated in Figure 35.6.

FIGURE 35.6  LED encapsulation geometries and their radiation patterns.
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LEDs are often used in conjunction with a phototransistor to function as an optocoupler. The opto-
couplers are used in circumstances when it is desirable to have a transmission of signals between
electrically isolated circuits. They are used to achieve noise separation by eliminating the necessity of
having a common ground between the two systems. Depending on the type of coupling material, these
miniature devices can provide both noise isolation as well as high voltage isolation. Figure 35.7 shows a
typical case where two optocouplers are used to attain a chopper circuit. The two optocouplers chop
either the positive or the negative portion of the input signals with a frequency of one half that of the
control signal that is introduced at the T flip-flop. The operational amplifier provides an amplified version
of the chopped output waveform. In comparison, a chopper circuit that uses simple bipolar transistors
produces noise spikes in the output because of its inherent capacitive coupling.

The visible LEDs are best known for their uses in displays and indicator lamps. In applications where
more than a single source of light is required, an LED array can be utilized. An LED array is a device
consisting of a row of discrete LEDs connected together within or without a common reflector cavity.
Figure 35.8a shows different LED arrangements for displaying hexadecimal numeric and alphanumeric
characters, whereas Figure 35.8b shows, for example, the possible alphanumeric characters using 16-segment

FIGURE 35.7  A chopping circuit with an amplifier.

FIGURE 35.8  (a) LED display formats; and (b) displayed alphanumeric characters using 16-segment displays.
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displays. In digital systems, the binary codes equivalent to these characters are usually decoded and,
consequently, a specific combination of LED segments are turned on to display the desired alphanumeric
character.

The dot matrix display provides the most desirable display font. It gives more flexibility in shaping
characters and has a lower probability of being misinterpreted in case of a display failure. However, these
displays involve a large number of wires and increased circuit complexity. LED displays, in general, have
an excellent viewing angle, high resonance speed (�10 ns), long life, and superior interface capability with
electronics with almost no duty cycle limitation. LEDs with blue emission are not available commercially.
When compared with passive displays, LED displays consume more power and involve complicated wiring
with at least one wire per display element.
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36.1 Graphic Recorders

 

Herman Vermariën

 

A 

 

graphic recorder 

 

is essentially a measuring apparatus that is able to produce in real time a hard copy
of a set of time functions with the purpose of immediate and/or later visual inspection. The curves are
mostly drawn on a (long) strip of paper (from a roll or Z-fold); as such, the instrument is indicated as
a strip chart recorder. The independent variable time (

 

t

 

) then corresponds to the strip length axis and
the physical variables measured are related to the chart width. Tracings are obtained by a writing process
at sites on the chart short axis (

 

y

 

) corresponding to the physical variables magnitudes with the strip being
moved at constant velocity to generate the time axis. Graphs cannot be interpreted if essential information
is absent; scales and reference levels for each physical variable recorded and for time are all necessities.
Additional information concerning the experimental conditions of the recording is also necessary and is
preferably printed by the apparatus (data, investigated item, type of experiment, etc.). The capacity of
the graphic recorder is thus determined by its measuring accuracy, its ability to report additional infor-
mation and its graphical quality, including the sharpness of tracings, the discriminability of tracings (e.g.,
by different colors), and the stability of quality with respect to long-term storage. Simple chart recorders
only produce tracings on calibrated paper; more-advanced graphic recorders generate tracings and
calibration lines, display additional information in alphanumeric form on charts, store instrument
settings and recorded data in memory (which can be reproduced on charts in diverse modes), have a
built-in waveform monitor screen, and can communicate with a PC via standard serial interfacing. The
borderlines between these types of intelligent graphic recorders and, on the one hand, digital storage
oscilloscopes equipped with a hard copy unit and, on the other hand, PC-based data acquisition systems
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with a laser printer or a plotter, become very unclear. The property of producing the hard copy in real
time is probably the most discriminating factor between the graphic recorder and other measuring
systems that produce hard copies. Graphic recorders are used for test and measurement applications in
laboratory and field conditions and for industrial process monitoring and control. Graphic recorders are
intensively used in biomedical measurement applications [1].

Whereas the time axis is generated by moving the chart at constant velocity, the ordinate can be marked
in an analog or a digital manner. Analog recorder transducers generate a physical displacement of the
writing device, e.g., a pen or a printhead. With digital transducers, moving parts are absent and the
writing device is a stationary rectilinear array of equidistant writing points covering the complete width
of the chart; the writing act then consists in activating the point situated at the site corresponding to the
signal magnitude and putting a dot on the paper. Analog recorders thus can produce continuous lines,
whereas digital recorders generate dotted lines. If ordinate and time axis resolutions are sufficient, digital
recordings have excellent graphic quality regarding visual impression of continuity. Analog transducers
can be used in a discontinuous mode and thus handle a set of slowly varying signals; during the scanning
cycle a dot is set on the paper by the moving writing device at the sites corresponding to the magnitudes
of the signal. A single digital transducer and a single analog transducer applied in the scanning mode
can handle a set of signals; a single analog transducer can process only one signal in the continuous
mode. For a digital transducer the number of signals recorded is essentially unlimited; it is thus pro-
grammed to draw the necessary calibration lines. With analog transducers calibrated paper is used. In
this case, generally ink writing is applied and different colors ensure excellent tracing identifiability. With
the digital array, dot printing can be more or less intensified for different channels or more than one
adjacent points can be activated, resulting in more or less increased line blackness and thickness. However,
tracing identification is usually performed by alphanumeric annotations.

In 

 

analog graphic recorders, 

 

the transducer can be designed in a direct mode or in a servo mode. In
the direct mode the signal magnitude is directly transduced to a position of the writing device (e.g., the
simple galvanometric type). In the servo mode (also called 

 

feedback 

 

or 

 

compensation

 

) the position of the
writing device is measured by a specific sensor system and the difference between the measured value
and the value of the signal to be traced is applied to the transducer motor, resulting in a movement
tending to zero the difference value and thus to correct the position [2,3]. In both methods the moving
parts set a limit to the system frequency bandwidth. Moreover, in the feedback mode velocity and
acceleration limitations may be present; thus linear system theory description of the apparatus behavior
with respect to signal frequency may not be applicable. As such, the bandwidths of servo systems can be
dependent on the writing width. Movement of the writing device can be generated by a rotation or by
a translation. In the latter case the writing part is mechanically guided; primarily, the servo method is
applied [3]. A rotation is generally obtained with a galvanometric motortype [3,4]; the galvanometer
may rotate a pen, an ink jet, a light beam. The inertia of the moving part is the major parameter
determining the bandwidth of the system. Translational devices allow a bandwidth of a few hertz. Higher
bandwidths can be obtained with galvanometric pen types (about 100 Hz), ink jets (up to 1 kHz), and
optical systems (up to 10 kHz) [1], but, being replaced by dot array recorders or data acquisition systems,
these types are disappearing from the market. Major reasons are inherent errors and limitations of these
analog types, maintenance needs of moving parts and ink devices, cost of photographic paper, and the
lack of the possibilities of digital types.

Whereas moving parts restrict the analog recorder bandwidth, a corresponding capacity of 

 

digital
graphic recorders 

 

is determined by the sampling frequency and the writing frequency. According to the
sampling criterion the sampling frequency should be twice the highest signal frequency. This implies two
samples to display a complete sine wave period, which can hardly be called a good graphic representation.
Ten samples may be a minimum. The sampling frequency is a pure electronic matter; the maximal writing
frequency of the dot array is the limiting factor in real time. Alternatively, if the signal spectrum exceeds
the real-time bandwidth of the recorder, data can be stored at a sufficient sampling rate in memory and
reproduced off-line at a slower rate which can be handled by the apparatus. Most digital recorders have
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this memory facility; some recorders are specifically referred to as “memory” recorders when their offline
capabilities largely exceed their online performance.

Real-time recording is primarily performed as a function of time (

 

t–y 

 

recorders). On the other hand,

 

x–y 

 

recording is another way of representing the data. In this case the relation between two physical
variables is traced and the independent variable time is excluded (apart from the fact that, if a dashed
line is used, each dash can represent a fixed time interval). In standard analog 

 

x–y 

 

recorders the chart is
stationary (e.g., electrostatically fixed to the writing table); two similar analog writing transducers with
identical input circuitry are assembled in the recorder. The first transducer (

 

y

 

) translates a long arm
covering the width of the paper at which the second transducer (

 

x

 

) carrying the pen is moved. Evidently,
recorders with memory facilities and appropriate software may produce an 

 

x–y 

 

recording in off-line
mode by setting dots while the paper progresses. Recording accuracy can be formulated in similar terms
as for any measuring instrument [5]. This accuracy is determined, on the one hand, by the input signal
conditioning, similar for digital as well as for analog types and, on the other hand, by the accuracy of
the recording transducer and its driver electronics. In the digital type, digitization bit accuracy, sampling
frequency, dot array resolution, and dot writing frequency are major parameters. In the analog type,
typical inconveniences of analog transducer systems can be found (such as static nonlinearity, noise and
drift, dead zone and hysteresis, limited dynamic behavior); servo systems are known to be more accurate
as compared with direct systems. For example, drift in analog recording can be the result of a small shift
of the calibrated chart along the 

 

y-

 

axis; the latter is excluded if the recorder draws its own calibration lines.
With respect to graphic quality, clarity and sharpness of the tracings are important (within a large

range of writing velocities). Tracing quality depends on the writing velocity, i.e., the velocity of the writing
device with respect to the moving paper. Evidently, the flow of writing medium (e.g., ink or heat) should
be more or less adapted to this writing velocity to prevent poorly visible tracings at high velocities and
thick lines at low velocities. Good identifiability of overlapping curves is essential. Sufficient dot resolution
(with adequate interpolation techniques) is important in discontinuous types for easy visual inspection.
A graphic recorder can be designed as a single-channel instrument or can have a multichannel input.
Inputs can be standard or modular, so that the user can choose the specific signal conditioners for the
application and the number of channels. A recorder can be called “general purpose” or can be assembled
in a specific measuring apparatus (e.g., in biomedical applications such as electrocardiography and
electroencephalography). The recorder can be portable for operation in the field or can be mounted in
a laboratory rack or in a control panel. The paper can be moved vertically or horizontally on a writing
table (“flat bed” recorder) and can be supplied from a roll or in Z-fold. Besides strip chart recorders and

 

x–y 

 

recorders, circular chart recorders exist. In this case the chart rotates, one rotation corresponds to a
complete measurement interval, and the chart is provided with appropriate calibration lines adapted to
movement of the pens writing on it.

Apart from the low-bandwidth translational pen devices there is a decreasing interest in analog graphic
recorders. They are being replaced by thermal dot array recorders or by data acquisition systems. Never-
theless, as some of them may still be manufactured and a number of apparatus may still be in use,
different techniques are mentioned. A description of analog recorder principles and performances can
be found in Reference 1. Galvanometric recorders apply rotational transducers. The direct as well as the
servo principles are used. The direct type makes use of the d’Arsonval movement as applied in ordinary
galvanometers [1, 2, 4]. Dynamically, the galvanometer acts as a mechanical resonant system and the
bandwidth is thus determined by its resonant frequency, the latter being dependent on the inertia of the
moving parts. Evidently, rotation gives rise to inherent errors in graphic recorders. If pen tips (perpen-
dicular to the pen arm, thermal or ink) are used, the rotation of the pen arm fixed to the galvanometer
coil occurs in a plane parallel to the chart plane, so the recording is curvilinear instead of rectilinear,
introducing an error with respect to the time axis and to the ordinate axis (the ordinate value being
proportional to the tangent of the rotation angle). Calibrated paper with curvilinear coordinate lines
may solve this problem; nevertheless, the tracing is deformed and zero offset is critical. Rectilinear
recording can be realized with pen systems, ink jets, and light beams. Rectilinear pen recording can be
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approximated with pen tips in case of “long-arm” pens and by mechanical rectilinearization; alternatively
“knife-edge” recording is a solution [1]. In the case of ink jet and light beam recorders the rotation plane
and the chart plane do not have to be parallel; writing then occurs at the intersecting line of both planes
and is thus essentially rectilinear. In ink jet recording a miniature nozzle through which ink is pumped
is mounted in a direction perpendicular to the axis of the galvanometer. In optical recording a sharp
light beam is reflected by a small mirror connected to the galvanometric moving coil toward the photo-
sensitive paper. In these methods miniaturization of the moving parts gives rise to higher resonant
frequencies and thus higher bandwidths. Whereas a typical bandwidth for a galvanometric pen system
is 100 Hz, the bandwidth for an ink jet system can be 1000 Hz and for an optical system 10 kHz may be
reached. In the fiber-optic cathode ray tube (FO-CRT) no mechanical moving parts are present and thus
there are no mechanical limits on bandwidth. The FO-CRT is essentially a one-dimensional CRT. A
phosphor layer at the inside of the screen converts the cathode ray into ultraviolet (UV) light. This UV
light is guided by an outer faceplate composed of glass fibers onto the photosensitive chart. As in ordinary
oscilloscopes, the deflection of the spot is directly proportional to the signal applied at the input of the
deflection unit. The bandwidth is determined by the driving electronics. The system can be used in
scanning mode as the beam intensity is easily controlled. In the following paragraphs further details will
be given on translational pen recorders and thermal dot array recorders.

 

Translational Pen Recorders

 

In 

 

translational pen recorders 

 

the writing device is usually a fiber-tip pen with an ink cartridge. In
discontinuous applications the writing device can be a printhead with different color styli or with a
colored ribbon. A manual or automatic pen lift facility is included. During recording, the writing device
is translated along the 

 

y-

 

axis as it is linked to a mechanical guidance and a closed-loop wire system. A
motor and wheels system pulls the wire and thus the writing device. In some designs a motor and screw
system is applied. Translational recorders are primarily designed as a servo type. The position of the pen
is accurately measured, and the difference voltage between the input signal and the position magnitude
(following appropriate amplification and conditioning) drives the servomotor. Servo motors can be dc
or stepper types; servo electronics can be analog or digital. Position sensing can be potentiometric
(“potentiometric” recorders): the pen carriage is equipped with a sliding contact on the resistor (wire
wound or thick film) which covers the complete width of the paper. More recently developed methods
use optical or ultrasonic principles for position sensing; with these methods contacts are absent resulting
in less maintenance and longer lifetime. For example, in the ultrasonic method the pen position is sensed
by a detector coil from the propagation time of an ultrasound pulse, which is imparted by a piezoelectric
transducer to a magnetostrictive strip covering the chart width. Accordingly, brushless dc-motors are
used in some apparatuses. In the servo system accuracy is determined for the larger part by the quality
of the sensing system. A poor contact with the resistor can give rise to noise; there may be a mechanical
backlash between pen tip and the sliding contact on the potentiometer. The velocity of the pen carriage
is limited, about 0.5 to 2 m/s dependent on motor and mechanics design. This results in a bandwidth
of the recorder depending on the amplitude of the tracing: the –3 dB frequency fits in the range from 1
to 5 Hz for a full-scale width of 200 to 250 mm. Alternatively, the pen response time to a full-scale step
input is given (5 to 95% of full-scale tracing): 0.1 to 0.5 s. Overshoot of the pen step response is extremely
small in accurate designs.

In most pen recorders each tracing can cover the complete width. As such, pens must have the
possibility to pass each other resulting in a small shift between adjacent pens (a few millimeters) along
the time axis. In some apparatus, tracings can be synchronized with a POC-system (“pen offset com-
pensation”); signals are digitized, stored in memory, and reproduced after a time delay correcting for the
physical displacement of the pen. If immediate visual inspection is required, applying POC can be
inconvenient as a consequence of this time delay. In process monitoring, slowly varying signals such as
temperature, pressure, flow, etc. are followed. These signals can be handled by a single transducer in a
discontinuous way; all input signals are scanned during the scanning cycle and for each signal a dot is
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printed (“multipoint” recorder). The minimum scanning time is dependent on the moving writing device.
For chart progression, dc and stepper motors are used. Calibrated paper is pulled by sprocket wheels
seizing in equidistant perforations at both sides of the chart. Translational pen recorders range from
simple purely analog design to intelligent microprocessor-controlled types handling a large number of
channels with a broad range of control and monitor facilities (e.g., printing of a report after alarm).

Table 36.1 displays a set of translational pen recorders; some of them are equipped with a printhead.
Under “Description” the major application is given: test and measurement or process monitoring. Fur-
thermore the following are indicated: the number of continuous (c. ch.) and scanned (s. ch.) channels;
the availability of POC, a printer (for additional information or for trace printing), a display for alpha-
numeric information (such as calibration values for each channel), or even a waveform display, data
memory (allowing memory recorder functioning), 

 

x–y 

 

recording facility, alarm generation (after reaching
thresholds of recorded variables), and standard serial interface options allowing communication with a

summary of pen recorder specifications (multipoint types also included).

 

Thermal Dot Array Recorders

 

In 

 

thermal dot array recorders,

 

 apart from the chart-pulling system, no moving parts are present; the
writing transducer is essentially a rectilinear array of equidistal writing points which covers the total

 

TABLE 36.1

 

Pen Recorders

 

Designation Description Manufacturer Approximate Price (U.S.$)

 

LR8100 Test, meas.; 4,6,8 c. ch.; POC; printer; display; memory; 
analysis; alarm; interface

Yokogawa E. C. 11,500 (8 ch.)

LR102 Test, meas.; 1,2 c. ch. Yokogawa E. C. 1,800 (2 ch.)
LR122 Test, meas.; 1,2 c. ch.; 

 

x–y;

 

 alarm; interface Yokogawa E. C. 2,300 (2 ch.)
MC1000 Test, meas.; 4,6,8,12 c. ch.; POC; printer; waveform 

display; analysis; alarm; interface
Graphtec C. 20,200 (12 ch.)

BD112 Test, meas.; 2 c. ch.; POC Kipp Z. 2,700 (2 ch.)
BD200 Test, meas.; 4,6,8 c. ch.; POC; display; 

 

x–y;

 

 alarm; 
interface

Kipp Z. 12,200 (8 ch.)

L250 Test, meas.; 1,2 c. ch.; POC Linseis 2,000 (2 ch.)
L2066 Test, meas.; 1 to 6 c. ch.; POC; 

 

x–y;

 

 interface Linseis 8,100 (6 ch.)
MCR560 Test, meas.; 2,4,6 c. ch. W+W 3,800 (2 ch.)
DCR540 Test, meas.; 1 to 4 c. ch.; POC; display; 

 

x–y;

 

 interface W+W 6,600 (4 ch.)
PCR500SP Test, meas.; 2,4,6,8 c. ch.; POC; display; 

 

x–y;

 

 analysis; 
alarm; interface; transient option

W+W 15,900 (8 ch.)

Omega640 Test, meas.; 1,2,3 c. ch. Omega 4,300 (3 ch.)
Omega600A Test, meas.; 1 to 6 c. ch.; POC; printer; 

 

x–y;

 

 memory; 
interface

Omega 23,700 (6 ch.)

 

m

 

R1000 Process mon.; 1,2,3,4 c. ch., 6 s. ch.; POC; printer; display; 
analysis; alarm; interface

Yokogawa E. C. 4,000 (4 c. ch.)

 

m

 

R1800 Process mon.; 1,2,3,4 c. ch., 6,12,18,24 s. ch.; POC; 
printer; display; analysis; alarm; interface

Yokogawa E. C. 5,600 (4 c. ch.)

DR240 Process mon.; 30 s. ch.; printer; display; analysis; alarm; 
interface

Yokogawa E. C. 6,500 (30 s. ch.)

RL100 Process mon.; 1,2 c. ch., 6 s. ch.; printer; alarm Honeywell 1,500 (2 c. ch.)
DPR100C/D Process mon.; 1,2,3 c. ch., 6 s. ch.; POC; printer; display; 

alarm; analysis; interface
Honeywell 3,000 (6 s. ch.)

DPR3000 Process mon.; 4 to 32 s. ch.; printer; display; alarm; 
analysis; interface

Honeywell 7,700 (32 s. ch.)

4101 Process mon.; 1 to 4 c. ch., 6 s. ch.; POC; printer; alarm Eurotherm 2,400 (4 c. ch.)
4180 G Process mon.; 8,16,24,32 s. ch.; printer; waveform 

display; alarm; analysis; interface
Eurotherm 9,800 (32 s. ch.)

Sirec L Process mon.; 1,2,3 c. ch. Siemens 1,200 (3 c. ch.)

 

Note: 

 

c. ch. = continuous channel; s. ch. = scanned channel.
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width of the paper. Although some apparatuses apply an electrostatic method [1], the thermal dot array
and thermosensitive paper are generally used. In this array the writing styli consist of miniature electrically
heated resistances; thermal properties of the resistances (in close contact with the chart paper) and the
electric activating pulse form determine the maximal writing frequency. The latter ranges in real-time
recorders from 1 to 6.4 kHz. Heating of the thermosensitive paper results in a black dot with good long-
term stability. The heating pulse is controlled in relation to the chart velocity in order to obtain sufficient
blackness at high velocities. Tracing blackness or line thickness is seldom used for curve identification;
alphanumeric annotation is mostly applied. With the dot array a theoretically unlimited number of
waveforms can be processed; the apparatus is thus programmed to draw its own calibration lines. Different
types of grid patterns can be selected by the user. Moreover, alphanumeric information can be printed
for indicating experimental conditions.

Ordinate axis resolution is determined by the dot array: primarily, 8 dots/mm; exceptionally, 12 dots/mm
(as in standard laser printers). The resolution along the abscissa depends on the thermal array limitations
and programming. Generally, a higher resolution is used (mostly 32 dots/mm, maximally 64 dots/mm)
except for the highest chart velocities (100, 200, 500 mm/s). At these high velocities and consequently
short chart contact times, dots become less sharp and less black. Most of the dot array instruments are
intended for high-signal-frequency applications: per channel sampling frequencies of 100, 200, and even
500 kHz are used in real time. These sampling frequencies largely exceed the writing frequencies; during
the writing cycle, data are stored in memory and for each channel within each writing interval a dotted
vertical line is printed between the minimal and the maximal value. For example, a sine wave with a
frequency largely exceeding the writing frequency is represented as a black band with a width equal to

 

TABLE 36.2

 

Pen Recorder Specifications

 

Type (Test, 
Measurement)

Recording 
Width 
(mm)

 

Chart Velocity Pen 
Velocity, 

max. (m/s)

Pen Step 
Response 
Time(s)

Bandwidth 
(–3 dB) 

(Hz)

Number of 
Continuous 

Channels, max.
max. 

(mm/min)
min. 

(mm/h)

 

LR8100 250 1200 10 1.6 5 8
LR102 200 600 10 0.4 0.5 1.5 2
LR122 200 600 10 0.4 0.5 1.5 2
MC1000 250 1200 7.5 1.6 12
BD112 200 1200 6 0.2 2
BD200 250 1200 5 0.25 8
L250 250 1200 6 1 0.12 3.6 2
L2066 250 3000 1 1 0.3 2 6
MCR560 250 600 10 0.3 1.5 6
DCR540 250 600 10 0.3 1.5 4
PCR500SP 250 1200 10 2 0.15 4.5 8
Omega640 250 600 30 0.5 3
Omega600A 250 600 10 0.1 6

Recording 
Width 
(mm)

 

Chart Velocity Pen Step 
Response 
Time (s)

Printhead 
Scanning 
Cycle (s)

Number of 
Channels 
(max.)

 

a

 

Type (Process 
Monitor)

max. 
(mm/min)

min. 
(mm/h)

 

m

 

R1000 100 200 5 1 10 4c, 6s

 

m

 

R1800 180 200 5 1.5 10 (6s) 4c, 24s
DR240 250 25 1 — 2 30s
RL100 100 8 10 3.2 5 2c, 6s
DPR100C/D 100 100 1 1 0.6 3c, 6s
DPR3000 250 25 1 — 5 32s
4101 100 25 1 2 5 4c, 6s
4180 G 180 25 1 — 3 32s
Sirec L 100 20 1 — 3c

 

a

 

 c = continuous; s = scanned.
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the sine amplitude. In this way the graphs indicate the presence of a phenomenon with a frequency
content exceeding the writing frequency. As data are stored in memory they can be reproduced at a lower
rate thus revealing the actual high-frequency waveform captured. Some apparatuses use a much lower
sampling rate in real time and only perform off-line: in this case the apparatus is indicated as a “memory”
recorder. Digitization accuracy ranges from 8 to 16 bit, whereas the largest number of dots full scale is
4800. In this way the useful signal may be superposed on a large dc-offset: it can be written or reproduced
with excellent graphic quality with the offset digitally removed and the scale adapted.

In a high-performance recorder a waveform display is extremely useful to avoid paper spoiling, in
real-time and in off-line recording as well. The display is also used for apparatus settings. Signals can be
calibrated and real physical values and units can be printed at the calibration lines. Via memory 

 

x–y 

 

plots
can be obtained. Some apparatuses allow application of mathematical functions for waveform processing
and analysis: original and processed waveforms can be drawn together off-line. A few types are equipped
with FFT software. Computer interfacing, a large set of triggering modes (including recording at increased
velocity after a specific trigger), event channels, etc. are standard facilities. Table 36.3 shows a set of
thermal dot array recorders (under “Description” : number of analog channels (a. ch.) and digital channels

  

gives specifications.

 

Concluding Remarks

 

complete functioning apparatus (number of channels indicated) from firms in Belgium representing the
manufacturers and having provided the data sheets from which specifications were derived. With the
expression “a complete functioning” apparatus a standard system is meant, thus including simple input
couplers (in case of a modular design), standard RAM and analysis software, no specific options. Obvi-
ously, the list of manufacturers is incomplete. It should be mentioned that the number of manufacturers
of graphic recorders is decreasing; a significant and increasing amount of applications has been taken
over by “paperless” recorders, i.e., data acquisition systems. Nevertheless, the possibility of generating
graphs in real time remains an important feature, e.g., to provide evidence of the presence of a specific

 

TABLE 36.3

 

Thermal Dot Array Recorders

 

Designation Description Manufacturer Approximate Price (U.S.$)

 

WR 5000 8 a. ch.; memory Graphtec C. 17,100 (8 ch.)
WR 9000 4,8,16 a. ch.; monitor; memory; 

 

x–y;

 

 analysis; FFT Graphtec C. 11,300 (4 ch.)
Mark 12 4 to 52 a. ch., 4 to 52 d. ch.; monitor; memory W. Graphtec 30,300 (16 a. ch.)
MA 6000 2 to 16 a. ch.; monitor; memory; 

 

x–y;

 

 analysis; FFT Graphtec C. 23,500 (8 ch.)
ORP 1200 4,8 a. ch., 16 d. ch.; monitor; memory; 

 

x–y

 

Yokogawa E. C. 11,600 (8 a. ch.)
ORP 1300 16 a. ch., 16 d. ch.; monitor; memory; 

 

x–y

 

Yokogawa E. C. 18,000 (16 a. ch.)
ORM 1200 4,8 a. ch., 16 d. ch.; monitor; memory; 

 

x–y

 

Yokogawa E. C. 14,100 (8 a. ch.)
ORM 1300 16 a. ch., 16 d. ch.; monitor; memory; 

 

x–y

 

Yokogawa E. C. 21,900 (16 a. ch.)
OR 1400 8 a. ch., 16 d. ch.; monitor; memory; 

 

x–y

 

Yokogawa E. C. 16,100 (8 a. ch.)
TA 240 1 to 4 a. ch. Gould I. S. 8,500 (4 ch.)
TA 11 4,8,16 a. ch.; monitor; memory Gould I. S. 18,900 (16 ch.)
TA 6000 8 to 64 a. ch., 8 to 32 d. ch.; monitor; memory Gould I. S. 33,900 (16 a. ch.)
Windograf 2 to 4 a. ch.; monitor Gould I. S. 10,200 (4 ch.)
Dash 10 10,20,30 a. ch.; monitor; memory Astro-Med 22,500 (10 ch.)
MT95K2 8 to 32 a. ch., 32 d. ch.; monitor; memory; 

 

x–y;

 

 analysis Astro-Med 32,600 (8 a. ch.)
8852 4 a. ch., 24 d. ch.; monitor; memory; 

 

x–y;

 

 analysis; FFT Hioki E. E. C. 22,300 (4 a. ch.)
8815 4 a. ch., 32 d. ch.; memory; 

 

x–y

 

Hioki E. E. C. 4,500 (4 a. ch.)
8825 16 a. ch., 32 d. ch.; monitor; memory; 

 

x–y;

 

 analysis Hioki E. E. C. 28,800 (8 a. ch.)

 

Note: 

 

a. ch. = analog channel; d. ch. = digital channel.
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phenomenon. In recent years analog recorders have become less used and manufactured (apart from the
translational pen types, especially in industrial process monitoring). Thermal array recorders have become
more important: the quality and long-term stability of thermal paper have improved and cost levels are
comparable with calibrated paper for ink recording. In new designs, recorders provide more capabilities

 

TABLE 36.4

 

Thermal Dot Array Recorder Specifications

 

Recording 
Width 
(mm)

Thermal 
Array 

Resolution 
(dots/mm)

 

Chart Velocity Maximal 
Writing 

Frequency 
(dots/s)

 

Time Axis Resolution

Type
max. 

(mm/s)
min. 

(mm/h)
max. 

(dots/mm)

min. 
(dots/
mm)

 

WR 5000 384 8 200 1 1600 64 8
WR 9000V 200 8 100 1 32
WR 9000M 200 8 100 1 32
Mark 12 384 8 200 1 1600 64 8
MA 6000 205 8 100 1 40
ORP 1200 201 8 100 10 1600 32 16
ORP 1300 201 8 100 10 1600 32 16
ORM 1200 201 8 100 10 1600 32 16
ORM 1300 201 8 100 10 1600 32 16
OR 1400 201 8 250 10 6400 32 25.6
TA 240 104 8 125 36 1000 32 8
TA 11 264 8 200 36 1600 16 8
TA 6000 370 8 200 36 1600 16 8
Windograf 104 8 100 36 800 32 8
Dash 10 256 12 200 60 1200 12 6
MT95K2 400 12 500 1 2000 48 4
8852 100 8 25 10 200 16 8
8815 104 6 8 10 50 12 6
8825 256 8 20 10 200 10 10

Type

Sampling 
Frequency 
Real-Time, 
max. (kHz)

Bit Accuracy, 
max. (bits)

No., max., 
Channels

 

a

 

Display 
Dimensions 

(mm)

Display 
Resolution 

(pixels)

Sampling 
Frequency 
Memory, 

max. 
(kHz)

Samples 
Stored/

Channel, 
max.

 

WR 5000 64 14 8a — — 64 32 k
WR 9000V 250 12 8a 192 

 

¥

 

 120 640 

 

¥

 

 400 250 512 k
WR 9000M 50 14 8a 192 

 

¥

 

 120 640 

 

¥

 

 400 50 512 k
Mark 12 200 16 52a, 52d 97 

 

¥

 

 77 256 

 

¥

 

 320 200 2 M
MA 6000 500 16 16a 192 

 

¥

 

 120 640 

 

¥

 

 400 500 512 k
ORP 1200 100 14 8a, 16d 127

 

a

 

320 

 

¥

 

 240 100 32 k
ORP 1300 100 14 16a, 16d 127

 

a

 

320 

 

¥

 

 240 100 32 k
ORM 1200 100 14 8a, 16d 127

 

a

 

320 

 

¥

 

 240 100 128 k
ORM 1300 100 14 16a, 16d 127

 

a

 

320 

 

¥

 

 240 100 128 k
OR 1400 100 16 8a, 16d 127

 

a

 

320 

 

¥

 

 240 100 256 k
TA 240 5 12 4a — — — —
TA 11 250 12 16a 198 

 

¥

 

 66 640 

 

¥

 

 200 250 500 k
TA 6000 250 12 64a, 32d 224 

 

¥

 

 96 640 

 

¥

 

 200 250 500 k
Windograf 10 12 4a 178

 

a

 

800 

 

¥

 

 350 — —
Dash 10 250 12 30a 256 

 

¥

 

 64 250 512 k
MT95K2 200 12 32a, 32d 200 500 k
8852 1.6 8 4a, 24d 178

 

a

 

100 

 

¥

 

 10

 

3

 

1 M
8815 12.5 8 4a, 32d — — 500 30 k
8825 8 12 16a, 32d 254

 

a

 

640 

 

¥

 

 480 200 500 k

 

a

 

Diagonal.
a = analog; d = digital.
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and appear more intelligent, obviously leading to increased complications with respect to instrument
settings and thus increased need for training and experience in the use of the instrument.

 

Defining Terms

 

Analog graphic recorder:

 

 A graphic recorder that makes use of an analog transducer system (e.g., a
moving pen).

 

Analog recorder bandwidth:

 

 The largest frequency that can be processed by the analog recorder (–3 dB
limit).

 

Digital graphic recorder:

 

 A graphic recorder that makes use of a digital transducer system (e.g., a fixed
dot array).

 

Graphic recorder:

 

 A measuring apparatus that produces in real time a hard copy of a set of time-
dependent variables.

 

Maximal sampling frequency:

 

 Maximal number of data points sampled by the digital recorder per time
unit (totally or per channel).

 

Maximal writing frequency:

 

 Maximal number of writing (or printing) acts executed by the digital
recorder per time unit.

 

TABLE 36.5

 

Companies that Make Graphic Recorders

 

Astro-Med, Inc. Linseis GMBH
Astro-Med Industrial Park, West Warwick, Postfach 1404, Vielitzer Strasse 43, D-8672
RI 02893, USA Selb, Germany
Tel: (401) 828-4000 Tel: 09287/880-0
Fax: (401) 822 - 2430 Fax: 09287/70488

Eurotherm Recorders Ltd. Omega Engineering, Inc.
Dominion Way, Worthing, West Sussex BN148QL, P.O. Box 4047, Stamford, CT 06907-0047, USA
Great Britain Tel: (203) 359-1660
Tel: 01903-205222 Fax: (203) 359-7700
Fax: 01903-203767

Siemens AG, Bereich Automatisierungstechnik
Gould Instrument Systems, Inc. Geschäftsgebiet Processgeräte, AUT 34, D-76181
8333 Rockside Road, Valley View, OH 44125-6100, USA Karlsruhe, Germany
Tel: (216) 328-7000 Tel: 0721/595-2058
Fax: (216) 328-7400 Fax: 0721/595-6885

Graphtec Corporation Western Graphtec, Inc.
503-10 Shinano-cho, Totsuka-ku, 11 Vanderbilt, Irvine, CA 92718-2067, USA
Yokohama 244, Japan Tel: (800) 854-8385
Tel: (045) 825-6250 Fax: (714) 770-6010
Fax: (045) 825-6396

W+W Instruments AG
Hioki E. E. Corporation Frankfurt-Strasse 78, CH-4142
81 Koizumi, Ueda, Nagano, 386-11, Japan Münchenstein, Switzerland
Tel: 0268-28-0562 Tel: +41 (0) 614116477
Fax: 0268-28-0568 Fax: +41 (0) 6141166685

Honeywell Industrial Automation and Control Yokogawa Electric Corporation
16404 North Black Canyon Hwy., Shinjuku-Nomura Bldg. 1-26-2 Nishi-Shinjuku,
Phoenix, AZ 85023, USA Shinjuku-ku, Tokyo 163-05, Japan
Tel: (800) 343-0228 Tel: 81-3-3349-1015

Fax: 81-3-3349-1017
Kipp & Zonen, Delft BV
Mercuriusweg 1, P.O. Box 507, NL-2600 AM Delft,
The Netherlands
Tel: 015-561000
Fax: 015-620351
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Thermal dot array recorder:

 

 A digital recorder applying a fixed thermal dot array perpendicular to the
time axis.

 

Translational pen recorder:

 

 An analog recorder with one or several pens being translated perpendicularly
to the time axis.
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36.2 Data Acquisition Systems

 

Edward McConnell

 

The fundamental task of a 

 

data acquisition system 

 

is the measurement or generation of real-world
physical signals. Before a physical signal can be measured by a computer-based system, a sensor or
transducer is used to convert the physical signal into an electrical signal, such as voltage or current. Often
only a plug-in data acquisition (DAQ) board is considered the data acquisition system; however, a board
is only one of the components in the system. A complete DAQ system consists of sensors, signal condi-
tioning, interface hardware, and software. Unlike stand-alone instruments, signals often cannot be directly
connected to the DAQ board. The signals may need to be conditioned by some signal-conditioning
accessory before they are converted to digital information by the plug-in DAQ board. Software controls
the data acquisition system — acquiring the raw data, analyzing the data, and presenting the results. The
components are shown in Figure 36.1.

 

Signals

 

Signals are physical events whose magnitude or time variation contains information. DAQ systems
measure various aspects of a signal in order to monitor and control the physical events. Users of DAQ

 

FIGURE 36.1  Components of a DAQ system.

1733 FrameBook  Page 10  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Reading/Recording Devices 36-11

systems need to know the relation of the signal to the physical event and what information is available
in the signal. Generally, information is conveyed by a signal through one or more of the following signal
parameters: state, rate, level, shape, or frequency content. The physical characteristics of the measured
signals and the related information help determine the design of a DAQ system.

All signals are, fundamentally, analog, time-varying signals. For the purpose of discussing the methods
of signal measurement using a plug-in DAQ board, a given signal should be classified as one of five signal
types. Because the method of signal measurement is determined by the way the signal conveys the needed
information, a classification based on this criterion is useful in understanding the fundamental building
blocks of a DAQ system.

As shown in Figure 36.2, any signal can generally be classified as analog or digital. A digital, or binary,
signal has only two possible discrete levels of interest — a high (on) level and a low (off) level. The two
digital signal types are on–off signals and pulse train signals. An analog signal, on the other hand, contains
information in the continuous variation of the signal with time. Analog signals are described in the time
or frequency domains depending upon the information of interest. A dc type signal is a low-frequency
signal, and if the phase information of a signal is presented with the frequency information, then there
is no difference between the time or frequency domain representations. The category to which a signal
belongs depends on the characteristic of the signal to be measured. The five types of signals can be closely
paralleled with the five basic types of signal information — state, rate, level, shape, and frequency content.
Basic understanding of the signal representing the physical event being measured and controlled assists
in the selection of the appropriate DAQ system.

Plug-In DAQ Boards

The fundamental component of a DAQ system is the plug-in DAQ board. These boards plug directly into
a slot in a PC and are available with analog, digital, and timing inputs and outputs (I/O). The most versatile
of the plug-in DAQ boards is the multifunction I/O board. As the name implies, this board typically
contains various combinations of analog-to-digital converters (ADCs), digital-to-analog converters

FIGURE 36.2  Classes of signals.
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(DACs), digital I/O lines, and counters/timers. ADCs and DACs measure and generate analog voltage
signals, respectively. The digital I/O lines sense and control digital signals. Counters/timers measure pulse
rates, widths, delays, and generate timing signals. These many features make the multifunction DAQ
board useful for a wide range of applications.

Multifunction boards are commonly used to measure analog signals. This is done by the ADC, which
converts the analog voltage level into a digital number that the computer can interpret. The analog
multiplexer (MUX), the instrumentation amplifier, the sample-and-hold (S/H) circuitry, and the ADC
compose the analog input section of a multifunction board (see Figure 36.3).

Typically, multifunction DAQ boards have one ADC. Multiplexing is a common technique for mea-
suring multiple channels (generally 16 single-ended or 8 differential) with a single ADC. The analog
MUX switches between channels and passes the signal to the instrumentation amplifier and the S/H
circuitry. The MUX architecture is the most common approach taken with plug-in DAQ boards. While
plug-in boards typically include up to only 16 single-ended or 8 differential inputs, the number of analog
input channels can be further expanded with external MUX accessories.

Instrumentation amplifiers typically provide a differential input and selectable gain by jumpers or
software. The differential input rejects small common-mode voltages. The gain is often software pro-
grammable. In addition, many DAQ boards also include the capability to change the amplifier gain while
scanning channels at high rates. Therefore, one can easily monitor signals with different ranges of
amplitudes. The output of the amplifier is sampled, or held at a constant voltage, by the S/H device at
measurement time so that voltage does not change during digitization.

The ADC transforms the analog signal into a digital value which is ultimately sent to computer memory.
There are several important parameters of A/D conversion. The fundamental parameter of an ADC is
the number of bits. The number of bits of an A/D determines the range of values for the binary output
of the ADC conversion. For example, many ADCs are 12-bit, so a voltage within the input range of the
ADC will produce a binary value that has one of 212 = 4096 different values. The more bits that an ADC
has, the higher the resolution of the measurement. The resolution determines the smallest amount of
change that can be detected by the ADC. Resolution is expressed as the number of digits of a voltmeter

of digits, and dynamic range in decibels.
The resolution of the A/D conversion is also determined by the input range of the ADC and the gain.

DAQ boards usually include an instrumentation amplifier that amplifies the analog signal by a gain factor
prior to the conversion. This gain amplifies low-level signals so that more accurate measurements can
be made.

Together, the input range of the ADC, the gain, and the number of bits of the board determine the
minimum resolution of the measurement. For example, suppose a low-level ±30 mV signal is acquired using
a 12-bit ADC that has a ±5 V input range. If the system includes an amplifier with a gain of 100, the resulting
resolution of the measurement will be range/(gain * 2bits) = resolution, or 10 V/(100 * 212) = 0.0244 mV.

FIGURE 36.3  Analog input section of a plug-in DAQ board. Note: FIFO = first-in first-out buffer, S/H = sample-
and-hold, Inst. Amp = instrumentation amplifier, and Mux = analog multiplexer.
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Finally, an important parameter of digitization is the rate at which A/D conversions are made, referred
to as the sampling rate. The A/D system must be able to sample the input signal fast enough to measure
the important waveform attributes accurately. In order to meet this criterion, the ADC must be able to
convert the analog signal to digital form quickly enough.

When scanning multiple channels with a multiplexing DAQ system, other factors can affect the
throughput of the system. Specifically, the instrumentation amplifier must be able to settle to the needed
accuracy before the A/D conversion occurs. With multiplexed signals, multiple signals are being switched
into one instrumentation amplifier. Most amplifiers, especially when amplifying the signals with larger
gains, will not be able to settle to the full accuracy of the ADC when scanning channels at high rates. To
avoid this situation, consult the specified settling times of the DAQ board for the gains and sampling
rates required by the application.

Types of ADCs

Different DAQ boards use different types of ADCs to digitize the signal. The most popular type of ADC
on plug-in DAQ boards is the successive approximation ADC, because it offers high speed and high
resolution at a modest cost.

Subranging (also called half-flash) ADCs offer very high speed conversion with sampling speeds up
to several million samples per second.

The state-of-the-art technology in ADCs is sigma–delta modulating ADCs. These ADCs sample at
high rates, are able to achieve high resolution, and offer the best linearity of all ADCs.

Integrating and flash ADCs are mature technologies still used on DAQ boards today. Integrating ADCs
are able to digitize with high resolution but must sacrifice sampling speed to obtain it. Flash ADCs are
able to achieve the highest sampling rate (gigahertz) but are available only with low resolution. The
different types of ADCs are summarized in Table 36.7.

TABLE 36.6 Relation Among 
Bits, Number of Digits, and 
Dynamic Range (dB)

Bits Digits dB

20 6.0 120
16 4.5 96
12 3.5 72

8 2.5 48

TABLE 36.7 Types of ADCs

Type of ADC Advantages Features

Successive approximation High resolution 1.25 MS/s sampling rate
High speed 12-bit resolution
Easily multiplexed 200 kS/s sampling rate

16-bit resolution
Subranging Higher speed 1 MHz sampling rate

12-bit resolution
Sigma–delta High resolution 48 kHz sampling rate

Excellent linearity 16-bit resolution
Built-in antialiasing
State-of-the-art technology

Integrated High resolution 15 kHz sampling rate
Good noise rejection
Mature technology

Flash Highest speed 125 MHz sampling rate
Mature technology
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Analog Input Architecture

With a typical DAQ board, the multiplexer switches among analog input channels. The analog signal on
the channel selected by the multiplexer then passes to the programmable gain instrumentation amplifier
(PGIA), which amplifies the signal. After the signal is amplified, the sample and hold (S/H) keeps the
analog signal constant so that the ADC can determine the digital representation of the analog signal. A
good DAQ board will then place the digital signal in a first-in first-out (FIFO) buffer, so that no data
will be lost if the sample cannot transfer immediately over the PC I/O channel to computer memory.
Having a FIFO becomes especially important when the board is run under operating systems that have
large interrupt latencies, such as Microsoft Windows.

Basic Analog Specifications

Almost every DAQ board data sheet specifies the number of channels, the maximum sampling rate, the
resolution, and the input range and gain.

The number of channels, which is determined by the multiplexer, is usually specified in two forms —
differential and single ended. Differential inputs are inputs that have different reference points for each
channel, none of which is grounded by the board. Differential inputs are the best way to connect signals
to the DAQ board because they provide the best noise immunity.

Single-ended inputs are inputs that are referenced to a common ground point. Because single-ended
inputs are referenced to a common ground, they are not as good as differential inputs for rejecting noise.
They do have a larger number of channels, however. Single-ended inputs are used when the input signals
are high level (greater than 1 V), the leads from the signal source to the analog input hardware are short
(less than 5 m), and all input signals share a common reference.

Some boards have pseudodifferential inputs which have all inputs referenced to the same common —
like single-ended inputs — but the common is not referenced to ground. These boards have the benefit
of a large number of input channels, like single-ended inputs, and the ability to remove some common-
mode noise, especially if the common-mode noise is consistent across all channels. Differential inputs
are still preferable to pseudodifferential, however, because differential is more immune to magnetic noise.

Sampling rate determines how fast the analog signal is converted to a digital signal. When measuring
ac signals, sample at least two times faster than the highest frequency of the input signal. Even when
measuring dc signals, oversample and average the data to increase the accuracy of the signal by reducing
the effects of noise.

If the physical event consists of multiple dc-class signals, a DAQ board with interval scanning should
be used. With interval scanning, all channels are scanned at one sample interval (usually the fastest rate
of the board), with a second interval (usually slow) determining the time before repeating the scan.
Interval scanning gives the effects of simultaneously sampling for slowly varying signals without requiring
the additional cost of input circuitry for true simultaneous sampling.

Resolution is the number of bits that are used to represent the analog signal. The higher the resolution,
the higher the number of divisions the input range is broken into, and therefore the smaller the possible
detectable voltage. Unfortunately, some DAQ specifications are misleading when they specify the reso-
lution associated with the DAQ board. Many DAQ board specifications state the resolution of the ADC
without stating the linearities and noise, and therefore do not give the information needed to determine
the resolution of the entire board. Resolution of the ADC, combined with the settling time, integral
nonlinearity (INL), differential nonlinearity (DNL), and noise will give an understanding of the accu-
racy of the board.

Input range and gain determine the level of signal that should be connected to the board. Usually, the
range and gain are specified separately, so the two must be combined to determine the actual signal input
range as

sig nal inpu t range = r ange/gain
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For example, a board using an input range of ±10 V with a gain of 2 will have a signal input range of
±5 V. The closer the signal input range is to the range of the signal, the more accurate the readings from
the DAQ board will be. If the signals have different input ranges, use a DAQ board with the feature of
different gains per channel.

Data Acquisition Software

The software is often the most critical component of the DAQ system. Users of DAQ systems usually
program the hardware in one of two ways — through register programming or through high-level device
drivers.

Board Register-Level Programming

The first option is not to use vendor-supplied software and program the DAQ board at the hardware
level. DAQ boards are typically register based; that is, they include a number of digital registers that
control the operation of the board. The developer may use any standard programming language, such
as C, C++, or Visual BASIC, to write a series of binary codes to the DAQ board to control its operation.
Although this method affords the highest level of flexibility, it is also the most difficult and time-consuming,
especially for the inexperienced programmer. The programmer must know the details of programming
all hardware, including the board, the PC interrupt controller, the DMA controller, and PC memory.

Driver Software

Driver software typically consists of a library of function calls usable from a standard programming
language. These function calls provide a high-level interface to control the standard functions of the
plug-in board. For example, a function called SCAN_OP may configure, initiate, and complete a multiple-
channel scanning DAQ operation of a predetermined number of points. The function call would include
parameters to indicate the channels to be scanned, the amplifier gains to be used, the sampling rate, and
the total number of data points to be collected. The driver responds to this one function call by pro-
gramming the plug-in board, the DMA controller, the interrupt controller, and CPU to scan the channels
as requested.

What Is Digital Sampling?

Every DAQ system has the task of gathering information about analog signals. To do this, the system
captures a series of instantaneous “snapshots” or samples of the signal at definite time intervals. Each
sample contains information about the signal at a specific instant. Knowing the exact time of each
conversion and the value of the sample, one can reconstruct, analyze, and display the digitized waveform.

Real-Time Sampling Techniques

According to the Nyquist sampling theorem, the ADC must sample at least twice the rate of the maximum
frequency component in that signal to prevent aliasing. Aliasing is a false lower-frequency component
that appears in sampled data acquired at too low a sampling rate. The frequency at one half the sampling
frequency is referred to as the Nyquist frequency. Theoretically, it is possible to recover information about
those signals with frequencies at or below the Nyquist frequency. Frequencies above the Nyquist frequency
will alias to appear between dc and the Nyquist frequency.

For example, assume the sampling frequency, ƒs, is 100 Hz. Also assume the input signal to be sampled

of the input signal.
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In real-time sampling, the DAQ board digitizes consecutive samples along the signal (Figure 36.4).

contains the following frequencies — 25, 70, 160, and 510 Hz. Figure 36.5 shows a spectral representation
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The mathematics of sampling theory show us that a sampled signal is shifted in the frequency domain
by an amount equal to integer multiples of the sampling frequency, ƒs. Figure 36.6 shows the spectral
content of the input signal after sampling. Frequencies below 50 Hz, the Nyquist frequency (ƒs/2), appear
correctly. However, frequencies above the Nyquist appear as aliases below the Nyquist frequency. For
example, F1 appears correctly; however, F2, F3, and F4 have aliases at 30, 40, and 10 Hz, respectively.

The resulting frequency of aliased signals can be calculated with the following formula:

FIGURE 36.4  Consecutive discrete samples recreate the input signal.

FIGURE 36.5  Spectral of signal with multiple frequencies.

FIGURE 36.6  Spectral of signal with multiple frequencies after sampling at fs = 100 Hz.

Apparent Alias  Freq. ABS Closest Integer Multiple of Sampling Freq. Input Freq.( ) = -( )
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Preventing Aliasing

Aliasing can be prevented by using filters on the front end of the DAQ system. These antialiasing filters
are set to cut off any frequencies above the Nyquist frequency (half the sampling rate). The perfect filter
would reject all frequencies above the Nyquist; however, because perfect filters exist only in textbooks,
one must compromise between sampling rate and selecting filters. In many applications, one- or two-
pole passive filters are satisfactory. The rule of thumb is to oversample (5 to 10 times) and use these
antialiasing filters when frequency information is crucial.

Alternatively, active antialiasing filters with programmable cutoff frequencies and very sharp attenu-
ation of frequencies above the cutoff can be used. Because these filters exhibit a very steep roll-off, the
DAQ system can sample at two to three times the filter cutoff frequency. Figure 36.7 shows a transfer
function of a high-quality antialiasing filter.

The computer uses digital values to recreate or to analyze the waveform. Because the signal could be
anything between each sample, the DAQ board may be unaware of any changes in the signal between
samples. There are several sampling methods optimized for the different classes of data; they include
software polling, external sampling, continuous scanning, multirate scanning, simultaneous sampling,
interval scanning, and seamless changing of the sample rate.

Software Polling

A software loop polls a timing signal and starts the A/D conversion via a software command when the
edge of the timing signal is detected. The timing signal may originate from the internal clock of the
computer or from a clock on the DAQ board. Software polling is useful in simple, low-speed applications,
such as temperature measurements.

The software loop must be fast enough to detect the timing signal and trigger a conversion. Otherwise,
a window of uncertainty, also known as jitter, will exist between two successive samples. Within the
window of uncertainty, the input waveform could change enough to reduce the accuracy of the ADC
drastically.

FIGURE 36.7  Magnitude portion of transfer function of an antialiasing filter.
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For the example of Figures 36.5 and 36.6:
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Suppose a 100-Hz, 10-V full-scale sine wave is digitized (Figure 36.8). If the polling loop takes 5 ms
to detect the timing signal and to trigger a conversion, then the voltage of the input sine wave will change
as much as 31 mV, [DV = 10 sin (2p ¥ 100 ¥ 5 ¥ 10–6)]. For a 12-bit ADC operating over an input range
of 10 V and a gain of 1, one least significant bit (LSB) of error represents 2.44 mV:

But because the voltage error due to jitter is 31 mV, the accuracy error is 13 LSB.

This represents uncertainty in the last 4 bits of a 12-bit ADC. Thus, the effective accuracy of the system
is no longer 12 bits but rather 8 bits.

External Sampling

Some DAQ applications must perform a conversion based on another physical event that triggers the
data conversion. The event could be a pulse from an optical encoder measuring the rotation of a cylinder.
A sample would be taken every time the encoder generates a pulse corresponding to n degrees of rotation.
External triggering is advantageous when trying to measure signals whose occurrence is relative to another
physical phenomenon.

Continuous Scanning

When a DAQ board acquires data, several components on the board convert the analog signal to a digital
value. These components include the analog MUX, the instrumentation amplifier, the S/H circuitry, and
the ADC. When acquiring data from several input channels, the analog MUX connects each signal to
the ADC at a constant rate. This method, known as continuous scanning, is significantly less expensive
than having a separate amplifier and ADC for each input channel.

Continuous scanning is advantageous because it eliminates jitter and is easy to implement. However,
it is not possible to sample multiple channels simultaneously. Because the MUX switches between
channels, a time skew occurs between any two successive channel samples. Continuous scanning is
appropriate for applications where the time relationship between each sampled point is unimportant or
where the skew is relatively negligible compared with the speed of the channel scan.

If samples from two signals are used to generate a third value, then continuous scanning can lead to

added together to produce a third value. Because the two sine waves are 90° out-of-phase, the sum of
the signals should always be zero. But because of the skew time between the samples, an erroneous
sawtooth signal results.

FIGURE 36.8  Jitter reduces the effective accuracy of the DAQ board.
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significant errors if the time skew is large. In Figure 36.9, two channels are continuously sampled and
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Multirate Scanning

Multirate scanning, a method that scans multiple channels at different scan rates, is a special case of
continuous scanning. Applications that digitize multiple signals with a variety of frequencies use multirate
scanning to minimize the amount of buffer space needed to store the sampled signals. Channel-inde-
pendent ADCs are used to implement hardware multirate scanning; however, this method is extremely
expensive. Instead of multiple ADCs, only one ADC is used. A channel/gain configuration register stores
the scan rate per channel and software divides down the scan clock based on the per-channel scan rate.
Software-controlled multirate scanning works by sampling each input channel at a rate that is a fraction
of the specified scan rate.

Suppose the system scans channels 0 through 3 at 10 kS/s, channel 4 at 5 kS/s, and channels 5 through
7 at 1 kS/s. A base scan rate of 10 kS/s should be used. Channels 0 through 3 are acquired at the base
scan rate. Software and hardware divide the base scan rate by 2 to sample channel 4 at 5 kS/s, and by 10
to sample channels 5 through 7 at 1 kS/s.

Simultaneous Sampling

For applications where the time relationship between the input signals is important, such as phase analysis
of ac signals, simultaneous sampling must be used. DAQ boards capable of simultaneous sampling
typically use independent instrumentation amplifiers and S/H circuitry for each input channel, along

To demonstrate the need for a simultaneous-sampling DAQ board, consider a system consisting of
four 50 kHz input signals sampled at 200 kS/s. If the DAQ board uses continuous scanning, the skew
between each channel is 5 ms (1S/200 kS/s) which represents a 270° [(15 ms/20 ms) ¥ 360°] shift in phase
between the first channel and fourth channel. Alternatively, with a simultaneous-sampling board with a
maximum 5 ns interchannel time offset, the phase shift is only 0.09° [(5 ms/20 ms) ¥ 360°]. This

Interval Scanning

For low-frequency signals, interval scanning creates the effect of simultaneous sampling, yet maintains
the cost benefits of a continuous-scanning system. This method scans the input channels at one rate and
uses a second rate to control when the next scan begins. If the input channels are scanned at the fastest

FIGURE 36.9  If the channel skew is large compared with the signal, then erroneous conclusions may result.
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with an analog MUX, which routes the input signals to the ADC for conversion (as shown in Figure 36.10).

phenomenon is illustrated in Figure 36.11.
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rate of the ADC, the effect of simultaneously sampling the channels is created. Interval scanning is
appropriate for slow-moving signals, such as temperature and pressure. Interval scanning results in a
jitter-free sample rate and minimal skew time between channel samples. For example, consider a DAQ
system with ten temperature signals. By using interval scanning, a DAQ board can be set up to scan all
channels with an interchannel delay of 5 ms, then repeat the scan every second. This method creates the
effect of simultaneously sampling ten channels at 1 S/s, as shown in Figure 36.12.

To illustrate the difference between continuous and interval scanning, consider an application that
monitors the torque and RPMs of an automobile engine and computes the engine horsepower. Two
signals, proportional to torque and RPM, are easily sampled by a DAQ board at a rate of 1000 S/s. The
values are multiplied together to determine the horsepower as a function of time.

FIGURE 36.10  Block diagram of DAQ components used to sample multiple channels simultaneously.

FIGURE 36.11  Comparison of continuous scanning and simultaneous sampling.

FIGURE 36.12  Interval scanning — all ten channels are scanned within 45 ms; this is insignificant relative to the
overall acquisition rate of 1 S/s.
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A continuously scanning DAQ board must sample at an aggregate rate of 2000 S/s. The time between
which the torque signal is sampled and the RPM signal is sampled will always be 0.5 ms (1/2000). If
either signal changes within 0.5 ms, then the calculated horsepower is incorrect. But using interval
scanning at a rate of 1000 S/s, the DAQ board samples the torque signal every 1 ms, and the RPM signal
is sampled as quickly as possible after the torque is sampled. If a 5-ms interchannel delay exists between
the torque and RPM samples, then the time skew is reduced by 99% [(0.5 ms – 5 ms)/0.5 ms], and the
chance of an incorrect calculation is reduced.

Factors Influencing the Accuracy of Measurements

How does one determine if a plug-in DAQ will deliver the required measurement results? With a
sophisticated measuring device like a plug-in DAQ board, significantly different accuracies can be
obtained depending on the type of board used. For example, one can purchase DAQ products on the
market today with 16-bit ADCs and get less than 12 bits of useful data, or one can purchase a product
with a 16-bit ADC and actually get 16 bits of useful data. This difference in accuracies causes confusion
in the PC industry where everyone is used to switching out PCs, video cards, printers, and so on, and
experiencing similar results between equipment.

The most important thing to do is to scrutinize more specifications than the resolution of the ADC
that is used on the DAQ board. For dc-class measurements, one should at least consider the settling time
of the instrumentation amplifier, DNL, relative accuracy, INL, and noise. If the manufacturer of the
board under consideration does not supply these specifications in the data sheets, ask the vendor to
provide them or run tests to determine these specifications.

Defining Terms

Alias: A false lower frequency component that appears in sampled data acquired at too low a sampling
rate.

Asynchronous: (1) Hardware — A property of an event that occurs at an arbitrary time, without
synchronization to a reference clock. (2) Software — A property of a function that begins an
operation and returns prior to the completion or termination of the operation.

Conversion time: The time required, in an analog input or output system, from the moment a channel
is interrogated (such as with a read instruction) to the moment that accurate data are available.

DAQ (data acquisition): (1) Collecting and measuring electric signals from sensors, transducers, and
test probes or fixtures and inputting them to a computer for processing: (2) Collecting and
measuring the same kinds of electric signals with ADC and/or DIO boards plugged into a PC, and
possibly generating control signals with DAC and/or DIO boards in the same PC.

DNL (differential nonlinearity): A measure in LSB of the worst-case deviation of code widths from their
ideal value of 1 LSB.

INL (integral nonlinearity): A measure in LSB of the worst-case deviation from the ideal A/D or D/A
transfer characteristic of the analog I/O circuitry.

Nyquist sampling theorem: A law of sampling theory stating that if a continuous bandwidth-limited
signal contains no frequency components higher than half the frequency at which it is sampled,
then the original signal can be recovered without distortion.

Relative accuracy: A measure in LSB of the accuracy of an ADC. It includes all nonlinearity and
quantization errors. It does not include offset and gain errors of the circuitry feeding the ADC.

Further Information

House, R., “Understanding Important DA Specifications,” Sensors, 10(10), June 1993.
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36.3 Magnetic and Optical Recorders

Yufeng Li

The heart of recording technology is for the process of information storage and retrieval. In addition to
its obvious importance in different branches of science and engineering, it has become indispensable to
our daily life. When we make a bank transaction, reserve an airplane ticket, use a credit card, watch a
movie from a video tape, or listen to music from a CD, we are using the technology of recording. The
general requirements for recording are information integrity, fast access, and low cost. Among the
different techniques, the most popularly used ones are magnetic and optical recording.

Typical recording equipment consists of a read/write head, a medium, a coding/decoding system, a
data access system, and some auxiliary mechanical and electronic components. The head and medium
are for data storage and retrieval purposes, and the coding/decoding system is for data error correction.
The data access system changes the relative position between the head and the medium, usually with a
servo mechanism for data track following and a spinning mechanism for on-track moving. While the
data access system and the auxiliary components are important to recording equipment, they are not
considered essential in this chapter to the understanding of recording technology, and will not be covered.
Interested readers are referred to Reference 1.

Magnetic Recording

At present, magnetic recording technology dominates the recording industry. It is used in the forms of
hard disk, floppy disk, removable disk, and tape with either digital or analog mode. In its simplest form,

a piece of magnetic material in a ring shape (core), with a small gap facing the medium and a coil away
from the medium. The head records (writes) and reproduces (reads) information, while the medium
stores the information. The recording process is based on the phenomenon that an electric current i
generates a magnetic flux f as described by Ampere’s law. The flux f leaks out of the head core at the
gap, and magnetizes the magnetic medium which moves from left to right with a velocity V under the
head gap. Depending on the direction of the electric current i, the medium is magnetized with magne-
tization M pointing either left or right. This pattern of magnetization is retained in the memory of the
medium even after the head moves away.

Two types of head may be used for reproducing. One, termed the inductive head, senses magnetic flux
change rate, and the other, named the magnetoresistive (MR) head, senses the magnetic flux. When an
inductive head is used, the reproducing process is just the reverse of the recording process. The flux
coming out of the magnetized medium surface is picked up by the head core. Because the medium
magnetization under the head gap changes its magnitude and direction as the medium moves, an electric
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voltage is generated in the coil. This process is governed by Faraday’s law. Figure 36.13b schematically
shows the digital recording/reproducing process. First, all user data are encoded into a binary format —
a serial of 1s and 0s. Then a write current i is sent to the coil. This current changes its direction whenever
a 1 is being written. Correspondingly, a change of magnetization, termed a transition, is recorded in the
medium for each 1 in the encoded data. During the reproducing process, the electric voltage induced in
the head coil reaches a peak whenever there is a transition in the medium. A pulse detector generates a
pulse for each transition. These pulses are decoded to yield the user data.

The minimum distance between two transitions in the medium is the flux change length B, and the
distance between two adjacent signal tracks is the track pitch W, which is wider than the signal track
width w. The flux change length can be directly converted into bit length with the proper code informa-
tion. The reciprocal of the bit length is called linear density, and the reciprocal of the track pitch is termed
track density. The information storage areal density in the medium is the product of the linear density
and the track density. This areal density roughly determines how much information a user can store in
a unit surface area of storage medium, and is a figure of merit for a recording technique. Much effort
has been expended to increase the areal density. For example, it has been increased 50 times during the

FIGURE 36.13  Conceptual diagrams illustrating the magnetic recording principle (a), and recording/reproducing
process (b).
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last decade in hard disk drives, and is expected to continue increasing 60% per year in the foreseeable
future. At present, state-of-the-art hard disk products feature areal densities of more than 7 Mbits/mm2

(B < 0.1 mm and W < 1.5 mm). This gives a total storage capacity of up to 6 Gbytes for a disk of 95 mm
diameter.

Magnetism and Hysteresis Loop

Magnetism is the result of uncompensated electron spin motions in an atom. Only transition elements
exhibit this property, and nearly all practical interest in magnetism centers on the first transition group
of elements (Mn, Cr, Fe, Ni, and Co) and their alloys. The strength of magnetism is represented by
magnetization M, and is related to magnetic field H and magnetic flux density B by

(36.1)

where m0 is the permeability of vacuum. Since M is a property of a magnetic material, it does not exist
outside the magnetic material. H represents the strength acting on a magnetic material from a magnetic
field which is generated either by a magnetic material or by an electric current. B is the flux density which
determines the induced electric voltage in a coil. The ratio of B with and without a magnetic material is
the relative permeability m of that magnetic material.

When a magnetic field H is applied to a piece of demagnetized magnetic material, the magnetization
M starts increasing with H from zero. The rate of increase gradually slows down and M asymptotically
approaches a value Ms at high H. If H is reduced to zero, then M is reduced to a lower value Mr. Continuous
reduction of H to a very high negative value will magnetize the material to –Ms. In order to bring the
material to demagnetized state, a positive field Hc is required. Further increase in the H field will bring
the trace of M to a closed loop. This loop is the major hysteresis loop, as shown in Figure 36.14. The
hysteresis loop shows that a magnetic material has memory. It is this memory that is used in the medium
for storing information. Hc is the coercivity, indicating the strength of magnetic field required to erase
the memory of a magnetic material. Magnetic materials with high Hc are “hard” magnets, and are suitable
for medium applications if they have high Mr. On the other hand, magnetic materials with low Hc are
“soft” magnets, and are candidates for head core materials if they have high Ms and high m. Mr and Ms

are the remanent and saturation magnetization, respectively, and their ratio is the remanent squareness.
The flux density corresponding to Ms is Bs.

Magnetic Media

Magnetic media are used to store information in a magnetic recording system. In order to increase the
areal density, we need to reduce flux change length B and track width w. Since B is limited by the term
Mrd/Hc, where d is the magnetic layer thickness, we can reduce B by either decreasing Mrd or increasing
Hc. However, the amplitude of the magnetic signal available for reproducing head is proportional to the
term Mrdw. If we reduce track width w to increase areal density, we must increase Mrd to avoid signal

FIGURE 36.14  Hysteresis loop of a magnetic material shows the nonlinear relationship between M and H which
results in magnetic memory.

B H M= +( )m0
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deterioration. In addition, if the magnetic layer is so thin that it causes thickness nonuniformity, more
noise will appear in the reproducing process. Therefore, the major requirements for magnetic layer are
high Hc, high Mr, and ease of making a uniform thin layer. Additional requirements include good
magnetic and mechanical stability.

There are two groups of magnetic media. The first group is called particulate media because the
magnetic materials are in the form of particles. This group includes iron oxide (g-Fe2O3), cobalt-modified
iron oxide (g-Fe2O3+Co), chromium dioxide (CrO2), metal particles, and barium ferrite (BaFe12O19).
Some of these have been used in the magnetic recording for several decades. More recently, another
group of media has been developed largely due to the ever-increasing demand for higher storage capacity
in the computer industry. This group of media is the thin-film media, where the magnetic layer can be
made as a continuous thin film. Most materials in this group are cobalt-based metal alloys. Compared
with particulate media, the thin-film media usually have a higher coercivity Hc, a higher remanence Mr,
and can be deposited in a very thin continuous film. Table 36.8 lists Hc and Mr for some of the most
popularly used particulate and thin-film media. Note that magnetic properties are affected by the fabri-
cation process and film structure. Therefore, their values can be out of the ranges of Table 36.8 if different
processes are used.

Magnetic media can be classified into three general forms of applications. Tape is the oldest form and
remains an important medium today. It is central to most audio, video, and instrumentation recording,
although it is also used in the computer industry for archival storage. Tape is economical and can hold
a large capacity, but suffers slow access time. Hard disk is primarily used as the storage inside a computer,
providing fast data access for the user, but having poor transportability. Flexible disk is designed for easy
data transportation, but is limited in capacity. Besides these three general forms of applications, a hybrid
of flexible and hard disk is being gradually accepted. It is a removable rigid disk capable of holding up
to several gigabytes of digital data. In addition, magnetic stripes are getting wide use in different forms
of cards.

The magnetic layer alone cannot be used as a medium. It needs additional components to improve
its chemical and mechanical durability. Typical cross sections of a particulate magnetic tape and a thin-

of 0.5 mm long and 0.1 mm wide are dispersed in a polymeric binder, together with solvents, lubricants,
and other fillers to improve magnetic and mechanical stability. This dispersed material is then coated on
an abiaxially oriented polyethylene terephthalate substrate. An optional back coat may also be applied
to the other side of the substrate. The cross section of a hard disk is more complex. A high-purity
aluminum–magnesium (5 wt%) substrate is diamond turned to a fine surface finish, and then electrolessly
plated with a nonmagnetic nickel–phosphorus (10 wt%) undercoat. This layer is used to increase the

TABLE 36.8 Remanence (Mr) and Coercivity (Hc) Values of Some Commonly Used 
Magnetic Media (some values are from Reference 5)

Group Material Mr (kA/m) Hc (kA/m) Application

Particulate g-Fe2O3 56–140 23–32 Floppy disk, audio, video, 
and instrumentation tapes

g-Fe2O3+Co 60–140 44–74 Floppy disk, audio, video, 
and instrumentation tapes

CrO2 110–140 38–58 Floppy disk, audio, video, 
and instrumentation tapes

BaFe12O19 56 58 Floppy disk
Thin film Co–Ni 600–1100 30–85 Hard disk

Co–Fe 1100–1500 60–150 Hard disk
Co–P 600–1000 36–120 Hard disk
Co–Ni–Pt 600–1100 60–175 Hard disk
Co–Cr–Ta 350–900 55–190 Hard disk
Co–Cr–Pt 300–750 56–200 Hard disk
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hardness, reduce the defects, and improve the finish of the Al–Mg alloy, and is polished to a super surface
finish. Next, an underlayer of chromium is sputtered to control the properties of the magnetic film,
followed by sputtering the magnetic film. Finally, a layer of hydrogenated or nitrogenated carbon is
overcoated on the magnetic film, and an ultrathin layer of perfluorinated hydrocarbon liquid lubricant
is applied on top. The carbon and lubricant layers are used to improve the corrosion and mechanical
resistance of the disk. For a 95 mm disk the finished product should have a surface flatness better than
10 mm and a tightly control surface roughness. In some applications, an arithmetic average roughness
(Ra) of less than 0.5 nm is required.

Magnetic Heads

Magnetic heads have three functions: recording, reproducing, and erasing. Usually for stationary head
applications such as tape drives, multiple heads are used to perform these functions. For moving head
applications such as disk drives, a single head is employed because of the requirements of simple
connections and small head mass for fast data access. Most of these heads are the inductive type, where
the fundamental design is an inductive coil and a magnetic core. The general requirements for the core
materials are high relative permeability m, high saturation flux density Bs, low coercivity Hc, high electric
resistivity r, and low magnetostriction coefficient l. Some of the properties for the commonly used core
materials are listed in Table 36.9.

FIGURE 36.15  Cross-sectional views of a particulate magnetic tape (top) and a thin film hard disk (bottom).

TABLE 36.9 Relative Permeability (m), Saturation Flux Density (Bs), Coercivity (Hc) and Resistivity (r) 
Values of Some Commonly Used Magnetic Head Materials at Low Frequency (some values are from 
Reference 5)

Material m Bs (T) Hc (A/m) r (mW ·cm) Application

Ni–Fe–Mo 11000 0.8 2.0 100 Audio tape
Ni–Zn 300–1500 0.4–0.46 11.8–27.6 1011 Floppy and hard disk drives, video and 

instrumentation tapes
Mn–Zn 3000–10000 0.4–0.6 11.8–15.8 106 Floppy and hard disk drives, video and 

instrumentation tapes
Fe–Si–Al 8000 1.0 2.0 85 Floppy and hard disk drives, video and 

instrumentation tapes
Ni–Fe 2000–4000 1.0 <10 20 Hard disk drives
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The evolution of the magnetic head follows the selection of core materials, as shown in Figure 36.16.
Early heads used laminated molybdebum Permalloy (Ni-Fe-Mo, 79-17-4 wt%). These heads are inex-
pensive to make, and have low Hc and high m and Bs. The primary drawbacks are frequency limitation,
gap dimension inaccuracy, and mechanical softness. Frequency limitation is caused by the difficulty of
making the lamination layer thinner than 25 mm. Eddy current loss, which is proportional to layer
thickness and square root of frequency, reduces the effective permeability. As a result, laminated heads
are seldom used for applications exceeding 10 MHz. Gap dimension inaccuracy is associated with the
head fabrication process, and makes it unsuitable for high areal density applications. Lack of mechanical
hardness reduces its usable life.

One way to reduce eddy current loss is to increase core material electric resistivity. Two types of ferrite
material have high resistivity (four to nine orders higher than Permalloy) and reasonable magnetic
properties: Ni–Zn and Mn–Zn. These materials are also very hard, elongating head life during head/
medium contacts. The major deficiency of ferrite materials is their low Bs values. In order to record in
high Hc media, high flux density B is needed in the head core. When the flux density in the core material
reaches its saturation Bs, it will not increase despite the increase of recording current or coil turns. This
saturation starts from the corners of the gap due to its geometry. To remedy this deficiency, a layer of

FIGURE 36.16  Schematic illustrations of (a) a laminated head, (b) cross-section of an MIG head, (c) cross-section
of a thin film head, and (d) an MR sensor with leads.
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metallic alloy material with much higher Bs is deposited on the gap faces. This type of head is called the
metal-in-gap (MIG) head. Sendust (Fe–Si–Al, 85–9.6–5.4 wt%) is one of the materials used for the
deposition. MIG heads are capable of recording up to 100 MHz frequency and 180 kA/m medium
coercivity.

Thin-film heads capitalize on semiconductor-like processing technology to reduce the customized
fabrication steps for individual heads. The core, coil, gap, and insulator layers are all fabricated by
electroplating, sputtering, or evaporation. Due to the nature of the semiconductor process, the fabrication
is accurate for small dimensions. Small gap dimensions are suitable for high linear and track density,
and small core dimensions allow the use of high Bs Permalloy material (Ni–Fe, 80–20 wt%) as core with
low inductance for high data rate applications. Thin-film heads are used for high medium Hc, high areal
density applications. The high cost of the semiconductor-like process is offset by high throughput: a
150 ¥ 150 mm wafer can produce 16,000 nanoslider heads. One disadvantage is the limited-band record-
ing capability because the small pole length limits low-frequency response and introduces undershoots.
A second disadvantage is the Barkhausen noise, which is caused by the relatively small number of magnetic
domains in the core. At present, thin-film heads are used up to frequencies of 80 MHz and medium
coercivity of 200 kA/m. MIG thin-film heads are also being used for high-coercivity applications.

An inductive head is often used for both recording and reproducing. The optimal performance cannot
be achieved because recording and reproducing have contradictory requirements for head design. To
solve this problem, the MR head has been developed. The MR head is for reproducing only, and an

toresistive element (MRE) and two electric leads. The MRE is a Permalloy stripe (Ni–Fe, 80–20 wt%),
with thickness t, width w, and height h. An electric current, with density J, passes through the MRE
through the leads. The electric resistivity of the MRE is a function of the angle q between J and MRE
magnetization M:

(36.2)

where rq is the resistivity at q, r is the resistivity at q = 90°, and Dr is the resistivity difference between
q = 0° and q = 90°. Dr/r is the anisotropic MR ratio (AMR) of the MRE. Usually a transverse magnetic
field is applied to the MRE so that q = q0 when the head is not reading a magnetic signal. Assume that
a magnetic signal from the medium rotates M from q0 to q, then an electric voltage change v will be
detected across the MRE as the output signal:

(36.3)

where q0 is the bias angle and is set to 45° for good linearity. In practice, a longitudinal bias is also used
along the MRE width direction to stabilize the magnetic domain and reduce large Barkhausen noise. To
compare the output between an MR head and an inductive head, we write the inductive head output
using Faraday’s equation:

(36.4)

where n is the number of the coil turns, V is the medium velocity, f is the magnetic flux, and x is the
coordinate axis fixed on the medium surface. Equations 36.3 and 36.4 tell us that while inductive head
output is proportional to medium velocity and not suitable for low-velocity applications, the MR head
can be used for either high- or low-velocity applications.
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Recording Process

We can imagine the recording process in two steps. First, the magnetic flux flowing in the head core
generates a fringe magnetic field around the gap. Then the magnetic field magnetizes the magnetic
medium and leaves a magnetization transition in it. Partly due to the nonlinear nature of the hysteresis
loop, the recording process is so complex that there has been no rigorous explanation. However, we can
still obtain significant insights into the recording process by using simple models if we keep in mind the
limitations.

If we set the origin of a coordinate system at the center of the gap with x axis on the head surface and
y axis pointing away from the head, then the longitudinal magnetic field Hx and perpendicular magnetic
field Hy of this head can be expressed by the Karlqvist approximation [2]:

(36.5)

(36.6)

where n is the number of coil turns, i is the current in the coil, g is the gap length, l is the core length,
Ag is the core cross-sectional area, m is the relative permeability of core material, and Ac is the gap
crosssectional area. Both Equations 36.5 and 36.6 give accurate results for points 0.25g away from gap
corners. Since longitudinal recording mode dominates the magnetic recording industry, we will focus
on the field Hx. Equation 36.5 shows that the contours of constant Hx field are circles nesting on the two
gap corners, as shown in Figure 36.17. The greater the diameter of the circle, the weaker the magnetic
field. Assume a magnetic medium, moving from left to right with a distance d above the head, has a
thickness d and a magnetization M pointing to the right. At some instant the recording current turns
on and generates the magnetic field Hx above the gap as depicted in Figure 36.17. On the circumference
of Hx = Hc, half of the medium material has its magnetization reversed and half remains the same,
resulting in a zero total magnetization. Since Hx has a gradient, the medium closer to the gap (inside a
smaller circle) gets its magnetization reversed more completely than the medium farther away from the
gap (outside a bigger circle). Therefore, magnetic transition is gradual in the medium even if the change
of recording current follows a step function. Assume the original magnetization is Mr and the completely
reversed magnetization is –Mr, this gradual change of magnetization for an isolated transition can be
modeled by [3]:

FIGURE 36.17  The constant horizontal fields of Karlqvist approximation are circles resting on the gap corners of
a head, and the change of magnetization in the medium is gradual.
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(36.7)

where x is the distance from the center of transition and a is a parameter characterizing the sharpness
of the transition as shown in Figure 36.18. Assuming a thin-film medium and using the Karlqvist
approximation for the head field, a is found to be [4–6]:

(36.8)

where S* is the medium loop squareness and Q is the head-field gradient factor. For a reasonably well
designed head, Q ª 0.8. It is obvious that we want to make parameter a as small as possible so that we
can record more transitions for a unit medium length. If the head gap length g and medium thickness
d are small compared with head/medium separation d, and the medium has a squareness of one, then
the minimum possible value of a is [7]

(36.9)

In order to decrease the value of a and therefore increase areal density, we need to reduce medium
remanence Mr, thickness d, head/medium separation d, and to increase coercivity Hc.

Reproducing Process

In contrast to the recording process, the reproducing process is well understood. The flux density induced
in the head core is on the order of a few millitesia, yielding a linear process for easier mathematical
treatment. The head fringe field is the Karlqvist approximation (Equation 36.5) and the foundation is
the reciprocity theorem. For an isolated transition (Figure 36.18) with a thin magnetic layer d � d, the
induced electric voltage v for an inductive head is [7]:

(36.10)

where m0 is the permeability of vacuum, m is the relative permeability of the core, V is the medium
velocity, w is the track width, n is the number of coil turns, g is the head gap length, d is the head/medium
separation, and x is the distance between the center of the medium transition and the center of the head

FIGURE 36.18  An isolated arctangent magnetization transition from negative Mr to positive Mr.
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gap. The term lAg /mAc is closely related to g for head efficiency. When a transition passes under the head,
its voltage starts with a very low value, reaches a peak, then falls off again, as shown in Figure 36.19, where
the following typical values for a hard disk drive are used: V = 20 m/s, w = 3.5 mm, Mr = 450 kA/m, d =
50 nm, n = 50, lAg /mAc = 0.1g. The effects of g and a + d are shown in Figure 36.19. Since a greater peak
voltage and a narrower spatial response are desired for the reproducing process, smaller g and a + d
values are helpful.

When an MR head is used for reproducing, the MRE is usually sandwiched between two magnetic
shields to increase its spatial resolution to medium signals, as shown in Figure 36.20. Since the MR head
is flux sensitive, the incident flux fi on the bottom surface of the MRE should be derived as a function
of the distance (x) between the center of MRE and the center of the transition [7, 8]:

(36.11)

FIGURE 36.19  The reproducing voltage of an inductive head over an isolated arctangent transition shows the effects
of gap length g, parameter a, and head/medium separation d.

FIGURE 36.20  Schematic diagram of a shielded MR head with a shield to MRE distance g.
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36-32 Electrical Measurement, Signal Processing, and Displays

where g is the distance between the MRE and the shield, t is the MRE thickness, and

(36.12)

The angle between magnetization and current varies along the MRE height h. To find out the variation,
we need to calculate the signal flux decay as a function of y by

(36.13)

where

(36.14)

Then the bias angle q0 and signal angle q can be calculated by

(36.15)

and

(36.16)

where fb is the biasing flux in the MRE and Ms is the saturation magnetization of the MRE. Application
of Equations 36.15 and 36.16 to Equation 36.3 and integration over height h lead to

(36.17)

For an MR head with a 45° bias at the center and small height h � lc, the peak voltage is [6]

(36.18)

The study of an isolated transition reveals many intrinsic features of the reproducing process. However,
transitions are usually recorded closely in a magnetic medium to achieve high linear density. In this case,
the magnetization variation in the medium approaches a sinusoidal wave. That is,

(36.19)

where l is the wavelength. The reproducing voltage in an inductive head becomes [9, 10]

(36.20)
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The general shape of the reproducing voltage from an MR head is similar to that in Figure 36.19.
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This equation presents all the important features of the high-linear-density reproducing process. The
term exp(–2pd/l) is the spacing loss. It shows that the reproducing voltage falls exponentially with the
ratio of head/medium spacing to wavelength. The second term 1 – exp(–2pd/l) is the thickness loss. The
name of this term is misleading because its value increases with a greater medium thickness. However,
the rate of increase diminishes for thicker medium. In fact, 80% of the maximum possible value is
achieved by a medium thickness of 0.25l. The last term sin(pg/l)/(pg/l) is the gap loss. This term is
based on the Karlqvist approximation. If a more accurate head fringe field is used, this term is modified
to sin(pg/l)/(pg/l)·(1.25g2 – l2)/(g2 – l2) [11]. It shows a gap null at l = 1.12g, and limits the shortest
wavelength producible. These three terms are plotted in Figure 36.21. The most significant loss comes
from the spacing loss term, which is 54.6 dB for d = l. Therefore, one of the biggest efforts spent on
magnetic recording is to reduce the head/medium spacing as much as possible without causing mechan-
ical reliability issues. For an MR head, the reproducing voltage is [11]

(36.21)

Digital vs. Analog Recording

Due to the nonlinearity of the hysteresis loop, magnetic recording is intrinsically suitable for digital
recording, where only two states (1 and 0) are to be recognized. Many physical quantities, however, are
received in analog form before they can be recorded, such as in consumer audio and instrumentation
recording. In order to perform such recording, we need to either digitize the information or use the
analog recording technique. In the case of digitization, we use an analog-to-digital converter to change
a continuous signal into binary numbers. The process can be explained by using the example shown in

bits. The signal is sampled at time t = 1, 2, …, 6. At each sampling point, the first bit is assigned a 1 if
the value of the continuous signal is in the top half (>0.5), otherwise assigned a 0. The second bit is
assigned a 1 if the value of the continuous signal is in the top half of each half (0.25 £ V < 0.5, or >0.75),
otherwise assigned a 0. The third bit is assigned similarly. The first bit is the most significant bit (MSB),
and the last bit is the least significant bit (LSB). The converted binary numbers are listed below each
sampling point in Figure 36.22. This process of digitization is termed quantization. In general, the final
quantization interval is

FIGURE 36.21  Spacing, thickness, and gap losses of an inductive head vs. frequency for the reproducing of a
sinusoidal medium magnetization.
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Figure 36.22. An electric signal V, normalized to the range between 0 and 1, is to be digitized into three
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(36.22)

Where V is the total voltage range and N is the number of bits. Because we use a finite number of bits,
statistically there is a difference between the continuous signal and the quantized signal at the sampling
points. This is the quantization error. It leads to a signal-to-quantization-noise ratio (SNR) [12]:

(36.23)

where Ps is the mean square average signal power. For a signal with uniform distribution over its full
range, this yields

(36.24)

For a sinusoidal signal, it changes to

(36.25)

The SNR can be improved by using more bits. This improvement, however, is limited by the SNR of the
incoming continuous signal. The quantized signal is then pulse code modulated (PCM) for recording.

For analog recording, a linear relationship between the medium magnetization and the recording
signal is required. This is achieved through the anhysteretic magnetization process. If we apply an
alternating magnetic field and a unidirectional magnetic field to a previously demagnetized medium,
and then reduce the amplitude of the alternating field to zero before we remove the unidirectional field,
the remanent magnetization shows a pseudolinear relationship with the unidirectional field strength Hu

u

greater. In applications, the recording signal current is biased with an ac current of greater amplitude
and higher frequency. Therefore, it is also termed ac-biased recording. Analog recording is easy to
implement, at the price of a lowered SNR because remanent magnetization is limited to about 30% of
the maximum possible Mr to achieve good linearity.

Recording Codes

PCM is a scheme of modifying input binary data to make them more suitable for a recording and
reproducing channel. These schemes are intended to achieve some of the following goals: (1) reducing the
dc component, (2) increasing linear density, (3) providing self-clocking, (4) limiting error propagation,
and (5) achieving error-free detection. There are numerous code schemes; only three of the ones developed

FIGURE 36.22  Schematic illustration of the quantization of a continuous signal to three bits.
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code. In this scheme a positive and negative pulse is used to represent each 1 and 0, respectively, of the
data. The main drawback is that direct recording over old data is not possible due to the existence of
zero recording current between two data. It also generates two transitions for each bit, therefore reducing
the linear density. In addition, it only uses half of the available recording current range for a transition.
The non-return-to-zero-invert (NRZI) method was developed to alleviate some of these problems. It
changes the recording current from one direction to the other for each 1 of the data, while making no
changes for all 0s. However, it has a strong dc component and may lose reproducing synchronization if
there is a long string of 0s in the input data. In addition, reproducing circuits are usually not designed
for dc signal processing. In frequency modulation (FM) code there is always a transition at the bit–cell
boundary which acts as a clock. There is also an additional transition at the bit–cell center for each 1
and no transition for 0s. It reduces the dc component significantly. The primary deficiency is the reduction
of linear density since there are two transitions for each 1 in the data.

The most popularly used codes for magnetic recording are the run-length-limited (RLL) codes. They
have the general form of m/n(d, k). In these schemes, data are encoded in groups. Each input group has
m bits. After encoding, each group contains n bits. In some schemes multiple groups are coded together.
d and k are the minimum and maximum 0s, respectively, between two consecutive 1s in the encoded
sequence. While d is used to limit the highest transition density and intersymbol interference, k is
employed to ensure adequate transition frequency for reproducing clock synchronization. The encoding

Head/Medium Interface Tribology

As expressed in Equation 36.20, the most effective way to increase signal amplitude, therefore areal density,
is to reduce head/medium spacing d. However, wear occurs when a moving surface is in close proximity
to another surface. The amount of wear is described by Archard’s equation:

FIGURE 36.23  An anhysteretic remanent magnetization shows a pseudolinear relationship with the applied unidi-
rectional magnetic field to some Hu level.

FIGURE 36.24  Comparison of some early developed codes.
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is carried out by using a lookup table, such as Table 36.10 for a 1/2(2,7) code [13].
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(36.26)

where V is the volume worn away, W is the normal load, s is the sliding distance, H is the hardness of
the surface being worn away, and k is a wear coefficient. In order to increase medium hardness H, hard
Al2O3 particles are dispersed in particulate media and a thin layer of hard carbon (ª10 nm) with either
hydrogenation or natrogenation is coated on thin-film media of hard disks. A layer of liquid lubricant,
typically perfluoropolyethers with various end groups and additives, is applied on top of the carbon film
to reduce the wear coefficient k. Load is minimized to reduce wear while keeping adequate head/medium
dynamic stability. For applications where the sliding distance s is modest over the lifetime of the products
such as floppy disk drives and consumer tapes drives, the head physically contacts the medium during
operations. In the case of hard disk application, heads are separated nominally from the media by a layer
of air cushion. The head is carried on a slider, and the slider uses air-bearing surfaces (ABS) to create
the air film based on hydrodynamic lubrication theory. Figure 36.25 shows two commonly used ABS.
Tapers are used to help the slider take off and maintain flying stability. ABS generates higher-than-ambient
pressure to lift the slider above the medium surface during operations. The tripad slider is for pseudo-
contact applications while the subambient-pressure (SAP) slider is for flying (such as MR head) applications.
Because the relative linear velocity between the slider and the medium changes when the head moves to
different radii, a cavity region is used in the SAP slider to generate suction force to reduce flying height
variation. The ABS is designed based on the modified Reynolds equation:

(36.27)

TABLE 36.10 1/2(2,7) Code

Before Coding After Coding

10 0100
11 1000
000 000100
010 100100
011 001000
0010 00100100
0011 00001000

FIGURE 36.25  The ABS of (a) a tri-pad slider for pseudocontact recording and (b) a SAP slider for conventional
flying recording.
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where X and Y are coordinates in the slider longitudinal and transverse directions normalized by the
slider length and width, respectively, P is the hydrodynamic pressure normalized by the ambient pressure,
H is the distance between the ABS and medium surface normalized by the minimum flying height, Q is
the molecular slip factor, T is time normalized by the characteristic squeeze period, Lx and Ly are the
bearing numbers in the x and y directions, respectively, and s is the squeeze number. A full derivation
and explanation of the Reynolds equation can be found in Reference 14. At present, high-end hard disk
drives feature a flying height on the order of 20 to 50 nm.

When power is turned off, the slider in the popularly used Winchester-type drives rests on the medium
surface. Although the ABS and medium surface look flat and smooth, they really consist of microscopic
peaks and valleys. If we model an ABS/medium contact by a flat surface and a sphere tip, the liquid
lubricant on the medium surface causes a meniscus force Fm as depicted in Figure 36.26 [15]:

(36.28)

where R is the radius of the sphere, g is the surface tension of the lubricant, q is the contact angle between
the lubricant and the surfaces, y is the sphere to flat surface distance, and h is the lubricant thickness.
Detailed analysis [16] shows that the static friction F at a head/medium interface is a function of several
parameters:

(36.29)

where A is the ABS area, h is the peak density, E ¢ is the effective modulus of elasticity, f is the peak height
distribution, s is the rms peak roughness, and s is the solid-to-solid shear strength. If friction F is too
large, either the drive cannot be started or the head/medium interface is damaged. While friction can be
reduced practically by reducing A, g, and increasing q, the most effective ways are to control h, s, h, and
f. Too thin a lubricant layer will cause wear, and too thick will induce high friction. This limits h to the
range of 1 to 3 nm. s is controlled by surface texture. Historically, texture is created by mechanical
techniques using either free or fixed abrasives. This leaves a surface with a random feature and is unsuitable
for controlling h and f. Recently, people started to use lasers [17]. This technique generates a surface

images of a mechanical and a laser texture.

Optical Recording

The major obstacle to achieving higher areal density in magnetic recording is the spacing loss term. It is
a great engineering challenge to keep heads and media in close proximity while maintaining the head/
medium interface reliable and durable. Care must also be taken in handling magnetic media since even

FIGURE 36.26  Formation of meniscus between a sphere tip and a flat surface.
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texture with well-defined h and f to improve wear and friction performance. Figure 36.27 shows AFM
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minute contamination or scratches can destroy the recorded information. In addition, the servo technique
of using magnetic patterns limits the track density to about one order lower than the linear density.
Optical recording, on the other hand, promises to address all these concerns.

Optical recording can be categorized into three groups. In the first group, information is stored in the
media during manufacturing. Users can reproduce the information, but cannot change or record new
information. CD-ROM (compact disk–read only memory) belongs to this group. The second group is
WORM (write once read many times). Instead of recording information during manufacturing, it leaves
this step to the user. This is usually achieved by creating physical holes or blisters in the media during
the recording process. Once it is recorded, however, the medium behaves like the first group: no further
recording is possible. The third group is similar to magnetic recording. Recording can be performed
infinitely on the media by changing phase or magnetization of the media. The most noticeable example

FIGURE 36.27  AFM images of (a) a mechanical texture and (b) a laser texture. (Courtesy of J. Xuan.)
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in this group is the magneto-optic (MO) technique [18]. Only CD-ROM and the magneto-optic recording
are described in the following.

CD-ROM

Figure 36.28 shows the CD-ROM reproducing principle. Data are pressed as physical pits and lands on
one surface of a plastic substrate, usually polycarbonate. A layer of aluminum is deposited on this surface
to yield it reflective. Lacquer is then coated to protect the aluminum layer. During the reproducing
process, an optical lens is used to focus a laser beam on the reflective pit and land surface. The diameter
of the lens is D, the distance between the lens and the substrate is h3, and the substrate thickness is h2.
The diameter of the laser beam is d2 when entering the substrate, and becomes d1 when focused on the
reflective surface. The width of the pits are designed smaller than d1. The reflected light consists of two
portions: I1 from the land and I2 from the pit. According to the theory of interference, the intensity of
the reflected light is

(36.30)

where l is the wavelength of the laser and h1 ª l/4 is the pit height. This leads to

(36.31)

This change of light intensity is detected and decoded to yield the recorded data. The reflected light is
also used for focusing and track following.

The fundamental limit on optical recording density is the focused beam diameter d1. For a Gaussian
(TEM00) laser, this is the diffraction-limited diameter at which the light intensity is reduced to 1/e2 of
the peak intensity:

(36.32)

where q is the aperture angle. The following values are typical for a CD-ROM system: l (gallium arsenide
laser) = 780 nm, q = 27°, h2 = 1.2 mm, D = 5 mm, h3 = 4.2 mm. This yields d1 ª 1.0 mm and d2 ª 0.7 mm,
and sets the areal density limit of optical (including magneto-optic) recording to about 1 Mbit/mm2. For
most CD-ROM applications, the areal density is smaller than this limit, and a disk with 120 mm diameter
holds about 600 Mbyte information. In order to increase areal density, we can either reduce light
wavelength or increase numerical aperture. Much of the effort has been to adopt a new light source with

FIGURE 36.28  Schematic representation of the CDROM reproducing principle.
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short wavelength such as a blue laser. Increasing numerical aperture is more difficult because increasing
lens diameter is cost prohibitive and reducing h2 or h3 is reliability limited. Note that although the beam
size on the focus plane is on the order of 1 mm (d1), it is two to three orders greater at the air/substrate
interface (d2). This means that optical recording can tolerate disk surface contamination and scratches
much better than magnetic recording. However, the performance of optical recording does not match
magnetic recording in general. The data transfer rate of CD-ROM drives is expressed as multiple (¥) of
150 kB/s. Even for a 12¥ CD-ROM drive, the data access time and data transfer rate are still on the order
of 100 ms and 1.8 MB/s, respectively, while for a high-performance rigid disk drive these values are less
than 10 ms and greater than 30 MB/s, respectively.

Magnetooptic Recording

The primary drawback of a CD-ROM to an end user is its inability to record. This deficiency is remedied
by MO recording technology, as depicted in Figure 36.29. A linearly polarized laser beam is focused on
a layer of magnetic material, and a coil provides a dc magnetic field on the other side of the medium.
This dc magnetic field is too weak to affect the medium magnetization at normal temperature. The
recording process utilizes the thermomagnetic property of the medium, and the reproducing process is
achieved by using the Kerr effect. During recording, the medium is initially magnetized vertically in one
direction, and the dc magnetic field is in the opposite direction. The laser heats up the medium to its
Curie temperature, at which the coercivity becomes zero. During the cooling process, the dc magnetic
field aligns the medium magnetization of the heated region to the magnetic field direction. In the process
of reproducing, the same laser is used with a smaller intensity. The medium is heated up to its compen-
sation temperature, at which the coercivity becomes extremely high. Depending on the direction of the
magnetization, the polarization of the reflected light is rotated either clockwise or counterclockwise (Kerr
rotation). This rotation of polarization is detected and decoded to get the data. The main disadvantage
of MO recording is that a separate erasing process is needed to magnetize the medium in one direction
before recording. Recently some technologies have been developed to eliminate this separate erasing
process at the cost of complexity.

The medium used in MO recording must have a reasonable low Curie temperature (<300°C). The
materials having this property are rare earth transition metal alloys, such as Tb23Fe77 and Tb21Co79.
Unfortunately, the properties of these materials deteriorate in an oxygen and moisture environment. To
protect them from air and humidity, they are sandwiched between an overlayer and a underlayer, such
as SiO, AlN, SiN, and TiO2. Another issue with the rare earth transition metal alloys is their small Kerr
rotation, about 0.3°. To increase this Kerr rotation, multiple layers are used. In the so-called quadrilayer
structure (Figure 36.29b), the overlayer is about a half-wavelength thick and the underlayer is about a
quarter-wavelength thick [18]. The MO layer is very thin (ª3 nm). Light reflected from the reflector is
out-of-phase with the light reflected from the surface of the MO layer, and is in-phase with the light
reflected from the inside of the MO layer. As a result, the effective Kerr rotation is increased several times.

FIGURE 36.29  Schematic illustrations of (a) MO recording/reproducing and (b) quadrilayer medium cross section.

1733 FrameBook  Page 40  Tuesday, June 3, 2003  10:03 AM

© 2004 by CRC Press LLC



Reading/Recording Devices 36-41

Compared with magnetic recording, optical recording has the intrinsic advantages of superior reli-
ability and portability. However, its performance is inferior due to slower data access time and transfer
rate. Another advantage of optical recording, higher areal density, has been disappearing or even reversing
to magnetic recording. Both magnetic and optical recording will be continuously improved in the near
future, probably toward different applications. Currently there are some emerging techniques that try to
combine the magnetic and optical recording techniques. Table 36.11 is a short list of representative
magnetic and optical devices for digital recording.
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TABLE 36.11 Digital Magnetic and Optical Storage Devices

Description Manufacturers Approximate Price, $

Thin-film head for hard disk drive AMC, Read-Rite, SAE 6.00–9.00
MR head for hard disk drive AMC, Read-Rite, SAE, Seagate 8.00–12.00
Thin-film hard disk Akashic, HMT, Komag, MCC, Stormedia 7.00–10.00
Hard disk drive IBM, Maxtor, Quantum, Samsung, Seagate, WD 0.02–0.20/Mbytes
Floppy drive Panasonic, Sony 20.00–40.00
Floppy disk 3M, Fuji, Memorex, Sony 0.15–0.50
Removable rigid disk drive Iomega, Syquest 100.00–400.00
Removable rigid disk Iomega, Maxell, Sony 5.00–20.00/100 Mbytes
Tape drive Exabyte, HP, Seagate 100.00–400.00
Backup tape 3M, Sony, Verbatim 4.00–25.00/Gbytes
8 ¥ CD-ROM drive Goldstar, Panasonic 100.00–200.00
Recordable optical drive JVC, Philips 300.00–500.00
Recordable optical disk 3M, Maxell, Memorex 3.00–15.00/650 Mbytes
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